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1. Introduction

The present thesis is another contribution to the well studied theory of program
verification and specifically translation verification. Though this particular area is
apparently classic there is still a great need for further theoretical considerations
like the ones presented here because it turns out that — roughly speaking — the
approved theory does not cope with the practical needs. On this account it is
advisable to outline the current state of affairs at first.

The overall motivation is the fact that compilers are one of the essential com-
puting environments nowadays. Their use ranges from the traditional translation
of higher programming languages over conversions between data formats of a large
variety to more recent applications like the generation of WWW contents from
data stored in data bases (e.g. in cross media applications like electronic ware
houses, web catalogs, search engines etc.). The rather inconspicuous use of com-
pilers helps to get rid of architecture or system specific representations and allows
to handle data or algorithms in a more convenient abstract form. Without exag-
geration, compilers thus constitute an indispensable core technology for modern
information society.

In all these sketched scenarios, however, there is a great demand for correct
programs, for correct translations and for trustworthy software in general, be it
in the field of safety critical systems or to warrant privacy in our contemporary
networked world.

The theory underlying the syntactic aspects of compiler construction is well-
understood and documented in quite a number of text books (e.g. [1, 50, 76, 82,
84]). It is easily applied in practice via automated tools like scanner and parser
generators. This has made the construction of the syntactic phases of compilers
(like scanners and parsers), which has been a challenge back in the sixties and
seventies, to a routine task nowadays.

This is different for the semantic phases concerned with the question, which
output is to be generated for a given input. In this respect every translation task
requires rather specific considerations and, due to the wide range of applications
sketched above, no general approach is available or to be expected for this problem.
Even if one restricts attention to a more classic task, the translation of higher
programming languages which will play the role of a running example throughout
this thesis, there is still no generally followed approach, although some well-studied
frameworks like, e.g., action semantics [58] exist. Of course much is known on
efficient (and presumably correct) translation schemes and runtime environments
and there is also a vast amount of literature on optimizations (see, e.g., the above



2 1. Introduction

mentioned textbooks and the more recent [59]). But these considerations do not
build on a consistent, widely accepted semantic basis. As a consequence, subtle
errors are present in generated code and it is difficult to fully understand which
properties are guaranteed to transfer from source to target programs, in particular
if aggressive optimization levels are employed in the compiler. This is exemplified
by the surprising results experienced by many compiler users every now and then
when running generated code.

In many applications errors and uncertainties, although annoying, can be tol-
erated. When compilers are used to construct software for safety-critical systems,
however, the matter changes dramatically. The mistrust in compilers is one of the
reasons why such code often is certified on the level of machine- or assembly-code
[43, 72]. Trusted and fully-understood compilers would enable a certification on
the source language level which would be less time-consuming, cheaper, and more
reliable. From a practical point of view, the ultimate goal of compiler verification
(11, 28, 29, 35, 61, 66, 67] should be to improve on this matter.

Every compiler proof is in danger of burying the essential considerations under
a mountain of technicalities, which could seriously affect the credibility of the es-
tablished correctness claim. (In our opinion, proofs based on operational semantics
are particularly sensitive to this danger because such definitions are by their very
nature rather detailed and clumsy.) This calls for the employment of an abstract
style of semantics in a compiler proof. (Thus, in a compiler proof an abstract kind
of semantics should be used.) On the other hand, it is important that the used
semantic description is rather close to the intuition of the average programmer in
order to avoid errors resulting from misunderstandings or, seen from the perspec-
tive of the programmer, errors in the formal semantics definition. As most people
have a rather concrete, operational intuition about the behavior of programs, the
ultimate reference point should thus be a rather concrete semantics.

How can we resolve the obvious conflict between the requirements of using an
operational as well as an abstract kind of semantics? A remedy is the following
approach: The operational semantics is defined first and provides the ultimate ref-
erence. In particular, the correctness property to be established for the translation
is interpreted in terms of the operational semantics. From the operational seman-
tics, the more abstract semantics to be used in the compiler proof is derived. This
involves defining the objects handled by the abstract semantics in terms of the
operational semantics. Afterwards sufficiently strong properties of the abstract se-
mantics are established that allow to reason in the compiler proof on the abstract
level alone without directly recurring to the operational definition. A particular
benefit of this approach is that the abstract semantics to be used in the compiler
proof can be suited to the specific correctness property to be established.

The most popular representatives in this regard are Dijkstra’s so-called wp- and
wlp-transformers [17, 18] which provide abstractions of an underlying operational
or relational semantics and which allow a reasoning about program behavior in
a denotational, i.e. compositional, manner in the framework of predicates and
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monotonic predicate transformers, i.e. on a state-free level.! Colloquially speak-
ing, for a program 7, the weakest precondition predicate transformer wp.7 suits
to a so-called notion of total correctness of m and the weakest liberal precondition
predicate transformer wlp.7 to a so-called notion of partial correctness of m. What
distinguishes wp.7m from wlp.7 and consequently total from partial correctness is
reqular (successful) termination. For the purpose of this motivation, however, it
suffices to note that a program is totally correct w.r.t. a precondition ¢ and a
postcondition 1 iff it is partially correct w.r.t. these conditions — i.e. if 7 starts in
a state satisfying ¢ and if 7 delivers a regular result at all then this result satisfies
1 — and if it terminates regularly for all initial states satisfying the precondition
¢.2 Consequently, a state satisfies the weakest precondition of 7 w.r.t. postcon-
dition ¢, i.e. wp.m.¢), iff it satisfies the weakest liberal precondition of 7 w.r.t.
postcondition 1, i.e. wlp.m.1p, and if 7 terminates regularly if started in this state,
i.e. if wp.m.true holds. The advantage of a predicate transformer reasoning over a
reasoning in terms of an operational semantics is that one can make use of the fact
that the underlying spaces of predicates and predicate transformers are lattices,
frameworks which are equipped with an order, namely the implication order resp.
a lifted version thereof, and other connectives. Furthermore and in contrast to an
operational semantics, each predicate transformer directly corresponds to a spe-
cific correctness property and typically those predicate transformers are defined
in an inductive manner which allows to infer correctness properties of a program
from its components.

But proving programs correct — in which sense ever — is not worth while if the
compiler which actually generates the executable is erroneous itself. Based on the
mentioned program correctness notions it is proximate to say that a compiler,
or a translation, preserves total resp. partial correctness if all total resp. partial
correctness assertions made for the source program transfer to the target program.
This is a nice, elegant and approved way of defining translation correctness but,
unfortunately, it turns out that no “realistic compiler” running on a “real machine”
can ever preserve total or partial correctness!

The reasons for this dilemma are twofold. Firstly, resource limitations and the
restricted arithmetic of the execution mechanism may, e.g., lead to spontaneous
aborts. It is obvious — and everyone involved in programming will have encountered
these situations — that a program running on a real machine aborts with an
error message like, e.g., “StackOverflow”, “OutOfMemory” or “ArithmeticError”.
Thus, even if a program has been proved totally correct on the source level the
generated target program running in the real world may not be totally correct as it
may fail; consequently a compiler cannot preserve total correctness. Secondly, and
rather surprisingly, a translation cannot preserve partial correctness either because
common and ubiquitous code optimizations may let an optimized programs behave
chaotically and hence violate the specification of the source program. Consider,
for instance, the program

' In [17, 18] those transformers are given in an axiomatic fashion but for the moment they can never-
theless be kept for derived terms.
2 We refer to the pair of pre- and postcondition which assure 7’s correctness also as 7’s specification.
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T =ux:=e;x:=f; P,

where P is an arbitrary program. It is intuitively safe to remove the first assign-
ment from 7 if f does not depend on the value of x because x is immediately
overwritten by the second assignment. The so-called dead code elimination (or
redundant code elimination) strategy proceeds this way and replaces 7 by

o =ax:=f;P.

Now assume that expression e is a division by zero, say e = 1/0. Then the initial
program 7 is partially correct for trivial reasons — it does not terminate regularly
but aborts propagating a, say, “DivByZero"-error — whereas the optimized program
may behave arbitrarily depending on the shape of P. It may particularly violate
m’s specification because 7 is partially correct w.r.t. every specification such that
each specification violated by 7’ is a simple example.

Summarily, there is a gap between reality and theory in the following sense. On
the one hand, in order to cope with businesslike translations of authentic programs
to executables running on existing machines, an abstract kind of semantics is quite
desirable because this would hopefully ease the verification exercise and increase
both reliability and trust in the proof. But on the other hand the nice and approved
theory of program and particularly translation verification — which indeed provides
an abstract and handy framework — cannot manage reality as it fits to straightline
translations of toy-languages running on idealized machines only.

However, neither the demands of reality nor the weakest precondition semantics
in general should be blamed for this sad state of affairs but solely the classic
notions in the field of program and translation verification, namely partial and
total correctness resp. preservation thereof, and the indiscriminate idewntification
of aborts and divergence.

Some deeper and unprejudiced reflections on translations unveil that there is
a variety of other preservation properties that can be of interest. A compiler, for
instance, which preserves termination behavior in the sense that the generated
target programs do not spontaneously diverge might well be called “correct” even
if the target program aborts propagating an “OutOfMemory”-error because this is
not the fault of the compiler but of the machine. As another example consider an
optimizing compiler which is allowed to generate diverging target programs; this
is of particular interest because a termination proof for the source program is dis-
pensable. Preservation of partial correctness cannot be achieved but if the source
program is shown to produce no arithmetic errors then a dead-code-elimination
as sketched in the above example is permissible and the translation is “correct”
in some sense. Furthermore, it might be of particular interest that not only reg-
ular results are preserved but also finite errors, e.g. for debugging purposes a
“DivByZero” -error observed on the target level should indeed be produced by a
division by zero on the source level. Note that none of these sketched scenarios
can be adequately handled in the classical setting because both total and par-
tial correctness resp. preservation of total and preservation of partial correctness
identify aborts with divergence and focus on preservation of some regular states.
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It becomes clear that these questions of practical concerns can only be managed
with a more careful distinction between different erroneous results and divergence
together with the causes for their occurrences. The proposal presented here which
is intended to serve for a remedy is the following: The set of all possible, say,
outcomes, i.e. the set of regular states together with the set of finite errors and
divergence, is partitioned into three sets PO, AO and CO, the members of which
have to be preserved literally (typically this is the set of regular results but even
finite errors may be contained as motivated before), which are accepted (charac-
teristically those errors which are due to the violation of some resource limitations)
resp. which are rejected (all others which, e.g., may let the target program be-
have chaotically). Then a target program can be called a correct implementation
of a source program w.r.t. a given partitioning if for every initial state each re-
sult obtained by the target program is also possible for the source program, i.e.
it is contained in PO, or it is accepted, i.e. a member of AQ, or there exists a
source program computation starting in this initial state which behaves chaoti-
cally in the sense that it does not satisfy its specification and consequently the
target program need not to implement the source program on this input. Thus,
each partitioning gives rise to a very precise and specific translation correctness
property which serves and supports the demands of practice. In fact, each of the
correctness properties sketched above can be expressed by means of a particular
partitioning.

Obviously, the well elaborated theory of wp.m and wlp.m cannot adequately
assist reasoning about these family of correctness notions but it is a surprisingly
unspectacular step to widen their definitions in such ways that they indeed can.
Instead of rejecting all erroneous outcomes, like wp.7, resp. accepting all erroneous
outcomes, like wlp.m, only some of them, ones contained in a set, say, A, are
accepted and the others are rejected. This more discriminate differentiation allows
a specification of a so-called weakest relative precondition predicate transformer
wrp 4.7 which harmonizes with the approved theory well in the sense that wp.7
and wlp.7 are just the border cases of wrp 4.7m. No new theory has to be developed,
only the interpretation changes and, thus, as much as possible from the elegant
appeal of the traditional idealized setting is preserved while the more practical
questions mentioned before can be considered, too. In particular, the notion of a
correct implementation can nicely be expressed in terms of wrp 4-transformers.

To hit the spot, the proposed wrp 4-transformers are intended to bridge the gap
between approved theory, i.e. the theory of monotonic predicate transformers in
connection with the theory of weakest precondition semantics, and the practical
demands of realistic translation verification, namely a correctness notion which
copes with “businesslike”, i.e. optimizing, compilers generating executables run-
ning on real machines. They provide an abstract kind of semantics which, on the
one hand, promises to facilitate proper translation verification exercises on a com-
prehensible and credible level but which, on the other hand, have an operational
and thus transparent background such that doubtfulness and errors due to mis-
understanding hopefully become rare. The actual contribution is the introduction
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to the field of weakest relative precondition semantics and the justification that
it indeed constitutes an enrichment.

1.1 Organization of this Thesis

We invite the reader to partake in the following tour. The skin-deep insight that
the classical theory of program and translation verification does not apply in re-
ality is really worth some further considerations. Therefore, Chap. 2 is devoted to
a more profound discussion on this matter and we stepwisely derive an adequate
notion of a correct implementation that resist the counterexamples which demon-
strate that others are not appropriate in reality; it thereby serves the second part
of the subtitle. Chap. 3 keeps up with the very basics of lattice theory and related
topics. Based on further reflections on the classical setup, namely partial and total
correctness resp. preservation thereof, Chap. 4 introduces the notion of relative
correctness w.r.t. a set A of outcomes to be accepted and the corresponding fam-
ily of wrp ,-transformers. Since those transformers can, if properly put together,
express fine-grained implementation correctness properties on an abstract level,
they indeed affirm the first part of the subtitle.

In Chap. 5 the situation becomes yet a bit more real. As a translation typi-
cally includes a change of data, e.g. source code text vs. executable binary, it is
shown how wrp 4-based reasoning gets along with programs running on different
state spaces. Moreover, to support the practitioner’s needs and for realistic trans-
lation verification purposes it is important to study how correctness preservation
properties of translations transfer if they are composed vertically or sequentially.

In [17, 18] the wp- and wlp-transformers are defined axiomatically and in some
sense Chap. 6 follows this approach. Apart from some basic algebraic properties
of the derived wrp ,-transformers it is shown that it is possible to switch between
an aziomatically defined predicate transformer semantics and a relational seman-
tics without loss of information, i.e. both semantics representations are of equal
expressiveness.

To embrace the title of the present thesis, Chap. 7 is concerned with weakest
relative precondition semantics of programming languages. We consider an ab-
stract assembly language, the programs of which are assumed to be executed on a
finite machine, and a simple WHILE-language equipped with parameterless pro-
cedures. They are intended to cover most of the customary languages and allow
to study the essences of the control flow aspects of assembly resp. ALGOL-like
languages. The actual benefit of this chapter is the derivation of a wrp 4-semantics
from an operational one; just like proposed and motivated before.

Finally, it is shown in Chap. 8 that wrp,-based reasoning indeed keeps the
promise to balance the gap between theory and practice of translation verifica-
tion. By example some common code optimizations are visited and shown to be
correct under certain and well defined requirements. These considerations under-
pin the claim that a weakest relative precondition semantics is able to cope with
realistic translations because Chap. 2 demonstrates that code optimizations may
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forbid preservation of partial correctness in the real world but the idealized set-
ting allows to prove them correct anyhow. To complete the running example a
translation of high-level programs to assembly code is proved correct, and this in
two respects. In a first case the termination behavior has to be preserved unless
the executing machine cannot stack all needed return addresses. It shows that
an interesting case like this can be managed in the less restricted world of wrp 4-
transformers; remember that a translation cannot preserve total correctness but it
might well be desirable to preserve the termination behavior. In a second example
spontaneous divergence is allowed, too, because this is of particular interest for
compiler verification purposes. In fact, this second case is the more mentionable
one because we know of no clean proof which considers procedures and preserva-
tion of partial correctness, not to mention variations thereof.

The Appendix is attached for, say, historic reasons. It claims that the abstract
assembly language presented in Sect. 7.3 is almost an abstract view on an existing
language, namely the Transputer-code [37], and together with the primary [61] it
justifies our understanding of the assembly language being nearly taken from
reality and not purely artificial.

1.2 Related Work

This monograph ranges in a variety of akin topics. It has its roots in the Ver-
ifix project [23], a ProCoS follow-up [12], which is supported by the Deutsche
Forschungsgemeinschaft (DFG) since 1995. The three research groups from the
universities of Karlsruhe (site leader: G. Goos), Kiel (site leader: H. Langmaack)
and Ulm (site leader: F. v. Henke) have made it their business to work on verified
and correctly implemented compilers for realistic programming languages running
on existing machines. The ultimate goal is to construct efficient compilers using
common techniques in such ways that the generated programs are trustworthy.
Essential in this regard is the observation that preservation of partial correct-
ness resp. a variation thereof is the key to keep things manageable. The reader is
referred to [20] for a more profound discussion of the current state of affairs.

A vast number of contributions to the field of weakest precondition semantics,
e.g. [17, 18, 31], and the refinement calculus, e.g. [4, 55, 56|, has been published in
the last decades but only a few of those pay attention to procedures, e.g. [7, 8, 32].
What they all have in common and what particularly distinguishes our work from
theirs is that we do not restrict to total or partial correctness but consider an entire
family of weakest relative precondition semantics. We know of two reports [39, 54]
which claim to unify wp and wlp but this only for notational and calculational
purposes; as common, aborts are identified with divergence.

Of course, much research has been performed in the area of translation ver-
ification (let us mention [51] as the origin). In some sense, we follow the lines
of [34, 35, 73] and specifically [60] which also reason about compiler correctness
in an algebraic fashion. There is also [47] which considers procedures, too, but
all those contributions deal with preservation of total correctness in an idealized
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world without finite errors. Code optimizations on the other hand are typically
not verified but only, say, verbally justified (see the classical text books and [59]).
An exception is the recent [41] which proves optimizations correct in an algebraic
style but it is noteworthy that those proofs do not transfer to reality if finite errors
are present (see the comments on p. 166).

Finally, we like to stress that the present thesis is heavily inspired by [61]
which proves — totally — correct the translation of a timed WHILE-language to an
existing processor, namely the Transputer, in an abstract and modular fashion.
In some sense our understanding of the behavior of the assembly language, parts
of the total-correctness proof and the request to consider preservation of partial
correctness stems from this very worth reading monograph.
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2. On Correct Translations — A Survey

This chapter is devoted to a more profound motivation and to an illustrating
journey through the field of translation correctness. Though this area is apparently
well known one should be quite aware of the meaning of the word correctness and
one should also mind what semantic relationship one reasonably can expect to
hold between a target program running on a real machine and a source program
from which it was generated.

Starting from a very naive image of a correct translation stepwise increasingly
more realistic views are discussed and, finally, the journey ends in a hopefully
comprehensible definition of a so-called correct implementation, a notion which is
intended to be fairly adequate for realistic translations running on real machines
but which is neither buried behind a mountain of technicalities nor a mere collec-
tion of flowery phrases. Moreover, this notion will guide us through the remainder
of this thesis in the sense that oncoming discussions concerning so-called relative
correctness and a family of corresponding transformers which facilitate reasoning
about it — in fact, this is the actual story told here — are inspired by the truly and
surprisingly skin deep insights presented in this chapter.

Most of the following observations were already discussed in [62]. It has a some-
what “tutorial” flavor and the following exposition has it even more as meanwhile
some more ideas popped up and this is the place to go further into the question.

2.1 Preliminaries and Nomenclature

Let us first of all set the stage for the oncoming discussion and in particular for
the greater part of this monograph. Assume given a set, II, of programs, . The
reader should imagine imperative, strictly transformational programs intended to
compute on a certain non-empty set, X', a state-space, the members of which are
called (regular) states. Typically, a state is a mapping from variables to values and
keeps the current values of the variables in question. A computation of 7 starts
in a state; it represents the input to the program. Of course the computations is
expected to deliver an output in the form of a state — for the moment the details
of program execution are of no further interest — but sadly the real world is not
that simple. Instead, the program may also terminate irregularly, i.e. abort, with a
run-time error and it may even diverge, i.e. run forever. Worse as it could be, there
may be even more than one outcome® for one and the same input as programs may

! We use the more neutral word “outcome” instead of “result” because some people object to the idea
that divergence is a result of a computation.
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be non-deterministic. An adequate means for describing the behavior of this kind
of programs is a relational semantics. Therefore, we assume that each program 7
is furnished with a relation

R(r)CEx(SURQ) . (2.1)

Here, (2 is a set disjoint from X' containing the run-time errors just mentioned, e.g.
“DivByZero”, “ArithmeticError” etc., and an additional symbol ‘oo’ representing
divergence. The following conventions for the naming of variables are used: The
set of regular states, Y, is ranged over by s, the set of erroneous outcomes, (2, by
w and the set of all outcomes, ¥ U 2, by o. The set 2 — {oo} of so-called finite
run-time errors will also be ranged over by o.

Intuitively, (s,s’) € R(m) records that s’ is a possible regular result of = from
initial state s, (s,0) € R(m) means that the finite error o can be reached from s,
i.e. 7 may abort from s propagating o, and (s,00) € R(m) says that m may diverge
from s. The relational semantics R(7) can be thought to be given directly or to
be derived from an underlying operational semantics, no matter. We will practice
this way in Sect. 7.1 where we also show how the ‘co’-symbol enters the relation
which seems to be somewhat artificial at first sight.

As any practical program has at least one computation from any given initial
state, we might safely assume that R(7) is total, i.e.

Vse X dJoe YUR:: (s,0) € R(rm) (2.2)

saying that there is an outcome o with (s,0) € R(w) for all s € X. However,
we do not insist on totality because, firstly, this property is not needed in the
sequel (unless otherwise mentioned) and, secondly, each non-total relation can be
made total by adding one more special symbol, e.g. ‘4’,2 to the set 2 of irregular
outcomes and letting (s, 1) be contained in R(r) for every initial state s for which
7 may deliver no outcome (not even diverges). Note that the symbol ‘1" has thus
a quite different impact. It stands for undefinedness in the sense of the word:
If (s,f) € R(w) then m may deliver no outcome if started in s. Some people
prefer to call a program undefined if it delivers no result, i.e. it is also undefined
if it diverges or aborts. It is important to keep in mind that we do not share
this concept for the remainder. However, we will be rather careful to indicate all
points in the argumentation where certain properties of the underlying relational
semantics are essential. The reader is to accept a phrase — namely total correctness,
cf. Def. 4.2.2 — just once where totality would be required in order to match the
classical meaning of this notion.

Obviously, we consider non-deterministic programs as the R(7)s are relations.
Nevertheless, certain properties of relations and programs will be discussed and
one has to agree upon a common understanding. A program 7 is said to be uni-
valent if its relational semantics is, i.e.

Vs,o,0 : (s,0) € R(m) A (s,0') € R(w): o =0, (2.3)

% The classically chosen symbol ‘L’ will soon get an independent meaning on its own.



2.2 The Quest for an Adequate Notion 11

or vocalized, if all possible outcomes — if there are any — of 7 started in an initial
state are equal. Finally, program = is said to be deterministic if R(r) is a function,
i.e. if R(m) is both total and univalent.

Before going into details of our discussion we would like to make the following
remarks which are intended to relate our understanding of a relational semantics
to some others considered in the literature. Hoare and Lauer [36] represented
programs by relations in the shape of R(7) C X' x X' such that the possibility of
aborting or non-terminating runs is not recorded in the model. This kind of the
semantics is an angelic one and fits to partial correctness. Plotkin [70] suggests
to insert pairs (s, L) if execution of a program started in s may lead to non-
termination and in his model all pairs (s, s') are irrelevant if (s, L) exists. This
is a demonic view and thus it suits to reason about total correctness only. Wand
[83] proposes omitting pairs (s,s’) for all s' if computations starting in s may
not terminate, and Smyth [77] on the other side proposes to insert pairs (s, s’)
for all s’ if execution starting in s may leave to diverging runs. The latter two
approaches make the possibility of non-termination indistinguishable from the
guarantee of non-termination. Moreover, the presence of so-called finite errors is
generally neglected so programs are assumed either to terminate regularly or to
diverge. As we have a most general view on the behavior — we record each possible
outcome and do not overwrite or insert certain pairs — we have not foreclosed any
specific choice of correctness notion and we are enabled to reason about all kinds of
regular and erroneous outcomes. Thus, in some sense we have an erratic semantics
in mind.

2.2 The Quest for an Adequate Notion

After these preparations let us come to what this chapter is all about and let
us discuss what relationship between a source and a target program we might
sensibly expect to hold. Assume, for the purpose of this discussion, that 7 is a
source program that has been translated to a target program 7’'. We will freely
use various features and representations of imperative programs in the illustrat-
ing examples (the functional programs can be kept for procedure declarations
and are used only for denotational convenience). For simplicity we assume that 7
and 7’ operate on the same state space. This is of course an unrealistic assump-
tion but representing source program data by target program data just burdens
the notation and is not illuminating the control-flow aspects studied here. This
will become clearer in Sect. 5.1 which is concerned with data-representations in
connection with translation correctness.

If ' is to be a correct implementation of 7, we clearly expect that the computa-
tions of 7’ are sensibly related to the computations of 7 in some sense. Usually, we
are not interested in the intermediate states occurring in computations but just in
the final outcomes produced. Of course, for programs with input/output instruc-
tions we are also interested in relating the communicated values. And even for
strictly transformational programs we might occasionally want to relate interme-
diate states; for example when we are interested in correctness of debuggers. But
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this is beyond the scope of this discussion, only strictly transformational programs
are considered here. Therefore, a relational semantics like the above introduced
R(), which provides an abstraction of the possible computations of 7 to possible
outcomes, is appropriate for defining correctness of translations.

Our very first intuition might be to require that 7’ and 7 yield the same out-
comes for any given initial state. In other words we might expect 7’ and 7 to do
exactly the same, formally

R(x') = R(r) ,

but this requirement is far too strong. One of the reasons is that non-determinism
in m might be resolved in a specific way in 7’. This is obvious if the language in
question is equipped with a nondeterministic choice operator, say ‘|” , the seman-
tics of which is given by R(m | m) = R(m) U R(ms). But even more common
languages allow inconspicuous nondeterminism. Assume, for instance, that = con-
tains an un-initialized local variable and that the result of 7 depends on the
(arbitrary) initial value of this local variable, like in the following program.

BEGIN

int y: y :
END;
BEGIN

int z: x :
END

17

I
N

The final value of x is arbitrary, i.e. we have R(7) = {(s,s{x — n}) | n € Z}
where s{z — n} denotes the variation of value n for variable z in state s, see (7.6).
The generated code, 7', on the other hand, might well provide the deterministic
result 17, as it allocates for z the memory location previously used for y, which still
contains y’s old value, i.e. 17. No sensible means can enforce full non-determinism
in the target code.

What we have learned from this little example is that an equality of relational
semantics is far beyond to what we can expect and that we, thus, should at most
hope for a relational inclusion to hold, i.e.

R(7") C R(w) .

This is the very idea of refinement: Each outcome produced by the target program
is a possible outcome of the source program (if started in the same initial state).
But, again, it turns out that reality thwarts our plans once more: Firstly by limi-
tations of the execution mechanism and secondly by common code optimizations.
Let us discuss each of these reasons in turn and demonstrate by means of small
examples why even a relational inclusion may be a too strong requirement.

Limited abilities of the implementation might give rise to failure outcomes
of the target program that are not possible for the source program at all. One
example is restricted arithmetic. Consider, for instance, the following program
computing the factorial of a natural number n.

fac(n) = if n==1 then 1 else n x fac(n — 1)
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Irrespective of the chosen number-representation of the executing processor (ex-
cept for some computer-algebra systems) one will always be able to find an input
n such that an error like “ArithmeticError” or “ArithmeticOverflow” will occur oc-
casionally. But notice that we should be rather glad to observe this error-message
at all. The arithmetic overflow has been noticed anyway and the program ter-
minated propagating the error. For performance reasons this might have been
omitted and the restricted arithmetic would allow to produce negative numbers
as a regular result without even mentioning the overflow! Indeed, this would really
fool the user. Another example is finiteness of the memory. Full implementation of
recursion, for instance, requires stacks of unbounded size. Actual — and probably
future — computers, however, provide only a finite amount of memory; we must
thus be prepared to accept outcomes like “StackOverflow” or “OutOfMemory” ev-
ery now and then when executing programs from languages with unrestricted use
of recursion. The Ackermann-function

ack(n,m) = if n==0then m+1
else if m == 0 then ack(n —1,1)
else ack(n — 1,ack(n, m — 1))

is an example for a recursive function which needs a large amount of stack space
resp. which has an enormous recursion depth. One might find instances that fail
due to a “StackOverflow” rather than an “ArithmeticOverflow" .

Such limitations could be handled in various ways. Firstly, one could try to
model the limitations precisely in the source language semantics. This approach is
often applied for restricted arithmetic (consider e.g. the ANSI/IEEE 754 standard
for representation of the reals) but is generally impractical for, e.g., bounded stack
sizes as it would require very specific knowledge on the implementation when
defining semantics of the source language. Secondly, one could simply enrich the
source language semantics by those error outcomes which would allow them as
possible results of the implementation. This would amount to considering

R(m) U {(s, “Error”) | “Error” is an outcome reflecting a limitation}

the semantics of 7. Thirdly, one could try to handle limitations as part of the rela-
tionship between R(7) and R(7'). The latter is perhaps the most natural approach
but it leads to complicated formalizations in practice. The solution proposed later
will somehow have the flavor of the second approach.

Let us now have a brief but more precise look at the field of code-optimizations.
Strange as it may seem, but optimizations can replace error outcomes by arbitrary
outcomes. As a first example consider the innocuously looking transformation
pictured in Fig. 2.1, an instance of what is called dead code elimination [59].3
The justification for this transformation is that the value of e assigned to = in the
initial assignment is never needed, as any path through the program overwrites z’s
value before using it by either the assignment x := 12 or x := 42. Hence, it should

3 The name of this optimization strategy might be misleading: The code to be eliminated is not dead
in the sense that it is not reachable by any possible computation but in the sense that it is redundant,
i.e. not worth to be executed. However, this is the common parlance.



14 2. On Correct Translations — A Survey

Original program Optimized program

Fig. 2.1. Elimination of dead code.

Original program Optimized program

Fig. 2.2. A code motion transformation.

not be necessary to perform the evaluation of e and the assignment = := ¢ at all.
But suppose that e is the expression 1/0. Then the left program is guaranteed to
produce an error outcome, say “DivByZero”, while the right program can have,
depending on P, whatever outcomes you want!*

As a second example of an optimization consider the code motion transforma-
tion [59] in Fig. 2.2 where b, e and f are assumed not to contain y, and g is
assumed not to contain x, i.e. evaluation of the expressions does not depend on
the values of the corresponding variables. In the optimized program the assign-
ment y := g appearing in both branches is moved to the start of the program in
order to save code. The reason is that g can safely be evaluated before the branch-
ing, as it is evaluated on each path anyhow (in traditional parlance one says ¢ is
“very busy” or “downward safe” at the initial node) and g does not depend on the
prior assignment. Assume now that evaluation of e, f and ¢ can lead to different
error outcomes, say ¢ to an arithmetic overflow and e, f to a division by zero.
Then the left program produces a “DivByZero” outcome whereas the optimized
right program produces an “ArithmeticOverflow”. The reason is that the notion of
downward safety disregards the possibility and/or presence of errors.

4 Our experience with this example are that people keep it for artificial phantoms that do not occur
in reality and which are of purely theoretical interest. Therefore, the reader is invited to compile
the little C-program main (){int x,y; x = 1/0; x = 42; printf("Catastrophe!\n")} using the
GNU-C-compiler, once as common, once with the ‘-O’ option and watch the results.
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Fig. 2.3. Unswitching a loop.

Our last example for a common code optimization strategy, the so-called
unswitching [59], is visited because it is interesting from an algebraic point of
view; it utilizes the following nice distribution property. Consider a loop guarded
by b where the body consists of a conditional with branches P and ) guarded
by c. If both, P and @, have no influence on ¢, i.e. do not change c’s value, then
it should be safe to move (switch) the conditional out of the loop in the sense
that, according to the initial, now single, evaluation of ¢, only P resp. () are it-
erated guarded by 0. This situation is sketched in Fig. 2.3, and more technically
unswitching means to replace the program

while b do if ¢ then P else @ fi od
by the more efficient — though a little longer — program
if ¢ then while b do P od else while b do () od fi

if the value of ¢ is not changed by neither P nor (). It all seems reasonable but
again suppose the evaluations of b and c yield different erroneous outcomes, e.g. an
“ArithmeticOverflow” for b and a “DivByZero” for c¢. As above it remains question-
able and a matter of taste if this transformation is admissible. But even worse,
there is yet another problem concerning this transformation: It may introduce
new errors into regularly terminating programs! Consider, for instance, that the
given program starts in a state in which the guard b evaluates to false but the
guard ¢ to a finite error. Then the former program terminates regularly whereas
the latter terminates irregularly. To make use of some vocabulary that is to be
introduced soon, this transformation does not preserve total correctness and is
apparently custom as, again, the presence of errors is disregarded. Notice that the
classic notion of refinement is not able to deal with phenomena like these.

In summary, many common optimizing transformations can replace certain
error outcomes by different regular and irregular outcomes. As mentioned, some
can even introduce new errors into regularly terminating programs because they
compute intermediate- and also auxiliary-values that are not computed by the
original program. Further examples are strength reduction transformations and
naive code motion transformations that move loop-invariant pieces of code out of
loops.
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Fig. 2.4. Prototypical implementation of a for-loop.

Should optimizations be banned from verified compilers for these reasons? On
account of being realistic we do not think so: We would put a spoke in our own
wheel. Optimizations play a very important role in increasing the efficiency of
program execution and in many applications effects like the above can be toler-
ated. But the possible effects should be precisely understood and documented. A
user should thus be enabled to judge which optimizations are permissible for the
particular application and to select just these (e.g. by means of compiler switches).

As a curiosity, we like to mention a strange example communicated by Gerhard
Goos. It shows that common efficiency-improving compiler options can even lead
to a translation of terminating programs into non-terminating ones in rare cases;
something one really wants to avoid. The Modula-2 loop

for i := 0 to maxcard do... |

for instance, is obviously terminating. A typical implementation is the following:
¢ is initialized with the value 0; each iteration starts with a check whether ¢ is still
in the range 0 < ¢ < maxcard; at the end of each iteration ¢ is incremented. This
is illustrated in Fig. 2.4. Now suppose an implementation disregards arithmetic
overflows in order to increase the performance. Then the incrementation of 7 at the
end of the iteration (i = maxcard) effectively sets i to 0 due to the representation of
numbers. It also sets the carry-flag but sadly this is ignored. Now the test whether
¢ is still in the range 0 < ¢ < maxcard succeeds! Thus, this implementation of the
loop, which is in fact found in practice, will not terminate in contrast to the
original program.

It should have become clear that there is no single universal notion of a cor-
rect translation but that different applications and translation schemes preserve a
different amount from the behavior of programs. In the next section we will sum
up what we have learned from this little survey and lay the foundation-stone for
oncoming considerations by formulating our insights in a definition of a correct
implementation.

2.3 An Adequate Proposal

Assume again 7’ to be the target program which was generated from the source
program 7. Now suppose o to be a possible outcome of ' started in the initial
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state s, i.e. (s,0) € R(7'). If o is also a possible result of 7 started in s, i.e.
if o is what we call preserved, everything is fine, this is the best we can expect
and if this is the case for all initial states we have achieved a relational inclusion.
But, as just portrayed, this might well not be the case for all those outcomes,
so assume o is not a possible outcome of 7 started in s. Well, o could be an
outcome which is impossible for 7 at all, e.g. it could be an error-state which
does not exist on the source side. The other possibility is that o occurs on the
target side as a result of some code-optimizations which were performed during
the translation (in fact, optimizations are translations). Remember that in the
dead-code-elimination example the optimized program may produce any outcome,
depending on the shape of P, all of which (except for “DivByZero") are impossible
for the original program as it always terminates irregularly with a “DivByZero”-
outcome. The strange Modula-2 example is another one: The outcome o = o0 is
also impossible for the source program as it always terminates regularly (if the
omitted body does not abort).

How do we have to deal with outcomes like these? From our point of view
some of them can be treated as what we call acceptable. Typically, an erroneous
outcome which is impossible for the source program and which occurs only as a
result of a violation of some resource limitations of the target machine, e.g. finite
memory or restricted arithmetic, are simply unavoidable and hence have to be
accepted (apart from safety critical process programming). The other outcomes,
those which are neither preserved nor accepted, let the target program behave
chaotically or arbitrarily (one can also say that there are chaotic outcomes of the
source program starting in s which violate its specification).

These considerations inspire us for the following approach. For a specific trans-
lation scheme the set XU (2 of (regular and irregular) outcomes can be partitioned
into three sets:

—aset PO (“preserved outcomes”) of outcomes that have to be preserved literally
(e.g. all regular states);

—a set AO (“accepted outcomes”™) of outcomes that may arise as a result of tar-
get program executions even if not present in the semantics of the source pro-
gram (typically, these are due to a violation of some resource limitations, e.g.
“StackOverflow” or “OutOfMemory”); and

—a set CO (“chaotic outcomes™) of outcomes of source programs that might lead
to arbitrary outcomes in the target program (e.g. arithmetic errors in connection
with dead code elimination).

As mentioned above, typically the regular outcomes belong to the set PO, i.e. X C
PO, but also irregular outcomes may, e.g. “DivByZero”, for debugging purposes.
Moreover, if one insists on keeping all erroneous outcomes for unacceptable one
naturally has the freedom to set AO = .

Now suppose given a partition of XU {2 as described above. We call 7’ a correct
implementation of m w.r.t. preserved outcomes PO, accepted outcomes AQ, and
chaotic outcomes CO if for each (s,0) € R(n') (at least) one of the following is
valid:
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a.) o is a preserved outcome of a computation of 7 from s, i.e.
o€ PO A (s,0) € R(m) ,

b.) o is an accepted outcome, i.e. 0 € AO, or
c.) there is a chaotic outcome of a source program computation from s, i.e.

do' € CO :: (s,0') € R(w) .

There are various ways of characterizing this property as an inclusion between
relations derived from R(7) and R(7'). One of them is the following that we are
going to take as a definition.

Definition 2.3.1 (Correct implementation). Program 7’ (correctly) imple-
ments program 7w w.r.t. preserved outcomes PO, accepted outcomes AQ, and
chaotic outcomes CO iff

R(7") C R(r)U{(s,0) | (c € AO)V (3o’ € CO :: (s,0') € R(w))} . (2.4)
|

The notion of a correct implementation is the one that allows to reason about
preservation properties of translations on a very fine-grained and detailed level
if one is interested in the input-output behavior of strictly transformational pro-
grams. Moreover, it is the one that will guide and accompany us in the following.
However, it is obvious that reasoning in terms of inhomogeneous relations, like
R(r), while having a correctness notion in mind that is based on a fixed but ar-
bitrary partitioning of outcomes, like (2.4), is an ungrateful and not very elegant
task. The remainder is, thus, devoted to elaborations — and applications — of more
abstract, handy and manageable views on correctness which still allow, if appro-
priately assembled, to express fine-grained correctness properties of programs and
particularly to prove implementations correct in the sense of Def. 2.3.1.

2.4 Remarks

Often divergence and runtime-errors are identified in simplified semantic treat-
ments of programming languages. This has proved very helpful in establishing a
rich and useful theory of program verification [2, 14, 33] and program refinement
[5, 55, 56], each concerned with a specific correctness notion.

There is also a notion of “general correctness” (see [39], a summary of [38])
which is intended to provide a more general theory that allows reasoning about
partial and total correctness (in terms of predicate transformers) as well as about
demonic and angelic interpretations of nondeterminism (seen from the perspective
of the underlying relational semantics). In this sense the approach presented there
has the flavor of ours (Chap. 4) but it has the disadvantages that the underlying
relational semantics has to satisfy certain healthiness conditions in order to be
reasonable, that their understanding of predicates and, consequently, their result-
ing definitions are less intuitive and mostly, as common, that all kind of erroneous
outcomes are identified. The “general correctness” approach thus unifies partial
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and total correctness — notions that will be defined later — but leaves no space for
other correctness preservation properties. Similar comments can be made for [54].
Based on a three-valued logic a family of so-called “extended predicate transform-
ers” is derived, two of which correspond to wp resp. wlp. Thus, [54] indeed presents
a unification, but the other instances of their “ewp” transformers are not further
discussed and have no sensible meaning. Furthermore, the setup presented there
also identifies finite errors and divergence. Worth mentioning in this context is
the correctness notion the Verifir research project pursues. The observation that
— for translation verification purposes — it makes essential differences whether a
program delivers irregular results or no results at all and the idea to allow certain
erroneous outcomes is — among others — the key to prove realistic compilers correct
and to keep things manageable. The interested reader is referred to [23, 25] for a
brief introduction and to [20] for a more detailed exposition.

However, we tried to motivate that these common idealizations do not lead to
a realistic notion of correct implementation. On the one hand, a single irregular
outcome must be treated as chaotic in order to accommodate the effect of opti-
mizations like dead code elimination because dead code elimination can change
the single irregular outcome (which could represent e.g. “DivByZero” in this case)
to an arbitrary outcome. On the other hand, it must be treated as acceptable,
as it could also report on a limitation of the execution mechanisms at hand (e.g.
standing for “OutOfMemory”).

The theory typically used nowadays disregards the fact that phenomena like
the ones discussed before are of theoretical and practical interest. We should
mention that Apt and Olderog [2] do consider different irregular outcomes of
programs: divergence, failure, and deadlock. In their proof theories divergence and
failure are identified, but in Chaps. 7 and 8 they introduce a notion of weak total
correctness that reflects the distinction between divergence and deadlock. Weak
total correctness is an instance of our relative correctness notion (Sect. 4.3). It is
introduced in [2] in order to justify proof rules for total correctness and is said to
be not of interest in itself. On the contrary, we emphasize that relative correctness
indeed is of independent interest.

We propose more fine-grained notions of program correctness and refinement
intended to allow an adequate treatment of these more practical questions, while
preserving as much as possible from the idealized setup. Definition 2.3.1 serves
the first part of this proposal but obviously a relational inclusion in the shape
of (2.4) is hard to handle in practice. As a remedy we would like to work in a
richer space than the space of relations because this would allow to reason about
correctness on a more abstract level. The complete lattices of predicates (in fact
this is a Boolean lattice) and predicate transformers turned out to be quite use-
and helpful for these concerns, e.g. Dijkstra’s wp- [17, 18] and the refinement-
calculus [4, 55, 56], and the utility of the latter two mentioned theories inspires us
for a sort of extension thereof. But before going into details we recall the essence
of lattice theory.
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The present thesis deals with correctness, thus it deals with semantics. There is
a variety of possibilities to describe the semantics of a program, e.g. by means of
transition relations on configurations which describe the behavior stepwisely or by
means of relations in the shape of (2.1) which relate input states to possible out-
comes. As just mentioned, an alternative is a predicate transformer semantics, e.g.
by means of Dijkstra’s wp- and wlp-transformers. The advantages of a semantical
description like this over the ones mentioned before are manifold. Firstly, predicate
transformers map post- to weakest preconditions and, thus, each predicate trans-
former directly corresponds to a correctness property, see Sect. 4.3, and secondly
programming operators and their semantics are visually correlated which really
facilitates reasoning about semantics. Furthermore, the set of monotonic predicate
transformers forms a complete lattice which is a well studied framework provided
with a rich and beautiful theory. Therefore, the present chapter is devoted to a
brief but more or less sufficient introduction into this matter.

As common, we assume the reader to be familiar with the very basics of lattice
theory. Nevertheless, on amount of being complete and to report everything that is
needed to fully understand what follows, we like to recapitulate the essences. For a
more profound exposition concerning lattice theory in general we recommend some
of the classic text books, e.g.[10, 26]. Supporting literature for a deeper analysis of
Galois connections and fixpoints are, for instance, the beautiful, comprehensible
and very worth reading contributions [49, 61, 81].

3.1 Basic Definitions

Predicate Calculus. Apart from pure lattice theory we will of course make use
of predicate logic and — more or less — widely known rules. This tiny paragraph
is thus to be understood as an intermezzo on notational conventions and nam-
ing of quotable rules. We point out that we use a slightly different notation for
quantifications which we borrow from Dijkstra’s and Scholten’s predicate calcu-
lus [18]. Universal quantification, for instance, of a variable x over a formula p
restricted to the range r, which is traditionally denoted by, e.g., Vz. r.x — p.x,
will be denoted by Vz : r.x : p.x. A quantification over the universe true can
be omitted, i.e. Vx : true : p.s <= Vz :: p.xr. In analogous ways existential
quantification of variable x over formula p restricted to the range r is denoted by
Jx : r.x: p.x rather than the more common dz. r.z A p.x. This kind of notation
is chosen in order to dramatically increase readability because a lot of symbols,
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mostly parentheses and negation signs, can be omitted and because negations of
quantifications visually harmonize well. We hope the reader accepts this sparse
motivation after a look at Fig. 3.1 which contains the needed predicate-logic or
-calculus laws, most of which are cited from [18] as they are. Here, p, ¢, r and
s are formulas which — unless otherwise stated — may contain the free variables
x and y. We focus on universal quantification mainly as the rules of its dual are
similar and a simple consequence of duality, see the first law.

[Negation of quantification:]
-(Vz: rx: px) < 3Tr: rzx: —px

[Trading the range:]
Ve: reaANqe: pr <= Vzr: qr: -raecVpzr

[Splitting the range:]
Ve: rx: px) AN Vo: sao: pr) < Vr: raVsz: px

[V distributes over A
(Ve : rx: px) AN Vo: rao: qo) < Vz: ra: prAqax

[V and V] If ¢ is independent of z, then
qVVz: rx: pxr < Vr: rz: pxVgqg

v d'LSt7 'Lbutes over V: If P and q are 1Ilde[)endent Of Yy aIld xr Iespe(}tlvely, then
v \ A \%

[Nesting and unnesting:]
Ve: rax: Vy: szy: pry) < Vo,y: reAszy: pr.y

[Interchange of quantification:]
Ve: re: (Vy: sy: pry) < Vy: sy: (Ve: rz: pry)

[3-Introduction:]
Ve,y: reyAsy: py < Vy: (z: rxy)Asy: py

[Best of both worlds:
T: rxr: px) A r: rr: qr) — dr: rx: prAqx
\% 3 3

[One point rule:]
dz: x=y: px < py

Table 3.1. Predicate logic laws

Lattices and partial orders. Assume given a non-empty set L equipped with two
binary operations ‘N, called meet, and ‘U, called join. The triple (L, N, U) is called
a lattice if, for all a, b, c € L, the following laws are satisfied.

— Commutativity: aNb=>bNa and aUb=>bUa.

— Associativity: (anb)Ne=an(bNe)and (aUb)Uc=aU (bUc).
— Absorption: aN (aUb) =a and a U (aNb) = a.

On a lattice (L,N,U) a binary relation ‘C’ can defined by

aChb <L anb=a, (3.1)

or, equivalently, a C b &L 4 Ub = b. This relation satisfies the laws

— Reflexivity: a C a,
— Antisymmetry: if a C b and b C a then a = b, and
— Transitivity: if a C b and b C ¢ then a C ¢
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for all a,b,c € L and is thus what is known under the name of a partial order, in
particular (L, C) is a partially ordered set.

Suppose C'is a subset of L. We call C' a chain in L if C' is non-empty and if
all of its elements are related w.r.t. ‘C’, i.e. if

C#QandVa,be C:: aCbVbCa .

For an arbitrary set A an element x € L is called an upper bound of A if each
element of A is less than or equal to z, i.e. if

VaoecA:: aCux .

Furthermore, an upper bound x of A is a least upper bound of A if it is less than
or equal to any other upper bound of A, i.e. if

Vy € L: yisupper boundof A: x Cy .

By antisymmetry of ‘C’ least upper bounds of A are unique, if existing at all,
thus it makes sense to refer to “the” least upper bound of A which we denote by
J A. Analogously the notion of a lower bound and the greatest lower bound are to
be understood. It is an ease to show that, for all a,b € L, the least upper bound
U{a, b} and the greatest lower bound [{a, b} of a and b exist. By induction one
easily proves that also |JA and [ A exist for all finite and non-empty subsets A
of L.

As seen above, a lattice (L,N,U) induces a partial ordered set (L, C) by defi-
nition (3.1). The converse is also true. Each partially ordered set (L, C) in which
U{a,b} and N{a,b} exist for all a,b € L induces a lattice (L,N,U) where the
connectives ‘N’ and ‘U’ are defined by the identities

anb & ﬂ{a,b} and aUb ¥ U{a,b}

for a,b € L. Hence, whenever talking about lattices we will freely switch between
both views, the order-theoretic one, i.e. (L, C), and the algebraic one, i.e. (L, N, U),
depending on what seems to be more appropriate in the respective situation.

For the sake of completeness — and quite obvious in set-theory — we state the
following rule: For all x,y € L:

rCy <= Vz:zCzx: z2zCuy,

i.e. two elements of a lattice are related by ‘C’ iff their lower bounds are suitable
related, too. We refer to this property by indirect inequality.
A lattice (L, N, U) is called distributive if for all a, b, c € L the identities

anNBUc) = (anb)U(anec) and aU(bNe) = (aUb)N(aUc)

hold; to be precise one of them suffices as they are equivalent.

We call a lattice (L, C) bounded if it has a least element, typically denoted by
1 (“bottom”), and a greatest element, T (“top”). If (L, C) is bounded, and if for
all @ € L there exists an element b € L such that aNb =1 and aUb =T we call
the lattice complementary. In this case the above b is unique and hence called the
complement of a which we denote by —a.
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A distributive, bounded and complementary lattice is a Boolean lattice. A
widely used rule in Boolean lattices is the following: For all a,b,c € L:

aNbCc <= bC-aUc . (3.2)

We will refer to (3.2) by shunting.

Finally, a lattice (L, C) is called complete if | J A and () A exist for all subsets A
of L, even for infinite subsets and the empty set. Complete lattices are bounded by
the smallest element | = | J# = () L and by the greatest element T = (0 = L.

The standard example for a complete Boolean lattice is the powerset-lattice
24 of an arbitrary set A. Meet and join are given by set-theoretic intersection
and set-theoretic union respectively, just like the symbols ‘1" and ‘U’ suggest.
The order on 24 is given by set-inclusion, and the complement —B of an element
B €24, i.e. a subset of A, is the set-theoretic relative complement, A\ B.

3.2 Functions between Lattices

For the remainder of this chapter we assume given some arbitrary sets A, B,C'
and two lattices (L, C) and (L', C').

Functions. The set of functions from A to B will be denoted by (A — B). The
mapping in (A — A) that maps each a € A to itself is called the identity on A,
Id 4 for short. The composition of two functions f € (B — C) and g € (A — B)
is a function from A to C and denoted by f ; g¢. It is, for a« € A, defined by
(f 5 9)(a) = f(g(a)). The reader might prefer — and expect — to read f o g instead
of f; ¢g but in the framework of predicate transformers at which we finally aim
the chosen notation turns out to be advantageous what readability and intuition
concerns and, furthermore, has become a standard. In this sense we kindly request
the reader for willingness to comprehend and to be flexible. As composition is
obviously associative the triple ((A — A),;, Id4) forms a so-called monoid.

The lattice of functions. The order ‘C’ on L can be lifted to a binary relation ‘<’
on (A — L), the so-called point-wise extension of ‘C’, by defining

F<g % Yae A fla)Cgla)

for f,g € (A — L). It is a short exercise to show that ‘<’ is an order and that
((A— L), <) is also a lattice. The meet ‘A’ and join ‘V’ operations on (A — L)
are lifted, too. For f,g € (A — L) and a € A they are given by
def def
(fAg)a) = fla)ngla) and (fVyg)(a) = fla)Ugla) .
If (L,C) is distributive, bounded, Boolean or complete, then so is the lattice
(A= L), <).

Functions from lattices to lattices. In particular, the set (L — L') of functions
from the (complete) lattice (L, C) to the (complete) lattice (L', C') together with
the pointwise extension of ‘C"” is a (complete) lattice. A function f € (L — L') is
said to be
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— monotonic if it preserves the order, i.e. if
Va,be L: aCb: f(a) < f(b) ,
and, if the lattices just mentioned are indeed complete, f is called

— (positively) conjunctive if it distributes over non-empty meets, i.e. if

(X)) = /@) |z e X}y

for every non-empty subset X of L,
— (positively) disjunctive if it distributes over non-empty joins, i.e. if

FUx) = Jr@ |z exy

for every non-empty subset X of L,
— universally conjunctive if it distributes over arbitrary meets, i.e. if

(X)) = /@) |z e Xy

for all subsets X of L,
— universally disjunctive if it distributes over arbitrary joins, i.e. if

FUX) = Ur@) |z e xy

for all subsets X of L, and f is called
— universally junctive if f is both universally conjunctive and universally disjunc-
tive.

Note that conjunctive and disjunctive functions are monotonic. If, e.g., f is
disjunctive and x C y, i.e. x Uy =y, then

f@) & fl@) U fly) = flzuy) = fly) -

Another well-known notion is strictness, in particular f is called L-strict if
f(Lr) = Ly and T-strict if f(TL) = Tp. Using this notion one would say
that f is universally conjunctive (resp. disjunctive) iff f is positively conjunctive
(resp. disjunctive) and T-strict (resp. L-strict). The notion of continuity of f,
known from cpo-theory, is a weaker version of disjunctivity, i.e. f distributes over
arbitrary joins of chains. In lattice theory this corresponds to U-continuity and by
duality there is also a notion of N-continuity. However, both notions will not be
needed in the remainder. They are roughly cited for those readers familiar with
them in order to stress the differences.

Galois connections. For a motivation let us have a closer look at the shunting-rule
(3.2). With the notations (aN) € (L — L) and (—aU) € (L — L) mapping b € L
to a N'b and —a U b respectively, the shunting-rule can be re-written:

(an)(b) Cc¢ <= bC (—aU)(c)

for all ¢ € L. This kind of relation between two functions is generalized as follows.
Suppose the lattices (L, C) and (L', C') are complete and let two functions f €
(L — L') and g € (L' — L) be given. The pair (f, g) is called a Galois connection
if forallz € L and y € L
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fla) Sy = xCyly) . (3:3)

Function f is called a lower adjoint of g, and consequently ¢ is called an upper
adjoint of f. We refer to exploitations of equivalences in the shape of (3.3) also
by shunting.

Galois connections and adjoints play an enormously helpful role whenever rea-
soning about complete lattices and functions between them because of the power-
ful properties they enjoy. Let us just collect some of them, mainly those which are
of interest for our purposes. First of all we mention that lower and upper adjoints
are unique so it is reasonable to refer to the adjoint rather than to an adjoint. Fur-
thermore, the lower adjoint of a Galois connection is universally disjunctive and
the upper adjoint is universally conjunctive, hence they are also monotonic. In par-
ticular, this allows to prove certain distribution properties by finding the adjoint.
The converse holds, too: For each universally disjunctive function f € (L — L')
there exists a unique function f¥ € (L' — L) such that (f, f*) forms a Galois
connection. Analogously, for each universally conjunctive function g € (L' — L)
there exists a unique function ¢® € (L — L') such that (¢’, ¢) is also a Galois
connection. Useful is also the fact that

fi9g<'Idy and Id,<g;f (3.4)

hold for a Galois connection (f, ¢). The opposite is also true. Each pair of functions
(f,g) satistying (3.4) forms a Galois connection, i.e. (3.4) could also serve as a
definition.

There is a variety of other useful facts, and we advise the reader to have a
look at, e.g., [61] or [81] which present plenty of nice applications, each in its own
framework aiming for very different purposes. As we will not make that heavy
and tricky use of Galois connections we prefer to mention further applications
whenever they are needed.

3.3 Fixpoints in Complete Lattices

The famous “Fixpoint Theorem” which is mostly attributed to Knaster and Tarski
[79] and which is essentially Kleene’s “Recursion Theorem” [40] (see [44] for a more
far-reaching discussion concerning this) ensures that every monotonic function f
on a complete lattice (L, C) has a least fixpoint, pf, and a greatest fixpoint, v f.
Furthermore, the set of fixpoints of f, i.e. Fix; = {& € L | f(x) = x} together
with the restricted order ‘C |pix f’ forms a complete lattice. In this sense the notion
of a least and greatest fixpoint comes in two flavors: w.r.t. the complete lattice
(L, C) and w.r.t. the complete lattice (Fixy, C [riy, ).

Proving (the foremost mentioned version of) this theorem reduces to show-
ing that the least fixpoint uf equals the greatest lower bound of the so called
contracted elements of f, i.e. that

pf = (Heel|f(z)Ca},

resp. that the greatest fixpoint v f equals the least upper bound of the so called
expanded elements of f, i.e. that
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vf = U{xEL|x§f(a;)} .

A simple consequence of this characterization is Park’s lemma which reads
wfCu <= f(x) Co resp. wCwf e=uC f(z), (3.5)

and to which we mostly refer by induction rule. (To be precise, this consequence
is simple in the field of complete lattices and it is not for cpos, [68]). A simple
application of this induction rule proves that the p- resp. v-operator itself is
monotonic: For monotonic f,g € (L — L),

pfCpg <= f<g and vfCrvg < f<yg .

A further but more complicated means for proving properties concerning fixpoints
of continuous functions is the fixpoint induction principle or fizpoint induction
for short which has its roots in cpo-theory ([48], for instance, refers to [15] and
[75]). As a complete lattice is both a cpo and a co-cpo, i.e. the cpo equipped
with the reversed order, and because monotonicity turns out to be sufficient we
present two stronger variations thereof, each concerned with one extreme fixpoint.
(A stronger version of the least fixpoint version for cpos is an exercise in [48] and
a solution can be found in, e.g., [6], the greatest fixpoint version holds by duality.)
So assume f € (L — L) to be monotonic, and let a subset P of L be given. Then
puf € P (resp. vf € P) provided that

1.¥C: Cisachainin P: |JC € P

(resp. VC' : C'is a chain in P: [C € P), (P is admissible)
2. L € P (resp. T € P), and (Base case)
3.YVreP: 2 C f(x): f(z)eP

(resp. Ve € P: f(z) Cz: f(x) € P). (Induction step)

Sometimes it is even of interest how fixpoint properties transfer if applied to a
function. Consider, for instance, f € (L — L) and g € (L' — L') to be monotonic.
A function h € (L — L') maps a fixpoint of f in L to a fixpoint of g in L' if the
composition of h and f resp. of ¢ and A commutes in some sense — of course
the images of the involved functions have to be reasonably related — and if A
additionally enjoys some particular distribution properties. To be precise one has

h(pf) = ng <= h;f =g;h (3.6)
if h is universally disjunctive and analogously
hvf) = vg < h;f = g;h (3.7)

if h is universally conjunctive. This nice rule is known under the names transfer
lemma (e.g. in [3]) and p- resp. v-fusion (e.g. in [49]) and, e.g., [81] shows a lot
of nice applications.






4. Relative Correctness

As mentioned at the end of Chap. 2 we propose more fine-grained notions of
program correctness, formulated by means of predicate transformers. This chap-
ter is dedicated to the basic definitions of what we call relative correctness and
relativized predicate transformers.t As the names suggest there is a direct correla-
tion between both notions and, most important, they also allow to reason about
correct implementations in the sense of Def. 2.3.1 in more abstract, handy and
manageable ways; just as promised in Chap. 2. But before doing so we have to
introduce yet some more vocabulary and also have a more careful look at the
classical treatment of program correctness and notions of translation correctness
to which they give rise, because our proposal is modeled on this.

4.1 Predicates and Predicate Transformers

In Hoare-style program verification one is interested in proving programs partially
or totally — notions that will be introduced soon — correct w.r.t. a pre- and a
postcondition where the semantics of the latter is expressed on base of the set of
regular states. Our first step is, thus, to define the concrete scenario we are going
to work in as our approach can be motivated by the classical notions at best.

Just like introduced in Sect. 2.1 the set of regular states is denoted by X. It
turns out to be convenient for our purposes to identify predicates with the set of
states for which they are valid. We therefore define the set of predicates by

Pred & 9% ,

and typically range over Pred by ¢ and 1.2 From Chap. 3 we know that the set
Pred, as it is a powerset, together with the connectives ‘0’ (set-theoretic inter-
section) and ‘U’ (set-theoretic union) forms a complete Boolean lattice which is
ordered by ‘C’ (set-theoretic inclusion). As also mentioned there we denote the
complement of predicate ¢ by —¢ which equals the set-theoretic relative comple-
ment X \ ¢ of ¢.> The strongest predicate (i.e. the smallest predicate because
it is contained in all other predicates) is (), and the weakest predicate (i.e. the
greatest predicate because it contains all other predicates) is X. To support the

! Again, the essence of this chapter, the roots of our proposal, are presented without proofs in [62].

2 Readers who are not familiar with this presentation of predicates may freely switch between the
following two concepts. If a predicate ¢ is understood as a mapping from the set of states to the
truth values then s € ¢ <= ¢(s) = tt, where tt denotes the Boolean truth value “true”.

3 For readability reasons, and if it seems appropriate, we omit braces when considering singletons,
so-called point-predicates, {s}. In particular we write X'\ s (or even —s) instead of X'\ {s}.
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intuition we denote the former also by false and the latter also by true. We also
say that predicate ¢ “implies” predicate ¢ if ¢ C ; this reflects the view that
propositional logic is a model of a Boolean lattice.
As the name suggests, a predicate transformer maps predicates to predicates.
We restrict the set (Pred — Pred) to the monotonic ones because this makes
()

sequential composition of predicate transformers, ‘;’, monotonic, too. Hence, we
define
morn.

PTrans & (Pred — Pred) .

The set of monotonic predicate transformers PTrans together with the pointwise
lifted connectives ‘A’ and ‘V’ forms also a complete lattice (but observe that it
is not a Boolean one because the complement —f of f € PTrans, defined by
—~f.¢p = =(f.¢), is not monotonic)* which is ordered by the pointwise lifted order
‘<’. The greatest element of the lattice (PTrans,<) is denoted by T, and the
smallest element by L; they are defined, for all ¢ € Pred, by T.¢ = true and
1.¢p = false respectively. As mentioned before, we define the identity Id on
PTrans by Id.¢p = ¢ for all ¢ € Pred such that the triple (PTrans,;, Id) forms a
monoid.

Let us mention a special case that will come across later. Suppose given a
function f € PTrans. Then the function (; f) gets a function g € PTrans as an
argument and maps it to the composition of ¢ and f, i.e. (; f)(g) = g ; f. Thus,
(; f) € (PTrans — PTrans) and it turns out that, roughly speaking, “(; f) has
all distribution properties” [61], in particular

(; f) is universally junctive . (4.1)

4.2 The Classical Setup

The classic literature on Hoare-style program verification and the refinement cal-
culus identifies, for the sake of simplicity (and notational beauty), divergence and
failure outcomes or even fully ignores failures. In our setting this amounts to as-
suming that (2 contains just one symbol, say ‘}’,> which represents any kind of
irregular outcomes, as there are divergence and finite errors. In this case, the re-
lational semantics R(7) is a subset of X' x (X' U {f}). For the purpose of the later
discussion it is, however, more convenient to stay with the distinction between dif-
ferent irregular outcomes in the relational semantics so suppose given an arbitrary
set (2 of irregular outcomes. The definitions of total and partial correctness below
treat all irregular outcomes as if they were identified and can thus be equivalently
read in both models (unless otherwise mentioned).

4 Yet some more words on notation: It is convenient and customary in connection with predicate
transformers to denote function application by an infix dot, i.e. writing f.z instead of the more
common f(z). Moreover, we adopt the usual convention that function application associates to the
left, i.e. f.z.y means (f.z).y.

5 The symbol ‘L’ is reserved.
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All oncoming results of the next section are presented without proof because
firstly they are more or less obvious and secondly they will soon become simple
corollaries of more general results presented in Sect. 4.3 and Chap. 5.

4.2.1 Partial and total correctness

Let us directly come to a first definition which readers familiar with program
verification will hopefully accept right away.

Definition 4.2.1 (Partial Correctness). Program 7 is called partially correct
w.r.t. a precondition ¢ € Pred and postcondition ¢ € Pred, denoted by {¢}r{1}
for short, if

Vs,o0: s€pA(s,0) € R(m): oc€pU .

Intuitively, program 7 is partially correct w.r.t. ¢ and 1 if each reqularly ter-
minating computation starting in an initial state satisfying ¢ results in a state
satisfying ). Note how the restriction to regular results is expressed by allowing
all outcomes in 2.

This is one extreme point of view because we pay attention to regular results
only, all irregular outcomes are don’t-cares in this sense. The other extreme con-
cept is to demand that 7 delivers only regular results which leads to the following
definition.®

Definition 4.2.2 (Total Correctness). Program 7 is said to be totally correct
w.r.t. precondition ¢ € Pred and postcondition i) € Pred, denoted by [¢]r[¢)] for
short, if

Vs,o0: s€dpA(s,0) €R(m): o€ .

Again, the requirement that 7 delivers no irregular outcome is nicely expressed
by allowing only outcomes contained in the postcondition which is a set of regular
states (or in other words by not allowing outcomes contained in (2).

An elegant way of expressing partial and total correctness is by means of mono-
tonic predicate transformers, i.e. monotonic mappings on the space of predicates.
Dijkstra [17, 18] considers two predicate transformers, the weakest liberal precon-
dition transformer wlp is suited to partial correctness and the weakest precondi-
tion transformer wp to total correctness. (Note that wlp and wp itself are simply

5 This is the place to resume the remarks from Sect. 2.1. The very classical notion of total correctness
demands that 7 always delivers a regular result satisfying the postcondition whenever started in an
initial state satisfying the precondition. This parlance particularly implies that 7 delivers an outcome
at all if started in such an initial state. Note that, in our scenario, a relational semantics need not
to be total so we could require totality of the underlying relational semantics here in order to match
the classical notion. However, we refrain from doing so as this would be a far too strong restriction
without bringing any advantages apart from the notional accordance but involving a lot of notational
circumstances. The reader is kindly requested to accept the notion of “total correctness” as defined
here and we will be quite careful to indicate properties of the relational semantics if they are relevant.



32 4. Relative Correctness

transformers, they become predicate transformers if applied to a program. This
becomes clearer after the definitions below.)

Based on a relational semantics R(7) of a program 7 the predicate transformers
wlp.m and wp.7 can be defined as follows.

Definition 4.2.3 (wlp and wp). The weakest liberal precondition predicate trans-
former of program 7, wlp.m € PTrans, is given by

wlp.m.yp & {seX|Vo: (s,0) e R(m): o €U}
and the weakest precondition predicate transformer, wp.m € PTrans, is defined as

wp.rp & {se XY |Vo:(s,0) € R(m): o€} .

As the name suggests, wlp.7m.1) (resp. wp.7.1)) is the weakest predicate ¢ sat-
isfying the Hoare-triple {¢}m{¢} (resp. [¢|n[¢)]). Let us show that “weakest” is
indeed a proper attribute such that the below equivalences could also serve as a
definition of wp and wlip.

Lemma 4.2.1 (wlp.m and wp.7m are weakest transformers).

¢ Cwlp.rp = {¢}r{v} ,and
¢ C wp.m.1p — [p]m[]

The transformers wlp.m and wp.7 provide abstractions of R(r) suited to partial
and total correctness respectively. Both carry less information than R(w) itself.
This can be seen from the following examples in which we again use ‘|’ to denote
(demonic) nondeterministic choice (see p. 12).

def : :
r £ x:=e|while true do skip od

! def
T = uz:=e
Here, wlp.m equals wlp.7" because the two programs yield the same result if they
terminate regularly. On the other hand, for

r ¥ 2:=12] while true do skip od

¥ 2= 42| while true do skip od

wp.7 equals wp.m’ because both programs may diverge. Obviously, in both exam-
ples R(w) and R(n') differ.

It is interesting to note that in the traditional model where |2| = 1, the
relational semantics R(7) can be reconstructed from wp.m together with wlp.r.

Lemma 4.2.2 (Reconstructing R(7) from wlp and wp). For 2 = {{}:
R(r) = {(s,5) | s ¢ wip.m.=s'} U{(s,1) | s & wp.m-true} .
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This is no longer true if |2| > 1, as, intuitively speaking, the information about
the different causes of failures is not recorded in the predicate transformers because
they either ignore or identify all kinds of erroneous outcomes. The proposal below,
however, allows a reconstruction of the relational semantics even in the more
realistic world by a greater selectivity, i.e. by a more subtle differentiation between
specific outcomes (cf. Lemma 4.3.2).

4.2.2 Implementation correctness

There are three natural ways to approach translation correctness. Firstly, one can
focus on properties that transfer from source to target programs. This point of
view is particularly adequate if one is interested in program verification mainly.”
Secondly, one might focus on the outcomes produced by the source and target
program. This is the adequate way if one has a particular interest in actually in-
terpreting results of program execution. Finally, one might look for a formulation
in terms of refinement. The latter is of particular importance when proving cor-
rectness of translations and it is the most manageable view. Fortunately, there are
natural notions of implementation correctness that accommodate all three points
of view as we will see in a moment.

The idea of the first, the property-oriented point of view is to consider a pro-
gram 7' a correct implementation of a program 7 if validity of all properties from
a certain class of interest, e.g. the pre- and postcondition, transfers from 7 to 7.
Two natural notions of this kind are preservation of partial and preservation of
total correctness.

Definition 4.2.4 (Preservation of partial and total correctness).
1. Program 7’ implements program m w.r.t. preservation of partial correctness

(PPC) if
Vo, {tm{v}: {o}r'{y} .

2. Program 7’ implements program m w.r.t. preservation of total correctness
(PTC) if

Vo, [gln[y]: [ln'[v] .

Note that, while total correctness implies partial correctness, the corresponding
preservation properties are unrelated. Neither does PPC imply PTC nor vice versa
because the respective premises are too weak.

If one concentrates on outcomes one wants to know which outcomes of the
source program can result in which outcomes of the target program. This point
of view was taken in Chap. 2 and we resort in the theorem below to the notion
of a correct implementation introduced in Def. 2.3.1. The theorem shows that we
can interpret PPC and PTC also in terms of outcomes in a natural way.

T Concentrating on and dealing with preservation of properties was the medium the ProCoS project
[12, 13] aimed at. Its follow-up, the Verifiz project [23], acts similarly to prove realistic compilers

correct. Though this view on translation correctness is widely common the notions of preservation of
partial correctness and preservation of total correctness can be attributed to those research groups.
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Theorem 4.2.1 (Outcome interpretation of PPC and PTC).

1. Program 7" implements program = w.r.t. PPC iff 7’ implements 7 w.r.t. pre-
served outcomes X, accepted outcomes 2, and chaotic outcomes ().

2. Program 7’ implements program 7 w.r.t. PTC iff 7’ implements 7 w.r.t. pre-
served outcomes Y, accepted outcomes (), and chaotic outcomes 2.

O

Y =PO
Fig. 4.1. Preservation of partial correctness, relational view.

Y =PO

Fig. 4.2. Preservation of total correctness, relational view.

To illustrate the outcome interpretation one can draw some pictures like the
ones in Figs. 4.1 and 4.2. There, the white boxes belong to the relational semantics
of the source program 7, the black boxes to the relational semantics of the target
program 7', and the grey boxes represent pairs both semantics have in common.
Let us discuss the easier case, preservation of partial correctness, first. Verbalizing
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Def. 2.3.1, each outcome produced by the target program is either an outcome
that is also possible for the source program or is just any irregular outcome.
This expresses in choosing AO = 2 and CO = () and is visualized in Fig. 4.1. The
second case, preservation of total correctness, is less intuitive. Here, Theorem 4.2.1
tells us to choose AO = () and CO = (2. Then the situation sketched in Fig. 4.2
shows a correct implementation w.r.t. this choice because each computation of the
target program that starts in an initial state, say s, delivers either an outcome
which is also possible for the source program or just any (regular or irregular)
outcome if s is an initial state for which the source program behaves chaotically.
Notice that the target program delivers regular results for some initial states
where the source program yields erroneous outcomes, as all erroneous outcomes
are treated as chaotically this does not harm. In both cases, PPC and PTC,
we observe a relational inclusion on the level of regular states, for the irregular
states on the other side there is no restriction. In this sense, PPC and PTC are
transitive notions because relational inclusion is transitive. Note furthermore that,
for simplicity and readability, the pictures sketched here represent total programs
which produce either regular or irregular outcomes but they straightforwardly
transfer to the general case.

The goal of the refinement-oriented view is to devise a semantic model of
programs that accommodates reasoning about implementation relationships. More
specifically, one is looking for an interpretation of programs in a semantic space
that is equipped with an order: 7’ should implement 7 iff its interpretation in the
model is related to the interpretation of 7 by the order.

For PPC and PTC adequate interpretations are well-known: They are given by
wlp and wp.

Theorem 4.2.2 (Refinement characterization of PPC and PTC).
1. Program 7" implements program 7 w.r.t. PPC iff wlp.7w < wlp.7’.
2. Program 7’ implements program 7 w.r.t. PTC iff wp.7w < wp.7'.

O

In the traditional setup, where |£2| = 1, the idealized notion of implementation
correctness, i.e. R(n') C R(rw), can be regained from wlp and wp. In this case,

R(7")y C R(w) iff wlp.mr < wlp.7’ and wp.m < wp.7’ . (4.2)

Again, this is no longer true if |£2| > 1 but our approach below presents a remedy,
cf. Corollary 4.3.2.

It follows from (4.2) that for the examples discussed in Chap. 2 refinement w.r.t.
either PPC or PTC does not hold as they did not satisfy R(n') C R(w). Thus,
many practical compilers are either incorrect in the sense of PPC or PTC. A little
further reflection unveils that the situation is as bad as it could be: Reported lim-
itations of the execution mechanism prohibit PTC, optimizations prohibit PPC.
Consequently, most practical compilers preserve neither partial nor total correct-
ness!

However, not the compilers are to be blamed for this sad state of affairs but the
restricted selectivity of the notions of partial and total correctness, particularly
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their indiscriminate identification of any kind of run-time errors and divergence.
We, therefore and finally, establish a finer framework in the next section.

4.3 The Relativized Setup

For evaluating partial correctness assertions all irregular outcomes of programs are
disregarded; in contrast in total correctness assertions all irregular outcomes are
taken as disproof. The correctness concept we are going to elaborate now is built
around the idea of parameterizing assertions w.r.t. the set of accepted outcomes,
i.e. the irregular outcomes that are not accepted are taken as disproof. Colloquially
speaking, we are not only interested in the border cases, i.e. accepting all or no
irregular outcomes, but we will vary between those two frontiers by accepting just
some of them.

4.3.1 Relative correctness

Suppose given a set A C (2 of outcomes to be accepted. After a closer look at

definitions 4.2.1 and 4.2.2 the following definition seems proximate, just replace
2 resp. () by A.

Definition 4.3.1 (Relative Correctness). A program 7 is called relatively cor-
rect w.r.t. a precondition ¢ € Pred, a postcondition ¢y € Pred, and a set A of
accepted outcomes, denoted by (¢)m (1)) 4 for short, if

Vs,o0: s€pA(s,0) ER(m): c€pUA .

Intuitively, a program T is relatively correct® if the following holds.

Whenever 7 is started in a state satisfying ¢ and delivers an outcome at
all we can be sure that either 7 terminates regularly in a state satisfying
1, irregularly with a failure in A, or, if co € A, diverges.

It is important to notice that relative correctness is not one single notion but a
family, each member of which is parameterized by one particular set A of accepted
outcomes.

We can also define a corresponding predicate transformer along the lines of wlp
and wp. It is called the weakest relative precondition transformer wrp 4.

Definition 4.3.2 (wrp). The weakest relative precondition predicate transformer

of program 7 w.r.t. a set A of outcomes to be accepted, wrp,.m € PTrans, is
defined by

8 Of course, “correctness” itself is a relative notion as it has a meaning only w.r.t. a specification, e.g.
by means of a pre- and a post-condition. However, we chose these words because relative correctness
is it even more: relatively w.r.t. some erroneous outcomes to be accepted.

9 If we would allow error outcomes in postconditions, we could have defined wrp 4.7 = wp.m.(¢p U A).
But this would destroy the homogeneity of pre- and postconditions and would, for instance, lead
to a more complicated definition of sequential composition of predicate transformers. In fact, some
expected rules would not hold at all.
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WIP 4.7.1) o {seX|Vo: (s,0) € R(r): c€pUA} .

Again, there is the following equivalence showing that wrp 4.7 indeed deserves
the name “weakest” relative precondition predicate transformer and by this means
it proves Lemma 4.2.1. We refrain from a proof of Lemma 4.3.1 here as it becomes
a corollary of Lemma 5.2.1 in Chap. 5.

Lemma 4.3.1 (wrp.7 ¢s the weakest transformer).

¢ Cwrpymp <= (P)m(Y)a

These relativized notions generalize the classical ones. It is rather obvious that
partial and total correctness are just the border cases of relative correctness for the
sets A = 2 and A = (). Consequently, wlp and wp are the two extreme instances
of wrp .

Corollary 4.3.1 (Extreme instances of A).
L {¢}r{v} <= (®)r(W)e and [¢r[¢] <= (H)m (W)
2. wlp.m = wrp,.m and wp.m = wrpy.m

O

To follow the lines from the last section we continue with the preservation
properties of relative correctness.

4.3.2 Implementation correctness

Each set A C (2 gives rise to a notion of translation correctness w.r.t. A. As in
the classic case it can be characterized in terms of preservation, refinement, and
outcomes. More precisely, we have the following theorem where we again refer to
the notion of a correct implementation as introduced in Def. 2.3.1.

Theorem 4.3.1 (Preservation of relative correctness). The following three
characterizations are equivalent.

1. (Preservation) Yo, v : (¢)m()a: ()7 (¢) 4.

2. (Refinement) wrp 4. < wrp 4.7".
3. (Outcomes) 7' is a correct implementation of 7 w.r.t. preserved outcomes X,
accepted outcomes A, and chaotic outcomes 2\ A.

Proof. We start with the equivalence of 2 and 3:

Wrp 4.m < wrp 4.7
= {Lifted order and definition of wrp,}
Vip,s: (Vo : (s,0) € R(m): o €pUA):
(Vo: (s,0) € R(t'): c€eypUA):
= {Nesting and renaming}
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Vip,s,0: (Vo': (s,0') e R(m): o' € pUA) A (s,0) € R(n') :
ceypUA
= {Trading the range and negation of V}
Vip,s,0: (s,0) € R(n") :
ceYPUAV (Fo': (s,0)eR(m): o' ¢pUA)

— {3 distributes over V, resolve negation}
Vip,s,0: (s,0) € R(n") :
cEYUA V

o’ (s,0') € R(m): o' € ) V
o' (s,0') € R(m): o' € 2\ A
= {For “=" choose ¢ = {s' € X' | (s,5") € R(m)},
in “<=" take o for the searched o'}
Vs,o: (s,0) € R(n") :
(s,0) € R(m) V
ceAV
Jo': (s,0') € R(m): o' € 2\ A
= {Relational inclusion}
R(7") C R(m) U
{(s,0) | (c€ A)v (o' € 2\ A:: (s,0') € R(n))} .

Of course, the equivalence of 1 and 2 deserves a proof, too, but we like to put off
the reader to Chap. 5. There, the underlying state spaces are, on contrary to this
chapter, not assumed to be equal which is a quite more realistic assumption. For
a motivation, however, the homogeneous case, as presented here, is appropriate.
Theorem 5.4.1 is concerned with a respective statement in the inhomogeneous
case and, thus, Theorem 4.3.1 is a simple consequence. The equivalence of 2 and
3 is also considered there but it does — at least visually — not easily transfer to
the present scenario so we decided to state the simpler proof here.

l

The intuitive interpretation of these conditions is as follows. There is no re-
striction for the behavior of the target program from initial states for which the
source program has a failure outcome in {2\ A because the source program is not
relatively correct and consequently the target program needs neither. On the other
hand we don’t care about the accepted outcomes in A, and every other outcome
of the target program must also be possible for the source program.

Note that Theorem 4.3.1 above particularly proves Theorems 4.2.1 and 4.2.2 of
the classical setup. Since all three statements above are equivalent, each of them
could serve as a definition of a notion like preservation of relative correctness
(PRC) w.r.t. A and we leave it to the reader which is the most preferable one. If
this notion is used in the remainder we refer to Theorem 4.3.1.

As done for the border cases, PPC and PTC, we illustrate the outcome inter-
pretation of preservation of relative correctness. Fig. 4.3 shows a correct imple-
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Y =PO

Fig. 4.3. Preservation of relative correctness, relational view.

mentation w.r.t. AO = A, CO = 2\ A and PO = ¥ because each computation
of the target program starting in an initial state, say s, delivers either an out-
come that is also possible for the source program (the grey boxes), an outcome
that is accepted (the upper black boxes) or just any outcome if s is an initial
state for which the source program behaves chaotically (the lower black box). It
is noteworthy that there is no relational inclusion, but anyhow preservation of
relative correctness is a transitive notion in the sense mentioned in the discussion
of Figs. 4.1 and 4.2; Chap. 5 deals with observations like these.

This looks all fine, but it is not as general as the aspired notion of a correct
implementation, Def. 2.3.1, where we assumed that the set of outcomes X U (2
is partitioned into preserved, accepted and chaotic outcomes PO, AO and CO.
From the definition of wrp it is clear that each element of the set A that we
carry in the index of wrp is just accepted, not preserved; and the outcomes in
2\ A are treated chaotically. What about those failure outcomes we really want
to preserve? A compiler user, for instance, might require that an observed outcome
“DivByZero” indeed is caused by a division by zero on the source level. Roughly
speaking, we have to treat those outcomes twice, firstly as accepted, and secondly
as chaotic. If we can prove refinement for each of these choices we have, say, full
control over those outcomes and can prove that they are preserved. More formally,
we have the following result.

Theorem 4.3.2 (PRC vs. implementation correctness). If ¥ C PO then

7' implements 7 w.r.t. preserved outcomes P(Q, accepted outcomes AQ, and

chaotic outcomes CO iff
VA: AOCACAOU(PONN): wrpym < wrpy.m .
Proof. Assume X C PO, in particular this means AO, CO C (2. We start to
shuffle the formula on the right hand side,
VA: AOCACAOU(PONR): wrp,.m < wrp,.7

— {Theorem 4.3.1 above and relational inclusion}
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VA: AOCACAOU(PONL):
Vs,o: (s,0) € R(r') :
(s,0) e R(mr) V oe AV
(Fo': (s,0') € R(m): o' € 2\ A)
— {Interchange of quantification}
Vs,o: (s,0) € R(n') :
VA: AOCACAOU(PON):
(s,0) e R(mr) Vo€ AV
(Fo': (s,0')€R(m): o' € 2\ A) ,
and it is this formula we are going to show to be equivalent to
Vs,o: (s,0) € R(n') :
(s,0) € R(r) V o€ AO VvV (3o': (s,0') € R(7): o' € CO) ,
which itself is equivalent to the claim on the left hand side. The proof relies on

a similar “trick”, an appropriate instantiation, as in the previous proof; because
this time it is even more “tricky” we perform a point-wise proof.

“<=" Let the right hand side, i.e. the foremost formula, hold and take some
arbitrary s and o such that (s,0) € R(7'), (s,0) ¢ R(7) and 0 ¢ AO. It remains
to show that
o’ : (s,0') € R(m): o' € CO
so let us assume the opposite, i.e. assume
(x)  Vo': (s,0')e R(m): o' € POUAO .
It follows from the premise by taking A = AO that (s,0) € R(w), 0 € AO or
Jdog: (s,00) € R(m): 09 € (2NPO)U(2NCO) ,
By the choice of s and o and the assumption (x) it follows from the “best of both
worlds” law that
doo: (s,00) € R(w): 09 € 2N PO .

We collect all those og in

S Y {0y | (s,00) € R(T) Aoy € 21 PO}

and have a closer look at Ag © A0us. Obviously Ag satisfies the premise

AO C Ag and As C AO U (PO N {2), hence we conclude that
(s,0) € R(m) V o € Ag V (Fo': (s,0') € R(m): o € 2\ As) .

Well, we know that (s,0) ¢ R(7), and if 0 € Ag then 0 € AO or (s,0) € R(7) in
contradiction to the choice of 0. Therefore we conclude the existence of ¢’ with
(s,0") € R(m) and o' € 2\ As. But this means that (s,0') € R(w), o' € (2,
o' ¢ AO and o' ¢ 2N PO. Thus, o' € 2NA0NN2 N PO = CO because CO C 2,
and this contradicts our assumption (x).
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“=—" is a little simpler. We assume the left hand side, i.e. the latter formula above,
to hold and choose s,0 and an A with AO C A C AO U (PO N {2) arbitrarily
such that (s,0) € R(n'), (s,0) ¢ R(n) and o0 ¢ A. We are left with showing the
existence of a oy with (s,00) € R(m) and oy € 2\ A. We have a look at our
premise and observe firstly that (s,0) ¢ R(7) and secondly that o ¢ AO because
otherwise o € A follows in contradicting the choice of . Thus,

o' : (s,0') € R(m): o' € CO
holds. Now, by the choice of A,
ACAOU(PONQN) = ACAOUPO <= COCA

and because CO C 2 we conclude that CO C 2N A = 2 \ A. Choosing this o’
for the searched oy completes the proof.
O

As seen in the proof, the premise X C PO is essential. We have thus not
completely solved our exercise to express the most general case of Def. 2.3.1 by
means of predicate transformers but we think the requirement to preserve all
regular outcomes is barely limiting but rather natural.

As a corollary to Theorem 4.3.2, the relational inclusion R(7') C R(7) can also
be established with wrp-based reasoning. To see this, just choose PO = X U (2
and AO = CO = ) and observe that the notion of correctness of implementations
degenerates to the relational inclusion R(7") C R(w) with this choice. In particular
this proves (4.2).

Corollary 4.3.2 (Regain relational inclusion from wrp).

R(m") CR(r) < VACQ: wrp,m < wrp,.m

Relativized refinement enables us, thus, to be as fine-grained w.r.t. outcomes
as on the relational level, if desired. In particular we can completely regain the
relational semantics — which was the base of the definition — from the predicate
transformer level. Note that, finally, this proves also Lemma 4.2.2 of the classical
setup, Sect. 4.2.

Lemma 4.3.2 (Reconstructing R(7) from wrp).
R(m) = {(5,5") | s ¢ wrpp.m.=s'} U {(s,w) | 5 & wrpg, g,)-7-true}
Proof. We distinguish two cases: for regular outcomes s’
s ¢ wrpg.m.—s'

= {Definition of wrp and negation}

do: (s,0) € R(m): o¢ (X\s)UR

{Complementation w.r.t. X' U 2}

Jo: (s,0) €ER(n): o€ (Z\s)URN
{(Z\s)U N = {s'} because s’ € X}

!

!
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Jdo: (s,0) e R(m): o=¢
= {One point rule}
(s,5") € R(m) ,

and for irregular outcomes w, the proof of which is omitted due to analogy.
l

In summary, although the notion of a correct implementation from Def. 2.3.1 is
not accommodated by refinement reasoning w.r.t. a single fixed set A, it can still be
established by refinement arguments that are appropriately parameterized in some
As. Verbalized differently, to prove that a translation preserves a particular relative
correctness property, given by means of a particular set A, it suffices to show one
single refinement. But proving refinement for a family of wrp 4-transformers, i.e. for
some As, may also be of interest, namely to prove that a translation is correct in
the sense of Def. 2.3.1; note that this is not a relative correctness property because
also erroneous outcomes are preserved in this case but the relative correctness
notion only accepts such or keeps them for chaotic.

This, among others, is a main achievement because Theorem 4.3.2 serves the
second part of our proposal sketched at the end of Chap. 2: Besides our family
of predicate transformers being quite comprehensible and manageable — due to
the rich framework of complete lattices they work in — they also allow to prove
implementations to be correct in the sense of Def. 2.3.1. We thus hope the reader
accepts and appreciates our concept of parameterizing assertions w.r.t. accepted
outcomes because this is the basic step in keeping things practicable.



5. Inhomogeneity and Compositionality

The major motivation for the introduction of the wrp-family was to be more real-
istic than ordinary (there is more than just regularity and divergence in practice)
while trying to preserve the benefits of the idealized setting (separating outcomes
into ones to be accepted and others to be rejected allows similar calculations in
the same framework).

However, reality is even more vicious. Of course, when reasoning about trans-
lation correctness it is still unrealistic to assume source and target programs to
operate on a common state space. This assumption is quite reasonable for vali-
dating code optimizations (typically, the code is just re-arranged after or before
the actual translation) but translating programs of a source- to programs of a
target-language characteristically includes a change of the state space. A numeri-
cal (source-) program, for instance, might use the natural numbers as data whereas
its executable typically uses bit-representations thereof (some computer algebra
systems are an exception). Bad as it could be, even the state space represent-
ing the input and the state space representing the output of one and the same
program may differ. An obvious example is the compiler itself which translates
source to target programs such that input and output data are of different type;
e.g. the former is a text file whereas the latter is an executable binary. We will
see in a moment how to handle this kind of inhomogeneity in the predicate trans-
former setting, in particular how wrp-based reasoning gets along with changes of
the involved state spaces.

Furthermore, we like to outline the following scenarios which are characteristic
for the development of commercial compilers nowadays. Typically, a compiler is
not built monolithically but in smaller and thus more handy steps. As a direct
translation from source data, e.g. simple program text, to target data, e.g. bina-
ries, might be a far too giant step, several so-called intermediate languages are
introduced such that the actual translation is separated into hopefully more man-
ageable and easier tasks. The arising question is which correctness preservation
properties the composed compiler — the one translating source to target programs
— inherits from the components it consists of. In other words, how do correct-
ness preservation properties transfer if compilers are composed wertically? Now
consider two compilers, each of which preserves some kind of correctness. What
happens if the second is fed with the output of the first; worded differently, what
about the compiler that consists of this two given compilers composed horizontally
or, better known, sequentially? Besides this general questions one has to be rather
careful when composing compilers resp. when reasoning about correctness prop-
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erties of that compound. Typically, the modules are built separately from each
other and it might be the case that the state space of the target language of the,
say, ith translation does not exactly match the state space of the source language
of the (i + 1)th translation. Furthermore, each group working on a specific part
of the translation might have a slightly different understanding of program se-
mantics or how source and target language data is related. In cases like these one
has to respect certain common states covered by both languages and the involved
programs resp. data representations have to be sensibly related.

Besides a discussion from the wrp-transformer viewpoint these scenarios are
also surveyed from a relational perspective for the following reasons. Firstly it is
hard to convince practitioners to think in terms of predicate transformers because
they keep the predicate transformer setting for much too abstract and too ideal-
ized. It thus seems appropriate to translate the results to the relational setting
in order to stress the elegance of wrp-based reasoning once more. Secondly we
will also get to know one of the rare advantages of pointwise reasoning in terms
of relations. Though all presented results are valid in both worlds, the world of
predicate transformers and the world of relations, it turns out that seeking out
weak requirements for their validity is more natural and obvious in a pointwise
fashion. However, this is not very surprising as the sketched situations are indeed
very queer and inhomogeneous and because pointwise reasoning is obviously more
precise than abstract reasoning on the predicate level.

5.1 Data Representations and their Composition

Consider two state spaces, say Y, and Y, which — as their names suggest —
are meant to represent the data, the set of regular states, of some source and
target language respectively. Of course, the states of source and target language
are expected to be somehow related; e.g., for each state of Xg;, one has none, one
or even more than one state belonging to Yrp, each of which is kept for being
just a more concrete representation of the more abstract state on the source level.
(Again, consider a restricted n-bit representation for the natural numbers.) Thus,
we call a relation

psrr © g X Xy, (5.1)

a data representation relation'. In the field of predicate transformers one is en-
deavored to avoid a pointwise reasoning. Therefore, we are more interested in the
images of set under a data representation relation, in other words we are inter-
ested in induced predicate transformers because subsets of regular states were
introduced under the name “predicates”. The (Tight-) image F, ., of psy L is a
function of type 2¥st — 2¥TL and is, for ¢ € 25t defined by?

L A data representation relation plays the role of a coupling invariant (see, e.g., [61]) because it can be
kept for a predicate which couples both state spaces by describing which properties remain invariant
under the respective viewpoint.

% This function is just the image of ¢ under psr, 1, which is usually denoted by psr,TL(¢); it becomes
clear soon why an own function-name is preferable. We will, however, use the notation psr,t.(¢) as
a substitute for F,q; 1. (¢) whenever this seems appropriate.
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Frym(0) © {te S |3s€ Tsp = (5,8) € psuan As € B} (5.2)

Let us briefly have a closer look at this predicate transformer. For ¢ C Xy we
calculate

FPSL,TL(¢) g d)

= {Set inclusion}
Vie Y t€ Fpg o (9): tEY
= {Definition of Fjg, ., }
Vie Xy (3s € Yo it (s,t) € psLr ASEP): t €Y
= {3-Introduction}
Vit e X, s € Xgrt (s,t) €EpsLr ASE P t €Y
= {Unnesting}
Vs € Xg,: s€¢: (Vte X, (s,t) € psurL: t € )
> {Define Gy, ,, € (271 = 2%50) by Gy, () =
{s€ XL |Vt € Xy 1 (s,t) € psLL: t €Y}
Vs€Xs: s€d: s€ Gy (¥)
= {Set inclusion}

¢ g GPSL,TL (w)
and observe that F/

PSL,TL

upper adjoint, namely G

is universally disjunctive, cf. Sect. 3.2, because it has an
€ (2%t — 2%5t) defined by, for all ¢ C Sy,

PSL,TL
def
GpSL,TL(d)) = {8 € Xy, | Vt € Xy, e (S,t) € PSL,TL : t e 1[)} . (53)
It is this medium we will use for calculating with data representations in the world
of predicate transformers and the observation above legitimates

Definition 5.1.1 (Data representation Galois connection). For given data
representation relation psy i, € Xsi X Lpp, the pair (Flg, pp, Gpsppp) as defined
by (5.2) and (5.3) is called a data representation Galois connection.

O

It gets more complicated if a translation task is divided into several parts such
that there is more than just one single data representation relating source and
target states involved. For the moment let us assume given four state spaces, say,
2sL, 2w,, 2, and Xpp, where IL is a shorthand for intermediate language, and
consequently two data representation relations, say, pspi,, € Xsp X Xy, and
PiL, 1L © X, X Y. We choose two different intermediate state spaces because
the situation might emerge that the state space of the target language of a first
translation step does not completely coincide with the state space of the source
language of a second step. For a further discussion concerning this kind of inhomo-
geneity the reader is temporarily referred to Sect. 5.3. Each of the two relations,

however, induces a data representation Galois connection, (F; G ) and

PSL,IL; » ' PSL,IL;

% Note that Gpg; 1y, is not the left-image of psp,rL.
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(Foww, v Gpuy ne)- Formally, one can neither compose the relations nor the image

functions because, as yet, the co-domain of the first has nothing in common with
the domain of the second, though one would reasonably expect some commonness.

As a remedy we embed both intermediate state spaces Xy, and Yy, into their

. f .
union ZIL dé ZILl U EIL2 such that by convention PSLIL = PSL,IL, C ESL X ZIL

and pr, 1, = pr,, . © i, X Y. This embedding allows a sequential composi-
tion of relations in the classic way even if Yy, and Yy, are essentially different;
Sect. 5.3 justifies this step. The composition psy, 11, © o111 is @ subset of Ygr, x Yy,
and it is interesting to study how the composition of F,g  and F, . gets along
with this. For ¢ C Yy, and t € Xy, we calculate

t S FPSL,ILOPIL,TL (¢)
{Defintion (5.2)}

ds € Ygr, 2 (5,1) € pspaL 0 pi,rL A S € @
{Definition of relational composition}

ds € Y, i (37, € X, (S,i) € pPsL,IL N (i,t) S pIL,TL) Ns € ¢
{Unnesting}

ds € ESL,i € X (S,i) € PsLIL N (i,t) € PIL,TL NS € ¢
{Nesting in other ways}

di e Xy, = (i,t) € pmw,tL N\ (35 € Xy, (S,i) € pspL N\ s € ¢)
{Definition (5.2)}

di e Xy, = (Z, t) € PIL,TL Nt € FPSL,IL(¢)
{Definition (5.2) again}

S FPIL,TL (FPSL,IL(¢))
{Composition of predicate transformers}

t € (FPIL,TL ) FPSL,IL)(¢) .

Thus, the composition of the (embedded) data representation relations har-
monizes with the composition of the corresponding image functions well and the
above calculation proves

[N

Lemma 5.1.1 (Composing the lower adjoints).

F F = F

PIL,TL 7 © PSL,IL PSL,ILOPIL, TL

Since the functions F, and G, as specified by (5.2) and (5.3) form a Galois con-
nection for every relation p of appropriate type the right-image of the compound,

i.e. F has G as upper adjoint. Furthermore,

PSL,ILCPIL, TL? PSL,ILCPIL, TL

FPSL,ILOPIL,TL(¢) - 1/)
= {Lemma 5.1.1 above}
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FPIL,TL (FPSL,IL (¢)) g d)
= {Shunt twice}
¢ g GPSL,IL (GPIL,TL (w))
= {Composition of predicate transformers}

¢ g (GPSL,IL ) GPIL,TL)(w)

such that we get the below result for free because upper adjoints are unique.

Lemma 5.1.2 (Composing the upper adjoints).
G G =G

PSL,IL » ~ PIL,TL PSL,ILCPIL, TL

Note that the embedding of the data representation relations into the richer
space, i.e. the union of the intermediate state spaces, allows the upper and lower
adjoints to distribute over sequential composition of relations. Why this embed-
ding is a sort of natural will be explained in Sect. 5.3.

5.2 Preserving Relative Correctness

Two programs, say m; and 79, working on different state spaces induce two fam-
ilies of wrp-transformers and, ad hoc, one can neither relate the semantics of the
programs nor reason about correctness preservation properties of their vertical
or horizontal composition, because one is not even allowed to write something
like “wrp4.m < wrp4.7m3”. Data representation Galois connections, as introduced
before, are an adequate and convenient means to transfer predicates belonging to
the state spaces of m; to predicates belonging to the state spaces of 7y and vice
versa. Hence, we will formulate the notion of “preservation of relative correctness”
in this more complicated setting of inhomogeneous state spaces with the aid of
such.

R(7si,S0)
Ysi | Yso U 2
PSi, Ti PSo,To
Xy | Yo U 2
R(7ri,T0)

Fig. 5.1. Source and target program running on inhomogeneous state spaces.

For the actual discussion assume given two programs

R(msiso) € Ygi X (XsoU 2) and  R(mrimo) € X X (YU £2)
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where, e.g., Si and To stand for “source language input” and “target language
output” respectively. In order to be able to reason about the relationship between
both programs we furthermore assume given two data representation relations

psimi © Ysi X Uy and  pgo o € Yso X X

relating input and output states of the source and target language respectively,
see Fig. 5.1 where the filled arrowheads represent relational semantics in the sense
of (2.1) and the non-filled ones data representation relations in the sense of (5.1).
Those relations induce the two data representation Galois connections

(F GpSi,Ti ) and (FPSO,TO ) GPSO,TO )

PSi,Ti?

as described before. Execution of each of the programs transforms states belonging
to its own source language to states belonging to its own target language (or to
erroneous outcomes) such that the basic notion of relative correctness changes
slightly. Let us recall the definition for this inhomogeneous case. For predicates
¢ C Y and predicates 1 C Xy, and a set A C 2 of erroneous outcomes to be
accepted, program 7g;g,, for instance, is said to be relatively correct w.r.t. ¢, 1
and A, still denoted by (¢)7si so(10) 4 for short, iff

Vs € Xgi,0 € XgoU2: s€ PN (s,0) € R(msiso) : 0 €EYPUA .

Consequently, the definition of the wrp-transformers changes also. In this case,
WIp 4. Tsiso 18 Of type 2¥0 — 2%5i and is, for predicates ¢ C Y, defined by

def
erA-WSi,So-w =

{se€ X |VoeXso,UR: (5,0) € R(msiso) : 0 €PUA} .

Of course, wrp ,.7s; s0-¢0 is still the weakest predicate ¢ such that (@)msiso(¥)a
holds. This observation is specified below and in particular it proves Lemma 4.3.1.

Lemma 5.2.1 (wrp.7 ¢s the weakest transformer, general case).

¢ CWIp,.Tsigo-t) <= (O)Tsiso(V)a

Proof.
(D) Tsiso(V) A
= {Definition of relative correctness}
Vs € Xgi,0 € XgoUR: s€dAN(s,0) € R(msiso) : o €pUA
= {Unnesting}

Vselg: s€¢:
(Vo€ Yo U2 (s,0) € R(Tsiso) : 0 €Y UA)

= {Definition of wrp 4}
Vs € Egi S Qb S erA-ﬂ—Si,So-w
= {Set inclusion}

¢ C Wrp 4.5 80-1
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Now, consider program w1, to be a translation of mg;g,. Preserving relative
correctness means that all relative correctness assertions made for 7g;g, transfer
to 7Ty To. Since these assertions are expressed in terms of predicates but, as yet,
the states of the source and target language may have nothing in common, a
direct formulation like in Theorem 4.3.1 does not work. One has to respect the
representations of the predicates in question instead. We say that the translation
of Tsigo tO TTi T, PrEserves relative correctness w.r.t. A, psiti and pso 1o or that
TriTo implements s so w.r.t. preservation of relative correctness (PRC) w.r.t. A,

psi,Ti and pso o iff
Vo C Xsi, ) C Xso 0 (D)Tsisol¥)a t (Fhgyns (0)) im0 (Fpgore (V)4 - (5.4)

This formulation accords with the old: Each relative correctness assertion made for
the source program by means of some predicates transfers to the target program by
means of representations of the same predicates. (In particular, if all involved state
spaces are equal, i.e. if each data representation relation is an identity, then the
right-images degenerate to identities, too, such that there is a direct conformity.)
As mentioned and discussed at length in Chap. 4, a refinement characterization of
this notion, analogously to the one presented in Theorem 4.3.1, is very desirable.
So let us look what we can extract from (5.4). Letting ¢ and ¢ range over 2*s
and 2%%° respectively, we calculate

Vo, 00 (D)Tsiso(¥)a s (Fpgpi ()70 (Fpg, 1o (1)) 4

{Alternative characterization, i.e. Lemma 5.2.1}

Vo, ¢ C erA'WSi,SO'w : FPSi,Ti(¢) C erA'ﬂ—TiaTO'(FpSO,To (1/)))
{(Fpsizi» Gosii) 1s @ Galois connection }

Vo, ¢ Cwrpymsise-t) i @ C Gpgpy (WP AT To- (Fpg, ro (1))
{Indirect inequality}

Vi/) B erA'TrSLSO'w C GPSi,Ti (erA'ﬂ-Ti;TO'(FpSO,TO (w)))
{Composition of predicate transformers}

qub - erA'WSi,SO'w - (GPSi,Ti 3 WID 4. 77T, To ; FpSO,TO)(,‘/))
{Lifted order on PTrans}

Wrp 4.7siso < Gogimy 5 WIPA-TTITo 5 Fpsom, -

[

Hence, the known refinement characterization remains valid, the state spaces in
question just have to be readjusted by means of data refinement Galois connections
in order to be allowed to use the ‘<’-sign at all. Since both (F); 1, G\ ;) and
(Fpsoros Gpso.ro) are Galois connections there are several equivalent versions of this
result which are collected in the theorem below. In particular it proves the first

half of Theorem 4.3.1 (for the second half see Theorem 5.4.1).

Theorem 5.2.1 (Preserving relative correctness, refinement view). The
translation of 7g; g, t0 71i 1, preserves relative correctness w.r.t. A, psi ri and pso 1o
iff one of the following equivalent conditions holds.
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WIPA.Tsiso < G py 5 WIP AT, To 5 Flpg, 1,
Foi oz 5 WIP 4. Trsi 80 < WIP 4. TTTi To 5 Flpgo mo
Flogimi s WP A-TSi80 3 Gpsymy < WIP 47T, To

WIPA-Tsi 80§ Gpsyro < Gpsiri 3 WIPA-TTi,To

o=

Proof. The equivalence of 1 and 2 is obvious — just shunt G, ., to the left — and so
is the equivalence of 3 and 4. We show the equivalence of 2 and 3 by the following
ping-pong argument:?
FPSi,Ti 3 WIP 4.7si,So < WIP 4-TTi,To ; FPSO,TO
- {Monotonicity }
FpSi Ti ; erA'TrSi So GPSO,TO S erA'TrTi:TO ) FpSo,To ) GPSO,TO
= { PSo,To ) pSo,To S Id’ see (34)}
FPSi,Ti 3 WIP 4.7si,S0 GpSO,TO < WIp4.7Ti,To
— {Monotonicity}
FPSi i 1 WIPA4-TsiSo 5 GPSO,TO 3 FpSO,TO < WIP 4. TTi,To FPSO,To

= {Ild <@ see (3.4)}

FPSi,Ti 3 WIP 4.7si,So < WIP 4-TTi,To ; FPSO,TO

PSo,To ) pSo To?

Finally, the calculation before shows that 1 holds iff the translation of mg;g, to
Tri o Preserves relative correctness w.r.t. A, psi i and pso ro.
(|

5.3 Vertical and Horizontal Composition

The situation gets more interesting and closer to reality if compilers are combined
vertically or horizontally (i.e. sequentially). In this section we show that a com-
posed compiler inherits the correctness preservation properties of its components
under certain and rather natural conditions.

5.3.1 Vertical composition

We first of all add two further programs to our setting, i.e. we assume given four
Programs, msiso, i,los 7r{i710 and i, the domains of which should be clear from
their indices (again, ‘Ii’ resp. ‘Io’ is a shorthand for the input resp. output state
space of an intermediate language). We furthermore assume that the input and
output domains of the programs are coupled by the data representation relations
Psifis PSolo, Pri,mi and pro o as shown in Fig. 5.2. Finally, imagine that we have
two compilers at hand. The first one (correctly) translates programs mg; g, of the

4 Just a remark: In [27] D. Gries complains about scarce hints in calculational proofs. In particular the
use of monotonicity should be stated more prominently in order to avoid confusion and to increase
understanding. To adopt his proposal we will be rather careful to cite all needed properties but we
will not hide simple and obvious steps behind a bulk of words. The second and the last step in the
calculation also depend on monotonicity but we think that this is such obvious that one would be in
search of monotonicity if it was mentioned.
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actual source language to programs 7y i, of a first intermediate language and a sec-
ond one (correctly) translates programs 7y; 1, of a second intermediate language to
programs 7ri 1o Of the actual target language. We like to compose both compilers
vertically in such ways that the compound (correctly) translates programs 7s; s, of
the actual source language to programs mrj 1, of the actual target language. To do
so, however, the second compiler must be fed with outputs generated by the first
and consequently the intermediate programs 71, and 7j; ;, must be reasonably
related in two respects. First of all there is the syntactical requirement that 7y 1, is
a program of a sublanguage of 7, ,’s language because otherwise the second com-
piler cannot cope with its input. Beside this, there are semantical requirements
because even if the first compiler generates syntactically fitting programs the sec-
ond compiler might have a different understanding of program semantics than the
first. A wicked situation like this might arise in reality if parts of a compiler are
developed independently by different groups, each of which has some further con-
straints concerning their language, some more knowledge concerning their second
(source resp. target) language and also concerning their actual translation. How-
ever, typically 1, should behave like 71, for certain inputs and the question
to be discussed here is which requirements suffice to let the vertically composed
compiler become correct.® As mentioned before the domains and codomains of
1o and 7y, need not to be the very same but it is clear that they must be
reasonably related in order to let the composition work in the syntactical sense.
Hence, without loss of generality, we keept them for equal because we can always
take the union of the respective intermediate state spaces anyhow.

R(7si,s0)
Ygg———P Y5, U2

Psi,li % %pSo,Io

Yip——— P YU
R(71i,10)

R(ﬂ_{i,lo)
Yi——— B YU

P1i, Ti % % Plo,To

Ypj———————— Y, U
R(71i,To0)

Fig. 5.2. The even more inhomogeneous scenario: Vertical composition of correct translations.

Let us start a naive proof which hopefully brings to light the searched require-
ments. Having a look at Theorem 5.2.1, e.g. version 2, the goal amounts to showing
that

F,

PSi,1i%P1i, Ti

; WIP 4.Tsi,80 < WIP4.TTi o ;5 £ (5.5)

PSo0,I0°Plo,To

® To summarize, we distinguish between mii,10 and 7y 1, to show that they do not need to be equal,
they only have to be sensibly related and the task is to find these requirements.
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saying that the translation of mg; g, to mrim, preserves relative correctness w.r.t.
A and the composition of the involved data representation relations. A point-wise
proof could be performed by unrolling the definitions. Though quite accurate this
proceeding would barely be clean and comprehensible (in the sense of readability);
furthermore the abstractions made so far would be rather useless. Instead, for the
left hand side we may calculate

FPSi,IiOPIi,Ti 3 WID 4.71Si,S0
= {Lemma 5.1.1}

F, FPSi,Ii 3 WIP 4-Tsi,S0

PLi, Ti )
< {10 implements 7g; g,, monotonicity}
FpIi,Ti 3 WIP 4.7 To 3 FpSO,IO )

and similarly for the right hand side

erA 'ﬂ-Ti:TO ) FpSo,Iooplo,To

= {Lemma 5.1.1}

WIDP 4-TTi,To ; FPIO,TO ) FpSO,IO

: ) .
> {mri 1o implements 7j; |, monotonicity }
. I .
FPIi,Ti ) erA'ﬂ—Ii,Io ) FpSO,IO

where the monotonicity of the composition operator is exploited twice. Hence, we
were done if we could establish

. . . . ! .
FpIi,Ti 3 WID 4T To FPSO,IO < FpIi,Ti ) erA'ﬂ-Ii,Io ) FPSO,IO : (5'6)

(Note that, in (5.6), the data representation relations pgi; and pio 1, have van-
ished.) Now, a pointwise proof could be started from here but we could also con-
tinue by exploiting monotonicity twice again: Inequality (5.6) obviously follows if
we had

WIP 4Tl < WIP 4T 1o - (5.7)

But this is a far too strong requirement though quite satisfactory from our ab-
stract view where we try to calculate as abstractly as possible. In particular,
inequality (5.7) requires 71, and ;1 to behave “equal” for every initial state.
All involved data representation relations have vanished now but it turns out that
one can restrict attention to a certain class of initial states. Anyway, this algebraic
calculation establishes

Lemma 5.3.1 (Vertical composition). If the translations of 7g; s, to 7y 1, and
of 7 1, t0 TTi T Preserve relative correctness w.r.t. A, psin and pso 1o resp. w.r.t.
A, primi and pro 1o then 7, implements 7gig, in the sense of preservation of
relative correctness w.r.t. A, psipi © pr i and pso 1o © Pro,To if

/
WIP4-Thilo < WIPA-T 1o -
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In order to find weaker requirements one could prove (5.6) directly by unrolling
the definitions. We start to expand the left hand side: For all t € X1 and 1 € 2%s0:

te FPIi,Ti (erA'ﬂ_IizIO'(FpSO,IO (77b))) :

— {Definition of F, ..}
ds € Ty (s,t) € prymi A5 € Wrp 4. 1o-(Flps, 1o (V)
— {Definition of wrp 4.7 10 }

ds € Xy (s,t) € primi A
Voe XU (s,0) € R(mmip) : 0 € FpSO,IO(w) UA .

Similarly, for the right hand side one obtains

t € Fpp g (WP 4T 1o (Flpso 0 (¥))) :
= {Analogous steps}
ds € Xy (s,t) € prmi
Vo€ Y, UR: (s,0) € R(myp,) : 0 € Fpg, (W) UA .
A sufficient condition asserting that the upper implies the lower is that
R(Wﬁ,lo”pﬁ}“(zﬂ) C R(mi0o) (5.8)
where for a relation R C A x B and S C A the restriction of R to S is defined by

Rls ¥ {(a,b)|a€SA(ab)€R} .

Let us have a closer look at (5.8). Each computation of 7y, starting in a state
s € Xy which has a representation ¢ € Xy must be a possible computation of 7 .
This restriction is natural in the following sense. If one considers the translation
of msi g0 tO im0, Which is the final goal, one is interested in states s € X and
s' € Y which are related by psin © pui, i.e. such that (s,s’) € psin o pri-
But this implies the existence of an intermediate state ¢ € Pfi,lTi(ETi) so we only
have to care about those. (This also implies the existence of an intermediate state
i € psini(Xsi) but we cannot conclude this from here because pg; ;; has vanished in
(5.6) due to the exploitation of monotonicity.)

What we have learned so far is that (5.8) implies (5.6) and hence (5.5). But we
could have started our considerations concerning vertical composition also with
version 1, 3 or 4 of Theorem 5.2.1 instead of 2. And indeed, after some very similar
calculations, we would have obtained other sufficient conditions. Analogously to
the first abstraction step (5.6) they read

. L. . / .

L. GPSi,Ii 3 WIP 4T lo 3 FpSO,IO S GPSi,Ii ) erA'TFIi,Io ) FPSO,107
. . . / .

3. Fyup s WIpA.TL0 5 G < F WIP 4T 1 G

PLi,Ti ) Plo,To?
. L. . / .
4. GPSi,Ii 3 WIP 4T Io G < GPSi,Ii s WIP 4T 16 5 G

Plo,To and

Plo,To Plo,To "

Each of the inequalities above implies preservation of relative correctness formu-
lated in its corresponding version of Theorem 5.2.1. Again, from here one could
start a pointwise proof yielding requirements in terms of the relational semantics
as done for 2 before. They are given in the following lemma where we keep the
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numbering from Theorem 5.2.1 to show where they arise from (thus the require-
ments appear twice). A proof is omitted because it gives no further insight and is
completely similar to the one just given.

Lemma 5.3.2 (Vertical composition, strong requirements). If the trans-
lations of 7g; g, t0 71 1o and of 7r{1710 to mri,To preserve relative correctness w.r.t. A,
psini and pso 1o resp. w.r.t. A, piri and pio 1o then 7y 1, implements mg; g, in the
sense of preservation of relative correctness w.r.t. A, psiii o pii i and pse 1o © Pro,To
if one of the following conditions holds.

L. R(ﬂ—{i,loﬂpsi,li(zsi) = R(Wli,IO)'
2. R(Wfi,10)|p;i}Ti(zTi) C R(miito)-
3. R(m; 1) e & R(m1i10)-
4. R(Wfi,10)|p51,11(23i) = R(WIiJO)-
|

13

Lemma 5.3.2 presents the “weakest” demands that naturally arise in a point-
wise proof after two proximate exploitations of monotonicity. We preferred the
proceeding presented here in order to stress and demonstrate that not only predi-
cate transformers provide abstractions of relational semantics, this is obvious, but
also the used framework in some sense. Pointwise reasoning without, say, typing
constraints leaves much more calculational freedom and in each typical algebraic
step potential useful information might get lost; Sect. 5.5 is concerned with ob-
servations like these.

However, as mentioned before, in the very end we are only interested in states
s € Yg and s’ € Yy which are related by psipi o priri. In particular s and s are
states which have resp. are representations in Xy;. Thus, it should be possible to
restrict attention to ps;pi(Xs;) ﬂp{i}Ti(ZTi). To be even more precise, not the entire
state space Xy is of interest but only the domain of R(7ri 1,); remember that we
did not demand the relational semantics to be total. Indeed, this is also provable
but, unfortunately and obviously, not in a purely algebraic fashion because the
use of monotonicity always lets some of the involved data representation relations
or relational semantics vanish.

Theorem 5.3.1 (Vertical composition, weak requirements). If the trans-
lations of 7g; g0 t0 71 1o and of 7r{1710 to mri,To preserve relative correctness w.r.t. A,
psini and pso 1o resp. w.r.t. A, piri and pio 1o then 7 1, implements mg; g, in the
sense of preservation of relative correctness w.r.t. A, psii o pii i and pse.io © Pro,To
if

R(7g10) N (Rin X (Rou U2\ A)) € R(migo) ,
where

Rin = psixni(Zsi) N o (R(7rimo) ™ (S U 2))

and

Rout - pI_o?To(ETO) :
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The Proof is omitted here because Sect. 5.4 is concerned with the relational treat-
ment and it seems appropriate to present the proof there.
l

We like to remark that each of the requirements 1 to 4 in Lemma 5.3.2 implies
the requirement made in Theorem 5.3.1. Thus, the slightly more abstract calcu-
lation lets us obtain requirements — in a more or less natural manner — which are
unfortunately stronger than sufficient.

5.3.2 Horizontal composition

The situation is essentially different now: Not implementations are to be combined
but programs. Generally speaking, the question studied in this section is the fol-
lowing (for the sake of comprehension we modify the picture and the naming of the
state spaces, see now Fig. 5.3). Suppose that ;v and 7 1, implement 7g; ¢ and
T 8o respectively. This time we take each regular result delivered by 7g; s resp.
7y, for an input to mg g, resp. m 1. The exercise is to find sufficient require-
ments assuring that the sequential composition of i v and 7/ 1, implements the
sequential composition of 7g; ¢ and 7y g,. Again it seems that the intermediate
state spaces must be equal but due to the known syntactical requirements that the
second compiler should cope with its inputs we assume that they are insofar rea-
sonalbly related that we can again take their union such that we can assume them
to be equal anyhow. A mismatch like this pops up in similar situations as men-
tioned before: Two compilers are built seperately from each other and each group
uses different data representation relations on slightly different states. Thus, the
searched requirements that let the seqentially composed compiler become correct
are made on the data representation relation level. Remember that, for vertical
composition, similar demands were made on the intermediate programs.

R(ms; s) R(ms s0)
Sy e Y UQ Sy e N, UR

PSi, Ti ps’, T’
P’s',T/ PSo,To

Ypi—— Y U2 Yp———P Y1, U
R("TTi,T’) R(WT',TO)

Fig. 5.3. Horizontal composition of correct translations.

In order to perform the task one has to introduce the sequential composition
i ® Ty g0 Of programs 7s; o and 7y g, resp. its semantics R(7mg; ¢ @ Tgr g0) first.®
Intuitively, each regular output generated by mg;i g serves as an input of 7y g, and
each irregular outcome of 7g; ¢ is of course the outcome of the compound because
the computation either terminates irregularly or does not terminate at all such
that the second program cannot even start; in this sense the composition is error

% The more common symbol ;’ is already assigned.
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strict. More formally, the meaning of the sequential composition, R(7s; g e7s 50) C
Yagi X (Xgo U £2), is defined as

R(mgig ® Ty s0) =
{(s,0)|s€ X5 No € Xgo U2 A
ds' € Xy = (s,5") € R(msis) A (8,0) € R(msr 80) }
U {(s,w)|seX5AweNA(s,w) € R(mgis)} -

As done for data representation relations let us first of all have a look how
wrp-transformers get along with sequential composition. For ¢ C Y, and s € Xg;
we calculate

5 € WIP,.Tisi s ® s 801
= {Definition of wrp,}
Vo e X, US2: (s,0) € R(msig @Tgrs0) 1 0 €YPUA

— {Definition of sequential composition
and splitting the range}
VoeXsoUR: o€ 2N (s,0) € R(msisr): 0 €pUA) A
(Vo € Yo, U £2:
' € Yy 1 (s,8') € R(msis) A (8',0) € R(mer s0)
oepUA)
= {3-introduction, unnesting and naming conventions}
(Vw e 2: (s,w) € R(msigr) : weA) A
(Vs' € g (s,¢") € R(msigr) -
Vo€ YsoUR: (s,0) € R(mrgrs0) : 0 €YU A)
= {Naming conventions, V distributes over A

and definition of wrp 4}
Voe Xy UR: (s,0) € R(Tsis) : 0 € WIp 4.7 5.9 U A
= {Definition of wrp, again}
S € Wrp 4. Tsi g (WIP 4. Tsr 80-1)
and observe that — as expected — the wrp 4-transformers distribute over sequential
composition of programs. Vocalized: The weakest relative precondition of a se-

quential composition ist the weakest relative precondition of the first component
which establishes the weakest relative precondition of the second.

Lemma 5.3.3 (Sequential Composition of programs).

WID 4.Tsi,s7 3 WEP 4. TS S0 = WIP4.TTSisr @ T So -

Let us now become more specific what horizontal composition concerns and
assume that 7 o resp. 7 1, implements 7g; ¢ resp. s s, in the sense of preser-
vation of relative correctness w.r.t. A and the respective data representation re-
lations. Being in search for sufficient requirements implying that mpi e mp 1
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implements 7g; g ® Ty g, W.r.t. A and the data representation relations pg; ri and
Pso, 1o We have a look at Theorem 5.2.1, e.g. version 2, and like to prove

Flogimi ;s WIP4.Trsisr @ Tg 50 < WIP 4.3, 17 ® T/ To 5 Fpg, oz, - (5.9)
Simultaneously we start our calculations from the left hand side,
FpSi,Ti 3 WID 4.Trsi,s7 @ TTs7 So
= {Lemma 5.3.3}
Flgi i 5 WIPA.Trsi,87 3 WIP 4.TS7 S0
< {7, implements 7g; 7, monotonicity }
erA'ﬂ-Ti,T’ ; FPS’,T’ ; erA'ﬂ-S’,SO )
and from the right hand side,
WIP 47Ty, ® T To § Flog,
> {Lemma 5.3.3}
WIDP 4-TTi, T 5 WIP4-TTT",To ; Fpso,TO
> {71 1o implements 7g o, monotonicity }
WIP 4.7, 17 Fp's,,T, 3 WID 4. s S0
yielding
WIP 4 Tri 1 5 gy 5 WIP TS S0 < WIP Tt 5 Bt 3 WP 4 Ty 50 (5.10)

as a sufficient condition. (Note that, again, some of the involved relations have
vanished due to the exploitation of monotonicity.) Following the lines from above
one could apply monotonicity twice yielding F,, ,, < prs , o @ yet a stronger

sufficient condition implying (5.10). Consequently this proves

Lemma 5.3.4 (Horizontal composition). If the two translations of 7g ¢ to
7y and of mgr g, to Ty 1, preserve relative correctness w.r.t. A, psi i and pg
resp. P’s',T' and ps, 1o, then 7y 1 ® T 1, implements 7g; g ® Ty 5, in the sense of
preservation of relative correctness w.r.t. A, psi i and pso 1o if

F

pPs! T/ S FP,S/,T/

But again this would be a very strong requirement because it again suffices to
respect certain states in Xy . Instead we start a pointwise proof of (5.10). Since it
is always the same old story we omit some intermediate steps:

s € erA-ﬂ-Ti,T"(FpS/,T/ (erA-ﬂ-S’,So-w))
= {Carefully expand the definitions}
Yo e XU (2. (S,O’) € R(TI’TLTI) :
e Xy ((t,o) € py o At € WP 4. T 80-1)
for the left hand side and
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S € erA-ﬂ-Ti,T’-(Fp (erA-ﬂ-S’,So-w))

IS’,T’
—s {2
VoeXpUR: (s,0) € R(mrir) :
te Xy ((t,0) € Py At € WPy T 50.0)

for the right hand side. Seeking for sufficient conditions such that the upper implies
the lower yields

psi’%T’|R(7rTi,T')(2Ti)ﬂET' C p’ST}F’ : (5.11)

The mentioned needs so far are barely astonishing because whenever, say t', is a
possible regular result of 7r; 1 which is a representation of, say s’ € X/, we expect
both, s" and ¢, to be possible inputs for 7y s, and 7 1, respectively which are also
related by pg /. Otherwise one can hardly guarantee anything because, roughly
speaking, the inputs of 7y g, and mp 1, have nothing in common from their point
of view though they have from the view of 7g; ¢ and 7. Requirement (5.11),
however, lets regular results obtained by 7gs g, resp. w1, started in s’ resp. t' be
related also by pso 1, because mp 1, implements mgr g.

Again, we might have started our calculations with another equivalent version
of preservation of relative correctness, cf. Theorem 5.2.1, and again we would have
obtained several other sufficient conditions. Starting from versions 1, 3 resp. 4 the
corresponding proximate candidates read as follows.

1. GPSLTi 5 WIP 4TI 17 FpS’,T’ ; GP/S, v WIPATT T F

PSo,To
< GPSi,Ti 3 WID ATy, 17 53 WIP 4.7 o 5 FpSO,TO
3. FPSi,Ti 3 WID 4.Trsisr 5 WIP 4. TS So 5 GPSO,TO
< Fpsim s WPATsis' 5 Gog 5 Byt 5 WIPATsr 50 5 G
4. WIP 4. TTSi 8" ; Gp:S,,T, 5 WIP 4. 7T To

< Wipmsis 5 Gy 3 WP 4T To
Version 4 looks somewhat similar to 2 above and so does its unrolled version. It
takes a few steps to see that 4 follows if

s 1| B, o) (S5 © Py (5.12)
and this requirement can be illustrated as follows. If 7g; ¢ delivers a regular result,
say t, then each regular result, say ¢, computed by 7 1 is related to ¢ by pg
because 7r; v implements 7g; . By (5.12) ¢ and ¢’ are related also by P’s',T' such
that each regular result computed by 7g g, started in ¢, is related to each regular
result computed by 71 1, started in t', by pgo 1o because v 1, implements 7y .

Natural candidates implying 1 resp. 3 are, for instance, F ., ; prsl v S Id
resp. Id < Gps,,T, ; F;S“T, but this is again a too strong requirement (but of course

sufficient). One could unroll the definitions and start a pointwise calculation but,
complicated as they are, in this case a direct calculation for their counterparts in
Theorem 5.2.1 seems preferable.

However, there are weaker demands on the relationship between the interme-
diate relations Pls',T' and pg 1 but, naturally and in some sense obviously, they
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cannot be found in a more or less purely algebraic or at least natural fashion
because the exploitation of monotonicity lets information vanish that might have
been helpful in a later stage (and because these situations are really wicked). The
following requirements look like a rabbit drawn from a magician’s hat but they
can be obtained in a natural way from a relational point of view and, luckily,
(5.11) resp. (5.12) is stronger so that the more algebraic calculation at least has
a similar flavor.

Theorem 5.3.2 (Horizontal composition, weak requirements). If the two
translations of 7gi ¢ to mri v and of mg g, to w1, preserve relative correctness
w.r.t. A, psii and pg o resp. ,o’S,yT, and pso 10, then 7y ® mp 1, implements
Tsis' ® Tsr 8o 1N the sense of preservation of relative correctness w.r.t. A, ps i and
PSo,To if

pPs! T N (Rin X Rout) g P,s/,T' )

where
Ry, ¥ R(msis)(Xsi)
and
Row = R(mrir) (psiri(Tsi) N R (7 m0) ™ (T U 02)
Again, the Proof is shifted to Sect. 5.4.
O

The restricting set of states has even more decreased so let us briefly extend
the illustrations made so far. One is not interested in the entire set of regular
outcomes produced by 7 but only in states which are outcomes of mr; /-
computations starting in initial states which are representations of some states
of Ygi. Furthermore it suffices to respect states in which 7 1, can start at all.
Additionally, only regular results of mg; s have to be considered for which all
representations are possible initial states of mp 1.

At the end of the predicate transformer discussion concerning inhomogeneity
and compositionality we like to make the following remarks. What should have
become clearer is that relative correctness is a “transitive notion” in the sense that
— sensible correlations presumed — relative-correctness-preserving translations can
be composed vertically and sequentially, and this even in the presence of different
state spaces. For PPC and PTC this shows already in the relational semantics, see
Figs. 4.1 and 4.2, but for preservation of relative correctness in terms of a relational
semantics, see Fig. 4.3, this is less obvious. As mentioned there, no inclusion on
any level can be easily recognized at first glance. Separating regular states from
irregular outcomes, some of which to be accepted and others not, and reasoning
in terms of wrp-transformers and data representation Galois connections instead
of relations, however, unveils that PRC is a transitive notion, transitive w.r.t. ‘<’.
This insight is indeed an achievement because it formally and in a way beautifully
captures the wicked situations that come across in the real world.
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5.4 The Relational Setting

Describing the semantics of programs by means of relations has a lot of advantages.
Firstly a relational semantics is very close to the very basic operational behavior
and secondly it is also close to the intuition of the average programmer so errors
in the formal semantics resp. errors due to misunderstandings, hopefully, become
rare. Furthermore relations are such fundamental that nearly everyone involved
in programming should be able to reason about program properties in terms of
such.

But, as we have seen, a relational semantics also has some disadvantages which
should not be disregarded. Let us just mention that a relational semantics is over-
loaded with information that might be of no further interest for particular con-
siderations. For verification purposes in a Hoare-logic style, for instance, one is
mostly interested in particular satisfying regular or certain irregular states. Using
a relational semantics lets the essential considerations be buried under a moun-
tain of technicalities which are actually of no interest. These were the motivating
observations for the introduction of a predicate transformer semantics.

However, relations are still common and better known so we decided to add
a section concerned with the relational presentation of the results presented in
this chapter. In particular a proof of a basic result is given here, too. Remember
that the proposed fundamental correctness notion, the so-called “correct imple-
mentation”, see Def. 2.3.1 in Chap. 2, is formulated in terms of relations and
Theorems 4.3.1 resp. 4.3.2 in Chap. 4 presented equivalent characterizations. We
like to show how they transfer to the inhomogeneous case. Furthermore, the proofs
of Theorems 5.3.1 and 5.3.2 are still open and, thus, some point-wise reasoning is
unavoidable.

Let us start with preservation of relative correctness in the case of inhomo-
geneous state spaces, in particular we keep the denotation of the state spaces
from Sect. 5.2 so the reader should have a look at Fig. 5.1 again. Starting from
(5.4) which was meant to serve as a definition we already derived a predicate
transformer characterization, see Theorem 5.2.1. What is missing is a relational
characterization of this notion, and this is a harder task. Letting ¢ and ¢ range
over 2¥s° and Yy respectively — the domain of other occurring variables should
be clear from the definitions — we calculate as follows.

FpSi,Ti 3 WIP 4.7si,So < WIP 4.7, To FPSO,TO
= {Lifted order and set inclusion}

Vip,t: € Fog 1 (Wrpy.Tsigo. 1) 1 T € Wrp 4.7 1o (Fpg, 1, (V)
= {Definitions of F' and wrp,}

Y, t -

(Fs = ((s,t) € psimi ANVos @ (s,05) € R(Tsigo) 1 05 € P UA)):
(Yo, : (t,00) € R(mrimo)
(op€ AV Ji (i,01) € psoro N € V))
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= {3-introduction and nesting}
Vo, t,s,00 0 (s,t) € psimi A
Vo, : (s,05) € R(sigo) : 0s €PUA A
(t,00) € R(mrimo)
op €AV Jiz (i,01) € psoto N E Y
= {3-introduction again and trading the range}
Vip,s,00 0 Tt (s,t) € psimi A (t,00) € R(mpim0)
dos : (s,05) € R(7siso) : 0s € PUA V
o€ AV
i (4,00) € psomo N1 €Y
— {Relational composition, range of o, explicitly
and naming conventions}
Vip, 5,00 (s,04) € psiri © R(Trimo)
Js': (s,5") € R(msiso) : 8 € " V
Jw: (s,w) € R(Tsigo): we R\AV
o, €AV
i :: (i,00) € psoo N1 E Y
= {This giant step is justified below}
Vs, o0 (s,01) € psimi o R(mrimo)
s (s,5") € R(msigo) : (8,8") ¢ R(msiso) V
Jw: (s,w) € R(msigo): we N\VAV
o €AV
s’ i (', 01) € psorro A (8,5") € R(msiso)
— {The first disjunct equals false, relational composition}
Vs,o0: (s,01) € psimi o R(mrimo)
Jw: (s,w) € R(msiso) : we NP\AV
o €AV
(5,0¢) € R(msis0) © Pso,To
= {Set-theoretic formulation}
psiri © R(mrime) € R(msiso) © Psoro U
Mg x A U
R(msiso) " (£2\ A) x (X, U 2)
The most exciting step is of course the last but two step where we get rid of
the predicate argument, see also the proof of Theorem 4.3.1. Let us justify this.
We choose some arbitrary s and o; and firstly instantiate the upper formula with
the predicate ¢ = {s' € X' | (s,5') € R(msiso)} which is the set of all regular

results of 7gig, started the given initial state s. Then the lower formula follows
immediately. To prove that the lower formula implies the upper we assume the
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lower to hold, and furthermore we choose an arbitrary predicate 1. Now, imagine
that Vo, : (s,05) € R(7siso) : 05 € YU A and that Vi : (i,04) € psoo: @ €
so we are left with showing that o, € A. This is the time to exploit the premise.
The first disjunct cannot hold, and so does the second because we assumed the
opposite. If we assume the fourth disjunct to hold we conclude the existence of
an s’ which is a possible regular result of 7g; g, started in s related to o; by pso 1o-
By the first assumption above we conclude that s’ € ¢ whereas we also conclude
that s’ € =) by the second assumption. Hence, this fourth disjunct cannot hold
either and we are done because the third disjunct must hold which was left to be
shown.

This explanation proves the missing step and hence, in combination with Theo-
rem 5.2.1, the theorem below. Note that it particularly generalizes Theorem 4.3.1
of Chap. 4 which is concerned with the respective situation where all state spaces
are assumed to be equal. In this case the involved data representation relations
are identities so they can be omitted.

Theorem 5.4.1 (PRC, inhomogeneous case). The following three conditions
are equivalent.
1. (Preservation)

Vo, ¢ (D)Tsiso(¥)a s (Fpgpi ()7 10(Fpg, 10 (1)) 4
2. (Refinement)

Fogipi 5 WIP4-Ti80 < WIP 4T To 5 Fpg, 1
3. (Relational)

psiti © R(mrime) € R(Tsiso) © Psomo U
ESi x A U
R(ﬂ'Si,So)il(Q \ A) X (ETO U .Q)

People familiar with the classic notion of preservation of partial correctness
seen from a relational perspective will recognize the latter formulation. It is said
that “the diagram commutes”, cf. Fig. 5.1, and in our more general setting this
parlance is illustrated as follows. Consider there is a counter clockwise path — in
the diagram — from the upper left corner to the lower right corner via the lower
left corner. Operationally this means that program mr 1o, i.e. the target program,
starts in a state ¢ which is a representation of a state of the source language, say
s, and delivers an outcome, say ;. Then the relational formulation of Theorem
5.4.1 claims that either there is also a clockwise path from the upper left corner
to the lower right corner via the upper right corner (7g; s, delivers a regular result
which is related to o; by pso o), Or 0y is an accepted outcome (then we don’t care
about this outcome) or 7g; s, delivers a non-accepted outcome (then the target
program need not to be relatively correct because the source program is neither).
Note that some typing constraints allow this interpretation.
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It is remarkable that this “commutativity” — also known under the name “L-
simulation” and, though not the origin, [16] deals with notions like these — does
not apply only for the classic concept of preservation of partial correctness but
also for the very general case. Preservation of total correctness, for instance, is
typically expressed by means of a so-called “U-simulation”: Whenever g; g, starts
in an initial state, say s, delivering a regular result, say ¢, then 7 1, delivers a
regular result which is related to ¢ by pg, 10 if started in any of the initial states
which are representations of s. Theorem 5.4.1 above shows that both, preservation
of partial and preservation of total correctness, can be expressed in terms of an
“L-simulation”.

5.4.1 Vertical composition

Section 5.3 started with vertical composition and left open the pointwise proof of
Theorem 5.3.1; this is the place to perform it. To resume, the goal was to establish

FPSi,IiOPIi,Ti 3 WIP 478,80 < WIP 4-TTi,To ; FpSO,IOOpIO,TO )

c.f. (5.5), under the assumption that the translations of 7g; g, to 711, and of W{i,lo
to i1 preserve relative correctness w.r.t. A and the involved data representation
relations. By Theorem 5.4.1 the claim is equivalent to

psizi © primi © R(Trime) € R(7siso) © Pso,to © Proto U
ESi XA U (513)
R(WSi’SO)il(Q \ A) X (ETO U Q)

presuming that

psiti © R(mn) € R(msigo) © Psoto U
Egi XA U (514)
R(?TSi,SO)_l(.Q \ A) X (210 U .Q)

and

pii,ri © R(mriro) € R(7y 4) © proyro U
Sy x AU (5.15)
R(mpi) (2\A) x (X U Q) .

On account of being comprehensible no further premises are assumed, instead
appropriate ones will be elaborated — and of course emphasized — directly and
preferably late in the actual proof. For the sake of brevity, x P y is a short hand
notation for (z,y) € P. Furthermore, x P y @ z denotes that there exists an
element y of a fitting type such that (z,y) € P and (y,2) € Q,orx Pyand y Q z
for short.

We start the clumsy but essential proof by taking some arbitrary x, y, v and v
such that = psin v piii v R(7rim0) y. In particular w pri i v R(7rim) y such that

L)u R(ﬂ'{i,lo) W ProTo Y, OF
2)y € A, or
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3.)u R(my,,) r with r € 2\ A

follows from (5.15). In case 2.) we are obviously done so let us have a closer
look at 1.). In order to apply the first premise, i.e. (5.14), — this seems to be
the proximate step to continue — we have to seek appropriate requirements on
the relationship between 7, ;, and 7 1o. If we had R(mj; ;) € R(mi5) we could
conclude u R(my; 1) w which would pave the way to apply (5.14). But this would
be a too strong requirement because, actually, we are only interested in the initial
state u and final state w in question. Therefore, we have a closer look at u’s and
w’s domain. Obviously, it suffices to respect pairs (u, w) such that

ef —_ —_
w€ R = psigi(Zsi) N oy s (R(Tri10) ™ (T U £2)
and
def  _
= pIo?TO(ZTO)
because with this choice the assumption
R(Wﬁ,m) N (Rin X Rowt) € R(7mi10) (5.16)

allows to infer (u,w) € R(7y10) and consequently x psin v R(7p1) w such that

w e Rout

1@.) X R(ﬂ_Si,So) O Pso,lo W, Or
1b.) w € A, or
le) o R(msiso) N2\ A) x (X, U2) w

follows from (5.14). In case la.) we are done because x R(7gigo) © psoto w and
W Pro10 Y, see 1.), implies © R(7si s0) © Pso.lo © Plo,To Y- In particular, w is a regular
state so that case 1b.) cannot occur due to the disjointness of X' and (2. Case 1c.),
finally, is obvious because z R(7sis0) ™" (£2\ A) x (X1, U 2) y follows immediately.
Having finished case 1.) let us come to case 3.). Similar to the argumentation
above we claim that

R(W{i,lo) N(Rin x (2\A)) C R(m0) (5.17)
such that
3a.) z R(WSi,SO) O PSo,lo T, OF

3b.)r € A, or
3c.) & R(msiso) N2\ A) X (X, UR) r

follows from (5.14). Here, case 3a.) cannot occur due to typing constraints, r € (2
and pso 10 € Yso X Yo, and neither can case 3b.) as r € 2\ A. Finally, case 3c.)
obviously implies z R(ms;iso) 1(2\ A) x (X0 U 2) y which completes the proof.

Putting the pieces together we just proved that, relationally spoken, the com-
posed diagram commutes, i.e. (5.13), if the parts of which it is built commute, see
(5.14) and (5.15), and if furthermore

R(7i10) N (Rin X (Rowt U 2\ A)) € R(mipo) - (5.18)

In particular this proves Theorem 5.3.1, just as promised.
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5.4.2 Horizontal composition

Still open is the proof of Theorem 5.3.2 which is concerned with horizontal com-
position, note that the naming of the state spaces has changed.
Again, the components are supposed to commute, i.e.

psiti © R(mrir) € R(7sis) o psyp U
251 xA U (519)
R(’lrgiysl)il(g \ A) X (ET/ U .Q)

and

plS’,T’ e} R(WT’,To) g R(WS’,SO) o pSO,TO U
Sg x A U (5.20)
R(TI'S/’SO)_I(Q \ A) X (ETO U .Q) y

but this time the claim reads

Psi,Ti © R(ﬂ-Ti,T' * TrT',TO) c R(ﬂ-Si,S' * 71-S’,So) © Pso,10 U
Egi X AU (521)
R(msig @ Ty 50) " (2\ A) X (T, U 2) .

We start by choosing arbitrary =, u and y such that = pgi i u R(7ri @7 1) Y-
Due to the error strict definition of sequential composition of programs two basic
cases have to be considered.

Firstly, assume that = ps; i v R(7rir) y with y € 2. Then we are already done
by (5.19) because either x R(7mgig)ops 1 y follows — which is impossible by typing
constraints —or y € A resp. & R(7s; s 07sr 50)  (2\ A) X (X1, UL2) y follows where
the latter is again obtained by applying the “error-strict” definition of sequential
composition.

Hence, let us come to the more interesting case of a regular intermediate state
and assume x psii 4 R(mri1) v R(mr 10) Y, where v is supposed to be a regular
state. In particular x ps; i v R(7ri 1) v which, by (5.19), allows to conclude

1).’17 R(ﬂ'Si,S’) w ps 1 U, O
2)v e A, or
3).’17 R(ﬂ'Si,S/)fl(Q \ A) X (ETI U .Q) v

Here, case 2.) cannot take place because v is supposed to be a regular state, and
case 3.) lets us finish using the same arguments as before. The remaining case is
1.) and here we are in search of sufficient requirements on the relationship between
ps'; v and pg o in order to proceed. Let us assume, for the moment, that w p§ 1 v.
Then also w p§ v v R(71 1) y which allows to apply (5.20) and thus to conclude

la.)w R(7s s0) © Psoto Y, OF
1b.)y € A, or
1C.) w R(ﬂ'slyso)_l(g \ A) X (ZTO U Q) Yy
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In case 1b.) we are done, case 1c.) follows the lines from above and, finally, com-
posing 1.) and la.) yields x R(7sis) w R(mss0) © ps v y which completes the
proof.

What remains is to find sufficient requirements which justify the assumption
w py o v. By 1.) we know that w pg v v but claiming psw C p§ qv, again,
seems too strong so it is appropriate to have a closer look at the domains instead.
Here, the two candidates serving for a restricting set are

R, & R(mgis)(Xsi) (5.22)

and

Ry & R(mrir) (psimi(Fsi)) N R(mrm0) ™ (X0 U 2) (5.23)

because w € R;, and v € Ry, with this choice. The very final premise is thus,
putting the pieces together,

ps N (Rin X Rout) - p,S’,T’ R (524)

which suffices to guarantee that the horizontally composed diagram commutes, i.e.
(5.21), if the parts do of which it consists, cf. (5.14) and (5.15). In the predicate
transformer setting this proves Theorem 5.3.2 as required.

We like to close with the following remarks. Some of the previously visited
cases were obvious by typing constraints. Indeed, the simplified view on data
representations as relations on regular states allows this proceeding. It might be
kept for more realistic to relate also erroneous outcomes but this would entail
yet some more modifications without bringing any further enlightenments. Let
us just mention that, depending on how far-reaching the modifications are, the
involved relations and their composition must be “error-set-strict” in the sense
that they must not mix accepted and rejected outcomes (one would, for instance,
use a one-to-one correspondence). Thus, the data representation relations would
depend on the choice of A (or would behave like identities) so our simplified view
has its right, too.

5.5 Remarks

The motivating needs for inserting this chapter were already discussed in the intro-
duction: On account of justifying the subtitle of the present thesis we showed how
reasoning in terms of wrp-transformers gets along with the practical demands of
building verified compilers in a modular fashion. In particular, the notion of PRC
was extended to the realistic scenario with inhomogeneous state spaces, cf. Theo-
rem 5.4.1, and it was shown under which circumstances a vertically or sequentially
composed compiler inherits the relative correctness preservation properties from
its components, see Theorems 5.3.1 and 5.3.2.

Finally, we like to append the below intermezzo in order to prevent from some
misunderstandings that might have popped up in the present chapter. It does
not present any further insights, on the contrary, most of the things reported
there are rather trivial, but the experience shows that they are nevertheless worth
mentioning.
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5.5.1 Effects of the use of monotonicity

The wrp-family was basically introduced to be much more abstract in several re-
spects. Firstly, a relational semantics, which is supposed to be the ultimate refer-
ence and also the starting point for their derivation, is overloaded with information
that might be of no further interest what some actual verification purposes con-
cerns. Partitioning the set of irregular outcomes into ones to be accepted resp. to
be rejected and generally reasoning in terms of sets of states (predicates) instead
of single states turned out to be quite more manageable and handy. Secondly,
the space of predicate transformers, which is a complete lattice, allows to argue
strictly algebraically and to benefit from the lifted order. And even more, as will
be shown in Chap. 6, the space of relations corresponds to a subset of the space
of monotonic predicate transformers so predicate transformers can be taken into
account which do not comply with relations; e.g. lower adjoints of universally
conjunctive predicate transformers.

However, the reader might wonder why Theorems 5.3.1 and 5.3.2 turned out
to be improvable in a purely algebraic manner in the (richer) space of predicate
transformers and we like to comment on this briefly.

The cause for this dilemma lies in the exploitation of monotonicity; in this case
the monotonicity of the composition operator ‘;’ in both arguments. Let us discuss
the problem roughly but sufficiently detailed by means of the following illustrative
example. Suppose we want to prove resp. are in search of requirements implying

L;F;R<L;G;R, (5.25)

where F' and G are supposed to be predicate transformers which are surrounded
by predicate transformers L and R. A typical algebraic step would be to exploit
the monotonicity of the composition operator and obtain

L;F<L;G ,or F;R<G;R ,oreven F <G

as a sufficient requirement establishing (5.25). If, for instance, F' < G is obvious
or universally valid we are done but it is more interesting to assume that certain
assumptions have to be made in order to guarantee (5.25). The next step would
be to start a pointwise calculation which hopefully would reveal the searched re-
quirements. Now, it makes essential difference from which of the three inequations
we start this calculation. Depending on the first, the second or the third version
either the information kept in R, in L or even in both, L and R, gets lost; F’s
and G’s right or/and left context — which is of interest in the very end — has
vanished. We are actually interested in showing (5.25) which operationally means
that F' resp. GG is fed with input obtained by R, and F’s resp. GG’s output serves
for an input to L. From this viewpoint it is obvious that one gets stronger require-
ments on F' and G establishing (5.25) because the goal is also strengthened.” If
restricting context is missing one has to add stronger premises in order to balance

" Consider, for instance, one seeks for a set of solutions of the inequality az + b < ¢ over the natural
numbers. If d < ¢ then it suffices to consider the “simpler” inequality axz + b < d but, of course, one
will never get the weakest set of solutions which is the greatest in this case.
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its disappearance. Moreover, the weakest requirements can only be found if all
non-redundant information is available.

In particular, not the predicate transformers are to be blamed for this sad state
of affairs but solely monotonicity. Similar problems emerge in different scenarios
which are also equipped with an order. Consider, for instance, that (5.13) is to
be shown in the abstract, i.e. point-free, relation algebra. A first step would be to
exploit monotonicity in the sense that the left hand side of (5.13) is estimated by
pu,Ti composed with the right hand side of (5.15). Again, ps;;; has vanished and,
thus, cannot appear in the searched requirements.

We like to stress that the predicate transformer versions of the goals for hor-
izontal and vertical composition, (5.5) and (5.9), could of course be pointwisely
shown by unrolling the definitions. But as predicate transformers are defined on
base of relations this proceeding has no advantage over the one presented here.
On the contrary, there is one particular reason why starting from the relational
setting might be preferable or at least more natural. Reasoning in terms of pred-
icate transformers means to reason in a well-defined framework. To compare two
predicate transformers w.r.t. the order ‘<’ one typically and firstly checks if the
usage of this symbol is allowed at all, i.e. if the two predicate transformers are
of appropriate type (if the two predicate transformers are members of the same
lattice). This is different for relational inclusions because the order ‘C’ is just the
set-inclusion and one usually feels quite more familiar with set theory than with
lattice theory and monoids. To picture it more flowery: The fact that it might be
kept for preferable to reason pointwisely for relations is due to history; maybe one
should do the same for predicate transformers.

Finally, and this is a fetch-ahead from the next chapter, each wrp-transformer
corresponds to a relation such that one can always go down to the relational level
— even if the wrp-transformers are defined axiomatically — in order to calculate
pointwisely. Obtained results can be lifted back to the predicate transformer level
without loss of information. Such detours are typical and ubiquitous in mathe-
matics; if, for instance, something seems improvable from the group-theory axioms
one descends to the underlying model which is of actual interest and tries a direct
proof.



6. Theoretical Aspects of wrp

Before going into details of more practice-oriented program and translation ver-
ification by means of wrp-transformers it is useful to have a closer look at the
algebraic properties they enjoy. We concentrate on the basic ones and feel guided
by Dijkstra’s and Scholten’s [18] where similar rules are postulated to act as so-
called healthiness conditions which the two transformers wp and wlp have to satisfy
in order to be reasonable for describing semantics of implementable imperative
programs. It turns out that the extreme instances of wrp, namely wrpy and wrp,,,
do satisfy them so they can be taken for adequate in their restricted world where
all kinds of failures are identified.

However, the wrp-family was introduced distinguish between the variety of
errors. Thus it is not astonishing that the rules presented here are more general
but it is also nice to see that they show certain similarities to the healthiness
conditions presented in [18]. Colloquially speaking, one can keep the wrp-rules for
generalized versions of the ones by Dijkstra and Scholten; this is just due to the
more careful differentiation between erroneous outcomes.

Having composed the basic rules and after a closer look at the mentioned
healthiness conditions the question is discussed if some of the derived rules could
also serve for an axiomatic definition of the family of wrp-transformers. We choose
the generalized versions of Dijkstra’s and Scholten’s healthiness conditions and
concentrate on questions of expressiveness. To be precise, we show that reasoning
in the world of (total, univalent, functional) relations is as expressive as reasoning
in the world of wrp-transformers satisfying two (resp. three, four, five) certain
laws. Here we follow the lines of Hesselink’s text-book [31] where some — not all —
corresponding results for the simplified world can be found.

6.1 Basic Properties of wrp

Not surprisingly, each wrp-transformer is conjunctive, thus monotonic, in both the
failure-outcome and the predicate argument which is due to the definition via a
universal quantification over a disjunction. If, operationally speaking, each com-
putation delivers a regular result satisfying ¢ or an irregular outcome contained in
A, and if furthermore each computation also delivers a regular result satisfying v
or an irregular outcome contained in B, then each computation delivers a regular
result satisfying ¢ N1 or an irregular outcome contained in A N B. The other
direction is even more obvious but, nevertheless, the following Lemma deserves a
proof.
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Lemma 6.1.1 (Generalized pairing condition). For all A, B C (2 and all
o, € Pred:
WIp .m0 N Wrpg. ) = wWrp,p.m.(0NY) .

Proof. For all s € X

S5 € WIP4.T.0 N WIp ..

= {Definition of wrp}
Vo: (s,0) € R(m): s€c pUA A
Vo: (s,0) € R(r): s€yUB

= {V distributes over A}

Vo: (s,0) € R(m): se€(¢UA)N (v UB)
= {Distribute, X' N 2 =0}

Vo: (s,0) € R(m): s€ (¢Ne)U(ANB)
= {Definition of wrp}

S € Wrp - (6NY) .
O
Simple as it is, this lemma is fundamental because of its plenty of consequences
and applications. But before going into details we observe that two extreme in-
stances of wrp are universally conjunctive.

Lemma 6.1.2 (srf and sp). The functions
wrp,.m.true € (2% — Pred) and wrp,.m € PTrans
are universally conjunctive.
Proof. Let us start with the better known second claim. For all ¢,y € Pred we
calculate
¢ C wrpg,.m.¢
{Set inclusion and definition of wrp}
Vs: seg: (Vo: (s,0) € R(m): o €ypVoeN)
{Nesting}
Vs,o0: s€pA(s,0) e R(r): c€pVoel
{Trading the range, 0 ¢ 2 <= o€ X}
Vs,o0: s€pAN(s,0) ER(m)NoeX: o€
{3-Introduction, 3 and A}
Vo: (3s: (s,0) e R(m): s€p)NoeX: o€
{Naming convention, define sp.m € PTrans by
sp.r.p {eX|3s: (s,5') € R(w) : s€p}}
Vs': s espr.dp: s e
{Set inclusion}
sp.m.p C .

[

!
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Hence, wrp,.7 has a lower adjoint, namely sp.7 defined by
sprd = {s'€X|3s: (s,8) ER(m): sE P}

and is thus universally conjunctive, see Sect. 3.2. Analogously, defining srf.7 €
(Pred — 29) by

sfrg 2 {weR|3s: (s,w) €ER(T): s € P}
for any ¢ € Pred allows a similar proof of the first claim (note that the powerset
2 also forms a complete lattice). Thus, (sp.7,wlp.7) and (srf.7, wrp,.7.true) are
Galois connections.
O

We preferred the above proof because in [18] the lower adjoint sp.7 of wrp,.m =
wlp.7 is introduced under the name strongest postcondition predicate transformer.
Applied to a precondition ¢ it yields the smallest set of regular states that can be
reached by a m-computation started in initial states satisfying ¢. Analogously the
lower adjoint srf.m of wrp,.7.true could be called the strongest reachable failure
transformer — note that this is not a predicate transformer — because, applied
to a precondition ¢, srf.7.¢ is the smallest set of irregular outcomes that can be
reached by a computation under control of 7 started in states satisfying ¢. The
transformer srf.m can even be of practical interest: Proving absence of failures in
2\ A reachable from ¢, i.e showing that all erroneous outcomes reachable from ¢
are contained in A, in symbols (@) (true) 4, is equivalent to showing srf.m.¢p C A.
It is nice to see that our more widespread setting also has a counterpart in the
failure argument.

A trivial consequence is the following. If a m-computation can start at all — note
that this might not be the case as the underlying relational semantics might not
be total — then it delivers an outcome. Obvious as it is, to stimulate an algebraic
feeling we like to mention it anyhow.

Corollary 6.1.1 (Starting computations yield outcomes).

wrp,.m.true = true

Proof. Use universal conjunctivity of wrpg,.7 in
true C wrp,.m.true <= sp.m.true C true ,

and the latter as well as the other inclusion obviously holds.
O

Yet another simple consequence is the below counterpart of the ‘Best of both
worlds’ law known from predicate logic. If all m-computations yield outcomes
which satisfy 1) or which are contained in A but if there is also a m-computation
yielding outcomes which satisfy ¢ or which are contained in B then there must
be a computation which yields outcomes satisfying the conjunction of ¢» and ¢ or
which are contained in the intersection of A and B.

Lemma 6.1.3 (Best of both worlds).
WIp AT N “WIpg p.T. 20 C _‘Wpr\(AﬂB)'ﬂ"_'(wm(b)
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Proof.
WIPA.T.%) N =WIPg\ .7 C —WIP g\ (4T (1 N B)
= {Shunt twice}
WIP 4.0 MWIP o\ (anp)-T-(1 N @) C Wrpg, 5.6
= {Distribute and monotonicity,
see generalized pairing condition}
True
l

The next inconspicuously looking lemma — it hardly deserves this name — is a
central one as it is also a healthiness condition in [18]. It states that, colloquially
speaking, a computation can never terminate regularly in a state satistying false.
Notice that the following rules heavily depend on the relational semantics R()
being total.

Lemma 6.1.4 (Law of the excluded miracle).

R(m) is total <= wrpy.m.false = false

Proof.
wrpy.m.false C false
= {Set inclusion}
Vs: s € wrpy.m.false: s € false
= {Trading the range, s € X' by naming convention}
Vs s ¢ wrpy.m.false
= {Definition of wrp}
Vs (do: (s,0) € R(m): o ¢ false)
= {o ¢ false holds obviously}
Vs (Jo: (s,0) € R(m))
= {Definition of totality (2.2)}
R(m) is total
|

The name of this law is due to [18] but let us skip questions what similarities
concerns for a moment.

The predicate wrp ,.7.1) characterizes the set of initial states from which out-
comes contained in A or 1) are unavoidable. The predicate —(wrpg 4.7.=?) on the
other side is the set of initial states from which outcomes contained in A or 1 are
merely possible. Hence, the first set should be contained in the second, but note
again that this is only the case if 7 is guaranteed to have at least one outcome, i.e.
if R() is total. The converse, however, should only be valid for deterministic pro-
grams. By the way, the third point below serves for the definition of determinism
in [18].
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Lemma 6.1.5 (wrp and determinism).
1. For all A C 2 and ¢ € Pred: R(r) is total if and only if
wrp,.map © (wrpgy 4.7 Y)
2. R() is univalent if and only if for all A C 2 and ¢ € Pred:
Wrp,.mp 2 S(Wrpgy 4T Y)
3. R(m) is a function if and only if for all A C {2 and ) € Pred:
wrp,. ) = a(Wrpgy 4T Y)
Proof. Let us start with 1, so suppose given A C (2 and ¢ € Pred. Then
wrp,.ma) C a(Wrpg 4.m.77))
= {Shunting}
Wrp 4. Nwrpg 4.m.—¢p C false
<~ {Generalized pairing condition}
wrpy.m.false C false
= {Law of the excluded miracle, Lemma 6.1.4}
R(r) is total .
Proving the second claim is harder:

R(r) is univalent

= {Definition (2.3)}
Vs,o,0": (s,0) € R(m) A (s,0') € R(m): o0 =0
— “=—" is obvious,

for “<=" choose ¢ = {o} resp. A = {o}}

Vs,o,0', A0 1 (s,0) € R(m) A (s,0') € R(m) :
(ceXNd €eXAN(ocepVa €)) Vv
(ceRNd'"€e2N(c¢ AVo' € A))

= {Distribute the claim}

Vs,o0,0', A1 (s,0) € R(m) A (s,0') € R(m) :
(cepVoe2\A)V(c'eyp Vo €A

— {Unnesting, V distributes over V}
Vs, A, 2 (Yo: (s,0) €R(r): o€ pVoeR\A) V
(Vo : (s,0) € R(m): o€y VoecA

= {Definition of wrp}

Vs, A, it s EWrpg\ 4.2 Vs € Wrp ..t
= {Trading the range}

Vs, A, ipt 8 € WP 4. 7p 1 S € WIp Tt
= {Set inclusion}

VA i =wrpoya.m) C wrpy.ma
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Finally, 3 is a consequence of 1 and 2.
l

Keeping in mind that wrp, = wlp and wrp; = wp we finish our exploration
with the following little summary.

Corollary 6.1.2 (Derived healthiness conditions).

1. wp.m.p = wlp.r.Y) Nwp.7.true (Pairing condition)
2. wp.m.false = false if R(m) is total. (Excluded miracle)
3. wlp.7 is universally conjunctive and wp.7 is positively conjunctive.

4. wrp ) = (wrpg 4.m.0) if 7 is deterministic.

l

It is this little collection of extreme instances of our wrp laws we like to dis-
cuss briefly. Laws 1 to 3 are exactly those ones Dijkstra and Scholten postulated
aziomatically in [18] and which have to be satisfied by the pair of transformers
wlp and wp in order to adequately model the semantics of implementable pro-
grams. (Of course the totality-requirement in 2 is not present because from their
axiomatic point of view there does not exist an underlying relational semantics
acting as a base for a derivation.) As those laws are postulated terms they have
no direct operational background and are, thus, only verbally justified in [18].!
We like to recall those explanations in our own vocabulary.

First of all, a program is totally correct if it is partially correct and if it terminates
regularly for each initial state. In terms of predicate transformers this is expressed
by the pairing condition.

Furthermore, no program 7 can terminate regularly in a final state satisfying
the predicate false; in other words there are no initial states from which a m-
computation terminates regularly in a state satisfying false because this indeed
would establish a miracle (this is where the name of law 2 resp. Lemma 6.1.4
stems from). But we observe that this explanation is only valid if each program
can start in every initial state; this argument is also present in [18]. Otherwise, a
program might even have no outcome for some initial states and exactly this set
contradicts the argumentation (hence the restriction to implementable programs).
From this point of view it should be demanded that an initially given relational
semantics is total but in practice this requirement is barely needed so we desisted
from doing so.

The remaining distribution properties are — though in other words — motivated as
follows. Consider a non-empty set of predicates ¥ and an arbitrary precondition ¢.
Then program 7 is totally correct w.r.t. ¢ and (¥ if and only if, for all ¢ € ¥, it
is totally correct w.r.t. ¢ and 1. Hence, wp.7 should be positively conjunctive. The
equivalence does not hold in the case ¥ = () because () = true such that the left
hand side expresses that 7 terminates regularly for every initial state satisfying

! To be fair and complete, there is an own chapter devoted to operational considerations (Chap. 10)
but this includes possible implementations of some concrete commands, e.g. conditionals and mainly
loops. It is discussed — and even proved on an abstract level — that those implementations satisfy the
healthiness conditions but this is done without an underlying operational or relational semantics and
the actual justification for the choice of the healthiness conditions is only motivated briefly.
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¢ whereas the right hand side holds for trivial reasons. However, the mentioned
equivalence remains valid if one restricts attention to partially correct programs
7; this explains the demand of wlp.7m being universally conjunctive.

We added 4 to stress that this equality serves for the definition of deterministic
programs in [18]. As seen in the proof of Lemma 6.1.5 one inclusion follows from
the law of the excluded miracle which is a postulate so the other inclusion is the
actual definition.

Our wrp transformers on the other side are derived terms and Corollary 6.1.2
above, thus, tells us that the extreme instances of wrp satisfy the healthiness
conditions if the underlying relational semantics R(7) is total. In this sense wrp,,
and wrpy are adequate for reasoning about semantics in a simplified world where all
kinds of irregular outcomes are identified. However, the family of wrp-transformers
was introduced as a remedy for this restricted view. So it might be interesting to
follow Dijkstra’s and Scholten’s lines and postulate some laws from which we think
they should be satisfied by a family of relativized predicate transformers in order
to adequately model semantics in the richer world of more than just one failure
outcome. Of course we do not want to solely justify, in fact we want to prove them
to be adequate. This is what the next section is about.

6.2 An Axiomatic View

In Sect. 4.3 we saw that reasoning in terms of wrp is at least as expressive as
reasoning in terms of a relational semantics in the following sense. Given R(7)
we can derive the family of wrp-transformers (Def. 4.3.2), and we can always
transform results back to the relational setting (Lemma 4.3.2). In particular the
transformation of R(7) to the family of wrp-transformers preserves all information
kept in the initial R(7) because otherwise we could regain lost information in
miraculous ways. We like to sum up and formulate this little observation as follows.

Lemma 6.2.1. A relativized predicate transformer semantics is at least as ex-

pressive as a relational semantics.
(|

Yet another consequence is that each relation R(m) corresponds to a family
of conjunctive predicate transformers. The framework we are actually working
in is the space of monotonic predicate transformers which is of course a richer
space because each conjunctive transformer is monotonic but not vice versa. So
the question might arise how to restrict the set PTrans of monotonic predicate
transformers to wrp 4-transformers in an abstract fashion, i.e. without an under-
lying relational semantics, in such ways that a relational semantics in the shape
of R(m) can be derived without any loss of information. Worded differently, which
properties to choose, i.e. to keep for axioms, in order to be at most as expressive
as reasoning in terms of a relational semantics, and this is the story told here.

Let us turn directly towards our goal. Motivated by the previous section —
and consequently by [18] — we choose the following laws from which we hope
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they serve it: Restricting the set of predicate transformers to those transformers
which correspond to a relation carrying the same information as the axiomatically
postulated predicate transformer. (Remember to forget all about an initially given
relational semantics, what follows has no operational background!)

Definition 6.2.1 (Axiomatic wrps). If the function
xwrp € (2% — (IT — PTrans))

satisfies the axioms
[AX1 | For all A, B C (2 and ¢, € Pred:

xwrp. A.m.¢ N xwrp.B.w.1p = xwrp.(AN B).m.(¢N1) , and
[AX2 | The functions

xwrp.2.m € PTrans and xwrp. e .m.true € (2? — Pred)

are universally conjunctive,

for a fixed 7 then xwrp.A.7 is called an aziomatic weakest relative precondition
predicate transformer for each A C (2. The so-called aziomatic law of the excluded
miracle holds for 7 if

[Excluded Miracle | xwrp.0.7.false = false.
In the case that
[Univalence | —xwrp.(£2\ A).7m.m¢p DO xwrp.A.m.¢

holds for all A C (2 and ¢ € Pred, program 7 is said to be aziomatically univalent.
Finally, 7 is called axiomatically deterministic if

[Determinism | —xwrp.(2\ A).71.—1) = xwrp.A.w.0)

holds for all A C {2 and ¢ € Pred.
l

A closer look at Lemma 6.1.1 and Lemma 6.1.2 lets us agree that the derived
weakest relative precondition predicate transformer wrp € (2 — (II — PTrans))
meets axioms [AX1] and [AX2]. Furthermore, wrpy.7 satisfies the law of the ex-
cluded miracle, thus [Excluded Miracle|, iff the underlying relational semantics
R(r) is total, cf. Lemma 6.1.4. Property [Univalence] is also satisfied for wrp 4.7
iff the underlying relation is univalent, and hence law [Determinism] is satisfied if
R(r) is a function, i.e. if 7 is deterministic in the relational sense of Sect. 2.1.

One could call the laws sound in some sense, because each result obtained by
calculating using xwrp can also be obtained by a calculation using solely wrp, just
replace each occurrence of xwrp by wrp. However, we avoid a further definition
and refuse from going into details because each soundness result would scream for
a completeness result and this would be far beyond our scope of presentation (but
maybe a topic for future research, see the conclusion). Instead we concentrate
on the question whether reasoning in terms of transformers satisfying the laws
[AX1] and [AX2] (and [Excluded Miracle], [Univalence| or [Determinism]) is as
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expressive as reasoning with (total, univalent or functional) relations in the shape
of R(m).

The first step is to derive a relational semantics, to avoid confusion say
D(r), from initially given xwrp-transformers. So suppose given a family of xwrp-
transformers for an arbitrary xwrp € (2% — (II — PTrans)) and a program
7 € II satisfying the axioms [AX1] and [AX2] of definition 6.2.1. From Chap. 4,
see Lemma 4.3.2, we know an auspicious candidate for a relational semantics to
be derived. Keeping in mind that as yet a relational semantics is not given, xwrp
is a postulated term, we decide to derive D(7) from xwrp by?

D(r) o {(s,8") | s € ~xwrpg.m.=s"}U{(s,w) | s € ~xwrpg,,.7.true} .(6.1)

Note that, just like in Lemma 4.3.2, the entire family of xwrp-transformers for the
given 7 is needed.

The predicate transformer wrp 4.7 is now derived from this — itself derived —
relation D(7) analogously to Def. 4.3.2,% i.e. for all A C 2, ¢ € Pred and s € X

S € WIp,.7.1 &L vo (s,0)eD(m): c€eypUA .

As mentioned before we would be quite convinced that the transformation
from xwrp to D(m) preserves all information kept in the initially given family of
xwrp-transformers if we could show xwrp.A.m = wrp,.7 for all A. Otherwise we
could regain information from the derived relational semantics by mystery though
information got lost during its derivation. Indeed, this is provable.

Lemma 6.2.2 (Regaining xwrp).
xwrp.A.m = wrp,.m forall AC (2 .

Proof. We start our considerations with the special case A = (2. Here, for all
Y € Pred and s € X,
5 € WIpg.m.1)
= {Definition of wrp above}

Vo: (s,0) € D(m): o €p UL

{Trading the range}
Vo: o€—w: (s,0)¢ D(m)
= {Definition of D(r)}

Vs': s e p: s € xwrp. 2.8

!

2 Here we benefit from our set-theoretic concept of predicates. There are models of quite more abstract
predicate concepts where it is not possible to select single states satisfying a given predicate. Consider,
for instance, the abstract relation algebra [74, 78] which has models without so-called points [52, 74].
However, by set-theoretic axioms we are enabled to select predicates like X'\ {s'}. Furthermore, and
even more interesting, all oncoming calculations remain valid for atomistic predicate concepts where
so-called point-predicates, (d.s), defined by

(ds)t <= s=t

are guaranteed to exist for all states s. Predicate X' \ {s'} corresponds to —(d.s") in this case.

3 Note that the generalized pairing condition (Lemma 6.1.1) remains valid for this particular wrp-
transformer as no restrictions concerning the underlying relational semantics are relevant.
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= {Definition of greatest lower bound}
s € ﬂ xwrp.(2.7r.—s'
s'e—y
= {xwrp.£2.7 is universally conjunctive, [AX2]}
s € xwrp.2.7.( ﬂ —s')
s'e—y
= {See below}

s € xwrp.2.w. |

where in the last step we observe that, for all t € X,
te ﬂ —s'

s'e—

{Definition of greatest lower bound}
Vs': sfe-p: tes

{Trading the range, s',t € X'}
Vs': ' =t: seq

{One point rule}
tey .
This proves the claim for the special case A = (2. Now consider an arbitrary
A # (2. Similarly we observe that, for all s € X

!

!

!

§ € wrpy.m.true
{Definition of wrp above}
Vo: (s,0) € D(m): o € trueU A
{Trading the range}
Vo: oe2\A: (s,0) ¢ D(m)
{Naming convention and definition of D(x)}
Vw: we 2\ A: se€xwrp.(2\w).m.true
{Definition of greatest lower bound}

5 € ﬂ xwrp.({2 \ w).7.true

weN\A

1111

!

{xwrp. e .7.true is universally conjunctive, [AX2]}

s € xwrp.( ﬂ (2\w)).m.true
weN\A

!

{Again, see below}
s € xwrp.A.m.true |,
where completely analogously we have, for all W' € (2,
We (] (2\w)
we\A
= {Definition of greatest lower bound}



—

6.2 An Axiomatic View 79

Vw: weR\A: v e (2\w)
{Complementation w.r.t. {2 and w,w’ € 2}
Vw: wé A: W #w
{Trading the range}
Vw: w=w: weA
{One point rule}
weA.

From here it is easy to show that, for all ¢ € Pred and s € X,

!

5 € Wrp,.m.Y

{Generalized pairing condition for wrp, i.e. Lemma 6.1.1}
S € WIp.m.0) A's € wrp,.m.true

{Results above}
5 € XWIp,.m.1) A § € XWrp4.7.true

{Generalized Pairing condition for xwrp, i.e. [AX1]}

5 € XWIp,.m.)

which proves the general case.

|

As shown in Sect. 6.1, the law of the excluded miracle for wrp is satisfied if and
only if the underlying relational semantics is total. A corresponding result holds
in the axiomatic world as shown below.

Lemma 6.2.3 (Totality of D(x)). The derived relation D(7) is total if and only
if the axiomatic law of the excluded miracle, i.e. [Excluded Miracle], holds for xwrp.

Proof.

!

!

D(r) is total
{Definition of a total relation (2.2)}
Vs (Jo: (s,0) € D(m))
{Definition of D(7) and naming conventions}
Vs (3s' s € mxwrp.2.m.—s") V
(Jw = s € =xwrp.(2 \ w).7.true)
{Trading the range and negation}
Vs: (Vs' s €xwrp.2.m.—s’) A
(Vw 1 s € xwrp.(§2 \ w).m.true) : s € false
{Definition of greatest lower bound}
Vs: se€ ﬂxwrp.().w.—'s' A

s € ﬂxwrp.(!? \w).m.true: s € false
w

{Set inclusion}
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ﬂ xwrp.2.m.—s" N ﬂxwrp.(() \ w).m.true C false

sl

= {Universal Conjuctivity, axiom [AX2]}
xwrp.Q.w.(ﬂ =) N xwrp.(ﬂ(() \w)).m.true C false
= {N, —s" = false and [, (2 \w) =0,

have a look at the proof of Lemma 6.2.2}
xwrp.f2.m.false N xwrp.{).7.true C false
= {Generalized pairing condition for xwrp, i.e. [AX1]}
xwrp.f).m.false C false

O

So much for total relations. The last section was also concerned with univalent
relations and indeed we can prove an analogue to Lemma 6.1.5, 2. Of course 1
remains valid for xwrp, too. This is not surprising because again we can use the
axiomatic law of the excluded miracle, i.e. [Excluded Miracle| in this case, as a
dummy for the derived relation D(7) being total, c¢f. Lemma 6.2.3 and the proof
of Lemma 6.1.5, 1.

Lemma 6.2.4 (Univalence of D(7)). The derived relation D(r) is univalent if
and only if 7 is axiomatically univalent, i.e. if property [Univalence| holds for .

Proof.

D(r) is univalent
= {First three steps in the proof of Lemma 6.1.5, 2}
Vs,o0,0', A : (s,0) € D(m) A (s,0') € D(m) :
(ce U\ AV (o' e pUA)
= {Trading the range, calculus}
Vs,o,0' A (c€pUA)A (o' € p U\ A):
(s,0) ¢ D(m) V (s,0") & D(m)
= {Unnesting, V distributes over V,
trade the range and rename the dummy o'}
Vs, A,p:: Vo: o €pUA: (s,0) ¢ D(m)) V
Vo: oe-wpUR\A: (s,0)¢ D(m))
= {Splitting the range}
Vs,A,p 0 (Vo: o€yp: (s,0) ¢ D(m)) A
Vo: o€ A: (s,0)¢ D(m))) V
(Vo: o€ (s,0)¢ D(m)) A
Vo: o€ 2\ A: (s,0)¢ D(m)))
= {Naming conventions and definition of D(x)}
Vs, A, (Vs s ep: s €xwrp.2.m.—s") A
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Vw: weA: sexwrp.(2\w).r.true)) V
(Vs': s'€p: s€xwrp.2m—s) A
(Vw: we RN\ A: sexwrp.(2\w).m.true))
= {Definition of greatest lower bound}
Vs, A, (s € ﬂ xwrp.2.m.=s" A
s'ew
s € ﬂ xwrp.(£2 \ w).m.true) V
weA
(s € ﬂ xwrp.2.m.=s" A
s'e-w
s € ﬂ xwrp. ({2 \ w).m.true)
weN\A
= {Universal conjunctivity ([AX2]) and calculations
similar to the proof of Lemma 6.2.2}
Vs, A, 0 (s € xwrp.2.m.—p A s € xwrp.(£2\ A).7w.true) V
(s € xwrp.£2.m.1) A\ s € xwrp. A.7w.true)

!

{Generalized pairing condition for xwrp, i.e. [AX1]}
Vs, Ay o s € xwrp.(2\ A).m.—)p V s € xwrp. Ay
{Trading the range}
Vs, Ay 0 s € ~xwrp.(2\ A).m.—) : s € xwrp. A1)
= {Set inclusion}
VA 0 —xwrp.(£2\ A).m.—p C xwrp. A.7.1)

!

O

For the sake of completeness we present the missing combination of Lemmas
6.2.3 and 6.2.4.

Lemma 6.2.5 (D(7) and determinism). The derived relation D(r) is a func-
tion, i.e. m is deterministic in the relational sense of Sect. 2.1, if and only if 7 is
axiomatically deterministic, i.e. if property [Determinism] holds for 7.

O

This lemma finishes our considerations in the current abstract scenario so let
us resume the main issues. For a given program 7 it is possible to derive a (to-
tal, univalent resp. functional) relational semantics D(7) from an axiomatically
defined family of transformer xwrp. @ .1 satisfying axioms [AX1] and [AX2] (and
additionally the axiomatic law of the excluded miracle [Excluded Miracle|, law
[Univalence] resp. law [Determinism|) which carries the same information because
otherwise lost information could be retrieved in miraculous ways. This was shown
by establishing that, for all A C 2, the derived predicate transformer wrp,.7
equals the initially given xwrp.A.7w, and the results in parentheses were shown di-
rectly. In this sense we solved our exercise what expressiveness concerns and we
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like to close this section with the following little summary which takes the initial
observation, Lemma 6.2.1, into account and which is pictured in Fig. 6.1.

Theorem 6.2.1. Under the assumptions [AX1] and [AX2] (and [Excluded Mira-
cle], [Univalence] resp. [Determinism]) a relativized predicate transformer seman-
tics is as expressive as a (total, univalent resp. functional) relational semantics.
l

derive, Def. 4.3.2

R(m) wrp-transformers

regain, Lemma 4.3.2

same type same properties

regain, Lemma 6.2.2

D(r) xwrp-transformers

derive, (6.1)

Fig. 6.1. On the expressiveness: Relational semantics vs. wrp-semantics.
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Up to the present, the wrp-family was — quite abstractly — introduced in order to
facilitate reasoning about the control-flow aspects of imperative, strictly transfor-
mational and realistic programs and consequently to support practical translation
verification. Now it is time to become a little more demonstrative and in particular
to embrace the title of the present thesis. Therefore, the present chapter is con-
cerned with the very basic concepts of programming languages which cover most of
the customary ones. More specifically, concrete wrp-semantics for the exemplarily
chosen languages will be derived to show what they look like and to substantiate
oncoming discussions concerning optimizations and translation verification.

In fact, two extreme instances of programming languages are discussed. Firstly,
and this class of languages is typically heavily neglected what comprehensible
semantics concerns, a machine language, to be precise an assembly language, is
considered. In detail, the presented (abstract) machine language consists of labels,
assignments, conditional jumps and subroutine-calls and -returns. It is intended to
capture the essence of flat, unstructured assembly code! because we refrain from
going down to the basics of concrete machine code as there are, e.g., load and
store instructions on the byte-or-whatever-level and jump-destinations expressed
by means of code-lengths. Instead, the mentioned instructions are supposed to be
“macros” which can be refined by (sequences of) actual machine instructions in
a later stage of the implementation in the real world. In this sense, the assembly
language presented here might be seen as a stepping stone on the way down
to actual binary machine code. The ultimative reference will be an operational
semantics as it is common for assembly languages. Since the language is flat, i.e.
without any inner structure, one cannot expect a nice and structured predicate
transformer semantics but it is possible to derive sufficiently strong predicate
transformer laws that support a semantically consistent reasoning about entire
machine programs in an abstract fashion without executing the code operationally
step-by-step. We like to mention that this assembly language was firstly presented
in [63] where it plays the role of a target language of a “proved correct” translation,
see Sect. 8.2 of the present thesis for more details.

Secondly, and more traditionally in the field of program verification, there is
the class of WHILE-languages, the programs of which typically consist of assign-
ments, sequential compositions, conditionals, loops and — generally not considered
in a more theoretical setup like the present — procedure declarations and calls. We
! The fact that flat, unstructured assembly code is considered is not that self-evident as it seems.

Sometimes structured assembly-languages are discussed, e.g. in [65], in order to ease translation
correctness proofs, see also the comments in Sect. 8.3.
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therefore introduce a language consisting of the constructs just mentioned which
is taken as a very prototypic and general instance of the class of WHILE-languages
covering most of the features they have in common. The language discussed here
is in a sense more exciting as its procedure-concept allows nesting of procedures
without naming restrictions (blockwise re-declarations). Again, the semantics will
be given operationally and the major effort will be to derive a strictly compo-
sitional predicate transformer semantics using environments that map procedure
identifiers to meanings of their bodies. It is easy to derive a predicate transformer
semantics using dictionaries that map identifiers to programs — in fact, the oper-
ational semantics will use dictionaries — but, unfortunately, this semantics turns
out to be not very compositional. It is a non-trivial exercise to show that both
semantical representations coincide, the one that can be easily derived and the
one which is more desirable.

In both languages we concentrate on the control-flow aspects of program execu-
tion. In particular, we have a rather superficial view on data. Both languages are
assumed to work on a state space with named variables and we provide instruc-
tions embodying entire (Boolean) expressions, the semantics of which is assumed
to be given by abstract evaluation functions. This allows to forget about the actual
implementation of the evaluation of (Boolean) expressions which, after all, heavily
depends on the concrete model resp. machine in question. It is noteworthy that
both languages are allowed to produce (finite) errors. Typically, when reasoning
about programs in more abstract ways, the underlying semantics is assumed to
be total in the sense that execution of a command delivers a regular result (if it
does terminate at all). The relative-correctness notion, however, is intended to get
along with finite errors so it is appropriate and proximate to permit finite errors
to emerge. Otherwise, the wrp-semantics would be rather senseless as the features
which distinguish wrp from wp or wlp could barely be exploited.

The ultimate reference for both languages is an operational semantics which is
the most common way of describing the behavior of programs and which promises
to let errors due to misunderstandings become rare. But since reasoning in terms
of a fine-grained operational semantics is quite error-prone and clumsy a more
abstract view on program execution — here: wrp-transformers — is desirable. In the
actual derivation of this wrp-semantics it turns out that it is helpful to have some
meta-theorems available that relate entire computations on the operational level to
predicate transformers. Thus, before going into the details of each of the languages,
their shape of configurations and whatever, we start with an analysis of the very
basics of operational semantics in general and show how to derive a fixpoint-
oriented wrp-semantics from an operational semantics. As recursion is present in
both languages we benefit from this investigation twice and in two flavors. The
first is a concrete one: We directly obtain a fixpoint-characterization of the wrp-
semantics for the machine language which is the key to the aspired laws, and
also the task to derive a strictly compositional semantics for the source language
relies on this presentation in large amounts. The second is of more general nature
and of independent interest: The following intermezzo on operational semantics
in general is hoped to procure a feeling for “adequate fixpoints”. In particular it
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suggests a “rule-of-thumb” saying that — in the area of weakest preconditions —
greatest fixpoints resp. least fixpoints are the ones to choose whenever divergence
is tolerated or not, respectively.

7.1 Fixpoint-Characterization of wrp

Let us set the stage for the more general considerations this section is about.
Typically, an operational semantics is given by means of a transition relation, say
‘—’, on what is known under the name of configurations. The shape of configu-
rations depends on the programming language in question, so let us investigate
what they usually have in common. A characterizing property of a configuration is
the presence of a state component which typically keeps the current values of the
involved variables or memory-cells (i.e. a member of X' in our setting) but which
might also be an arbitrary complex entry dealing solely with data. Beside this,
a configuration keeps the information concerning the control flow aspects of the
present program and the current position. This component might solely consist
of the program itself but there might be a variety of further components which
are needed in order to accurately model the program running on a specific ma-
chine. Typical examples are stacks (for storing return addresses or local variables)
or more abstract entries (like environments or dictionaries that map identifiers to
values of some appropriate type). Even the entire memory of which the considered
program is a part might be of interest. For our purposes, however, it turns out to
be irrelevant what kind of specific information is kept in this second component
so let us just suppose that it exists (a member of a set, say, C). Thus, a config-
uration is assumed to consist of a state component and a control flow component
whatever the latter might precisely look like.

We range over the set of configurations C' o Cy x X by (¢,s) where ¢ €
C represents the control flow component and s € X the state component. In
our general setting, roughly speaking, the transition relation ‘—’ relates input
configurations (¢, s), the control flow component ¢ is to be executed starting in
state s, to output configurations (¢, ), execution terminated regularly in state s’
leaving configuration ¢’ to be executed next, or to final regular states s’, the control
flow component left nothing to do, or even to irregular outcomes w because a run-
time error occurred which forced the control flow component to stop propagating
the obtained error message. Hence, in our vocabulary, we have

—» COx(CuXun),

and we explicitly allow a program to diverge spontaneously, i.e. (¢,s) — oo,
because this is rather natural in the following sense. We are not interested in the
details of program execution — actually we do not even have programs — and in
particular not in expression evaluation. Thus, in the sequel we will assume the
existence of evaluation functions which allow to forget about the ways the results
are obtained. However, if one is to implement these evaluation functions in some
ways one might make use of loops and procedures which, after all, may diverge.
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The considered operational semantics, given by ‘—’ can also be kept for a
graph, a so-called configuration graph, with vertices of type C', X and (2 and
edges given by the elements of ‘—’. Note that configuration graphs are in no way
restricted, typically they are cyclic and infinite. Computations on configurations
correspond to paths in the configuration graph so the next task is to define a
relation which lets us reason about finite and infinite paths. It is well known
that the transitive closure of ‘=’ is the least relation ‘3’ which satisfies the tail
recursive definition?

(¢,s) Bz <L (¢,5) >z v A, s (¢,5) = (d,s): (d,s) Do, (7.1)

where z is supposed to range over C'U X U (2. With this definition, (¢, s) 5 (c,s"),
(¢, s) = &' and (¢, s) = w represents a finite (and non-empty) path from (c, s)
to (¢,s'), s’ and w respectively. Infinite paths are disregarded because 3 s
defined to be the least solution of (7.1) so a solving relation containing both,
finite and infinite paths, can only be of greater or equal size. Furthermore, the
transitive closure of ‘—’ is defined to be the least transitive relation containing
‘—’. However, infinite paths are obviously of interest, too, and we decide to capture
them as follows. Based on the observation that a set of vertices, say .S, describes
an infinite path if each vertex in S has a successor in S we define the successor
set S to be the greatest set satisfying?

S {(c,s) |3, s" 2 (¢,8) = (¢,¢) N (d,s") e S} . (7.2)

Here it is more obvious why the largest set is adequate; we like to collect all
configurations which are part of some infinite path and not just of one particular.
Furthermore S = () is a trivial but little informative solution of (7.2). Combining
(7.1) and (7.2) gives rise to the following definition: For configurations (¢, s) and
reCUXU:

(¢,8) ~ x L (¢,s) Sz Vv ((¢,s) € SNz =00) . (7.3)

Relation ‘~»’ captures both, finite and infinite paths; finite paths are obtained
from ‘%’ and infinite paths are such which start in a configuration contained in
S, the latter is made explicit by letting them “reach” oco. (Note that relation ‘~»’
is generally not univalent, i.e. more than one outcome might be possible for a
given initial state.)

A relation in the shape of ‘~»’ is precisely what we strive for, it capturing both,
finite and infinite paths. Furthermore it is an easy exercise to show that ‘~’ is
also a solution of (7.1). Since this is an important and, moreover, a very useful
observation it deserves an own quotable number.

Lemma 7.1.1 (Make a step).
(¢,8)~ax <= (¢,8) > Vv 3Ad,s": (¢,8) = (d,s'): (,s)~=x

2 As ‘=’ is a relation one can also express the transitive closure of ‘=’ by uX(— U — X) where
sequential composition, denoted by juxtaposition here, of inhomogeneous relations — like ‘—’ — is
defined as done in Sect. 5.1.

% Similarly, the set of all vertices lying on an infinite path corresponds to the relational vector v X (— X).
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Proof. The details are left to the reader, just unroll the definitions and shunt the
parts accordingly.
|
As we have seen, the weakest solution of (7.1) yields the transitive closure of
‘—’” which disregards infinite paths. From a semantical point of view this defini-
tion is angelic because the possibility of divergence is neglected in the sense that
whenever an initial state might give rise to a diverging computation one does not
care about this particular outcome and focuses on finitely reachable outcomes
which, seen from this perspective, are actually of more interest (this corresponds
to partial correctness). Let us therefore have a look at the greatest solution of
(7.1). Obviously infinite paths are contained but the problem we are faced with
is the following. Suppose there exists an infinite path starting in (¢, s) such that
(¢, s) ~ oo. In particular this infinite path can be used to show that

ad, s (e,8) = (d,s'): (d,s')~ o,
and this for all for o € X' U 2! In the very end, (¢, s) ~ o holds for all o but this
is not what we like to model. Thus, roughly and relationally speaking, an infinite
path overwrites all information concerning finite paths. Whenever a diverging run
may occur all possible terminating runs are disregarded. From a semantical point
of view this is a demonic definition because divergence is treated as the worst
case that can occur; whenever a computation can diverge it will. In contrary to
the angelic point of view a diverging run will start whenever this is possible and
all finite computations are neglected (this corresponds to total correctness). The
moral of the tale is that ‘~»” — the relation which is of actual interest — is neither
the least nor the greatest solution of (7.1) so it seems necessary to define ‘~»’ the
way it was done. This is not the time and place to foreclose the freedom to talk
about variations of partial and total correctness, in this sense (7.3) is an erratic
definition.

Let us now come to what this section is devoted to: A fixpoint characterization
of wrp. The first step towards this goal is to define the wrp-transformers in this
slightly different scenario where a directly underlying relational semantics is not
at hand. One could, however, derive a relational semantics from the operational
by defining

R(c) = {(s,9) | (¢,;5) ~ 0}

first but we refrain from this notational detour. Instead we define the wrp-
transformers directly — but equivalently — as follows: For a set A C (2 of irregular
outcomes to be accepted, a control-flow component ¢ € C, a predicate 1) € Pred
and a state s:*
4 This presentation is mostly due to “historic” reasons but it also has some more notational and

calculational advantages. One can equivalently and customary define

s € wrpy.c.yp &L o (¢,8)~0o: ceEPUA
in particular we specify

def,

=((c,8) ~» N\ A) < Vw: (¢,8)~»w: weA.
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sewrpctd & (e, s)~ R\ A)A (Vs 1 (c,8)~ 't s € .

Again, a state satisfies the weakest relative precondition of ¢ w.r.t. ¢» and A
if no path starting in (¢, s) ends in a vertex representing an erroneous outcome
contained in 2\ A (note that, by definition (7.3), paths representing diverging
computations “reach” oo) and if all regular states which a reachable via a path
starting in (¢, s) satisfy the postcondition .

One of the basic properties of ‘~»’ and the graph-oriented view is the following.
Consider a configuration (¢, s) such that s satisfies wrp 4.c.1), i.e. all paths starting
in (¢, s) lead to vertices satisfying the postcondition resp. to be accepted. Then we
can decompose each of those paths into a first single step and a remaining path
and we can be sure that each of these vertices reachable in one step enjoys this
property again (for its own control-flow component and an accordingly modified
state). The converse is also valid and, more formally, this property is formulated
as follows.

Lemma 7.1.2 (Unroll wrp).
S EWIpy.cp <=
=((c,s) = 2\ A) A
(Vs': (¢,8) = s s €)A
Ve, s (¢,8) = (¢, s"): s €wrpy.c)

Proof.

5 € Wrpy.c.y)

= {Definition of wrp}
“((c,s) ~ 2\ A) A (Vs': (¢,8)~ s & €)

= {Make a step (Lemma 7.1.1) and distribute}
=((e,s) > 2\ A) A
Ve, s": (¢,8) = (¢, s"): =((c,s)~ 2\ A)) A
(Vs": ((¢,s) = s") v (3,8 : (¢,8) = (d,s): (d,s)~$§"):

s" € 1))
= {Splitting the range and 3-introduction}

=((c,s) = 2\ A) A

(V) s": (¢,8) = (¢,s"): =((c,s)~ 2\ A)) A

(Vs": (¢,8) = §": s" €y)A

(Vs 8" (e,8) = (YN () 8) ~ §": " €)
= {Unnesting}

=((c,s) = 2\ A) A

(V) s": (e,8) = (¢, s"): =((c,s)~ 2\ A)) A

(Vs": (c,s) =" : s"ey)A

Ve, s": (¢,8) = (d,s"): (Vs": (,s')~ s": §" €q))
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= {V distributes over A}
=((e,s) > 2\ A) A
(Vs": (¢,8) = §": s" €A
Ve, s": (¢,s) = (¢, ) :
S((d, 8" )~ 2\ A) A (V" (d,8) ~s§": " e))
— {Definition of wrp and renaming a dummy}
=((e,s) > 2\ A) A
(Vs': (¢,8) = s s"€)A
Ve, s": (¢,8) = (d,s"): & ewrpy.dyp
O
Lemma 7.1.2 is nice because it shows an iterated occurrence of wrp; this suggests

to define a function in such ways that wrp becomes a fixpoint of it. First of all we
make the technical observation that the wrp-transformer is of type

T 92, (Cy — PTrans) .
Then we define
De(T—T)

which is, for a “transformer” f € T, a set of outcomes A C {2, a control-flow
component ¢ € (', a predicate 1) € Pred and states s € X, defined as follows.

seD.fAcy PEN

—((e,5) = 2\ A)A
(Vs': (¢,5) = s s €)A
Ve, s": (¢,8) = (¢,8): € f.ACAY)

Now, in fact, it is easy to see that the transformer wrp € T is a fixpoint of D, just
replace f by wrp in D’s definition (7.4) and apply Lemma 7.1.2 (note that wrp ,.c
is a condensed denotation for wrp.A.c). This observation is part of what we are
looking for so it is worth a theorem.

(7.4)

Theorem 7.1.1 (wrp ¢s a fixpoint of D).
D.wrp = wrp

The set (I' — T') is a complete lattice and the function D is obviously mono-
tonic. Hence, by the fixpoint theorem of Knaster and Tarski we could have con-
cluded the existence of fixpoints without even knowing them explicitly instead of
finding a solution in a constructive way. Furthermore, the fixpoint theorem states
that D has a least and a greatest fixpoint and the question to be discussed now
is which of the two extreme instances is adequate depending on the arguments.
Operationally speaking, one has to distinguish the cases whether infinite paths
are tolerated or not; spoken in terms of relative correctness one has to respect
whether divergence is to be accepted or not, i.e co € A or co ¢ A.
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We start with a variation of partial correctness so assume oo € A. To prove
wrp 4.c.®) = vD.A.c.ip we consider an arbitrary fixpoint f of D, i.e. f € T with
D.f = f. We can show that f is less than wrp w.r.t. the order on 7" so the claim
follows because wrp is a fixpoint of D which is greater than or equal to any other.?
To show f.A.c.ip C wrp,.c.tp we take an initial state s € f.A.c.tp. The claim is
s € wrpy.cap, ie. Vo : (¢,8) ~ o : o € 1pUA, and we thus choose an arbitrary
o with (¢, s) ~ 0. Note that we are done if 0 = oo because we accept divergence
here, oo € A. Therefore, it suffices to consider finitely reachable outcomes only,
and consequently the overall claim s € f.A.c.y = s € wrp,.c.¢) can be shown
by induction on finite paths in the following way. We like to prove

VneN¢s: se fAcy: (Yo: (¢,8) 5" o: c€pUA) , (7.5)
by induction on n where (¢,s) —" o denotes a finite path of length n from
configuration (¢, s) to outcome o.

Base case: Take some arbitrary ¢, s and assume s € f.A.c.yp. As D.f = f we have
s € D.f.A.c.ip and thus particularly
=((e,8) > 2\ A)A(Vs' 1 (¢,8) = s s €)
= {Conventions and V distributes over A}
Vo: (¢,s) 20: c€eypUA .
Induction step: Assume the claim (7.5) to hold for all ¢, s and an arbitrary but
fixed n. Now take some c and s and observe that

se fAcv

= {D.f = [, definition of D, forget about the first conjuncts}
Ve, s": (¢,8) = (d,s"): & € f.AC )

= {Induction hypothesis}
Vs (e,8) = (d,s'): (Vo (d,s') =" 0o: o€y UA)

= {Combine the paths}

Vo: (c,8) =" o: ceypUA
which completes the proof of
Theorem 7.1.2 (Choose v for co € A). If oo € A then
wrp, = vD.A .

The greatest fixpoint of D is the adequate one if we tolerate divergence, just as
expected. By symmetry we conjecture the least one to be appropriate if divergence
is to be rejected and this is proved as follows.

Again, consider another fixpoint f of D, i.e. D.f = f, and assume that oo ¢ A.
This time we start to shuffle the components:

% The fixpoint-theorem of Knaster and Tarski particularly says that the set of fixpoints of a monotonic
function on a complete lattice forms also a complete lattice so this conclusion makes sense.
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wrp4.c.p C f.A.cy
{Set-inclusion and definition of wrp}

Vs: =((e,8) ~ Q\NA)AN VS 1 (¢,8)~ s s"€): se f.Ac
{oo ¢ A}

Vs: =((c,s) ~ 2\ (AU {o0})) A
=((¢, s) ~ 00) A
(Vs': (¢,8)~ 8" s e)):
s € fAcv
{Trading the range twice}
Vs: =((c,s) ~ 2\ (AU {o0})) A
(Vs': (¢,8)~ s s €e)A
s¢ fAc:
(¢,8) ~ 00

{See definition below}
Vs: Ple,s): (¢,8)~ 00,

where we define a “path-predicate” P(c, s) by

def

P(c,s) <=
(e, 8) ~ 2\ (AU {oo})) A
(Vs': (¢,8)~ s s e)A
s¢ fAcy .

Vocalized, the goal can be achieved by constructing an infinite (or finite) path
to oo starting in (¢, s) under the assumption that P(c, s) holds. This is shown as

follows.

—

P(c, s)
{Definition of P, D.f = f}
~((c,8) ~ 2\ (AU {oo})) A
(Vs': (¢,8)~ s s"€)A
s¢ D.f.Aca)
{Definition of D}
~((e;8) ~ 2\ (AU {oo})) A
Vs': (¢,8)~ 8" s €) A
((e,s) = 2\ A)V
(3s": (¢,8) > : ¢V
(3, s (¢,8) = (,8) 6" ¢ f.ALY))
{Distribute the first disjunct;
if =((¢,s) ~ 2\ (AU{o0})) and ((¢,s) = 2\ A)
then ((c, s) = o) follows}
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((¢,s8) = o0) V
(=((c;8) ~ 2\ (AU {oo})) A
Vs': (¢,8)~ s s e)A
ds": (¢,8) =" ) Vv
A, 8" (¢,8) = (¢, 8) 18" ¢ fLACY)))
- {Distribute the last but one disjunct which
contradicts (Vs': (¢,s) ~ s': s € )}
((e,5) = 00) V
(~((e;8) ~ 2\ (AU {oo})) A
(Vs': (¢,8)~ 8" s €)A
(3, s": (¢,s) = (¢,s'):s" & f.ACY))
— {“Make a step” (Lemma 7.1.1) and forget about some
conjuncts, then choose “best of both worlds”}
((e,5) = o0) V
(3, 8" (¢,8) = (¢, s"): =((d,s") ~ 2\ (AU {o0})) A
(Vs": (d,s')~s": " ed) A
s' ¢ f.AC )
= {Definition of P}
((e,5) = 00) V
(3, s": (¢,8) = (d,s"): P(d,s"))
Thus, assuming P(c, s) to hold lets us conclude the existence of a (finite) one-
step computation from (¢, s) to oo which particularly implies (¢, s) ~ oo or the
existence of a successive configuration (¢, s’) satisfying P again. Following these
successive configurations lets us construct a — finite or infinite — path to oo anyhow
so (¢, s) ~ oo holds as required.

Here it was shown that wrp is a fixpoint of D which is less than or equal to
any fixpoint of D, consequently it is the least fixpoint.

Theorem 7.1.3 (Choose p for oo ¢ A). If oo ¢ A then
wrp, = pD.A .

This theorem closes the intermezzo on fixpoints in connection with weakest
preconditions and we will benefit from these insights many a time, both directly
and inspirationally. Though the results presented here cannot always be directly
applied they should nevertheless be understood as a justification for the following
rule-of-thumb suited to weakest preconditions.

“Choose the greatest fizpoint if co € A and the least otherwise.”
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7.2 Preparations and Notations

As mentioned before we focus on the control flow aspects of program execution.
In particular, we refrain from going into details of (Boolean) expression evalua-
tion and the treatment of data in general. However, since realistic programming
languages obviously handle with data — this is what they are basically intended
to do — the present section is devoted to a brief introduction to our more abstract
view on data, to the ways we assume evaluations of (Boolean) expressions to be
performed and also to some helpful notational sugar.

For the remainder we suppose given three additional sets of syntactic objects:
a set Var of variables x, a set Fxpr of expressions e, and a set BExpr of Boolean
expressions b. We do not care about the concrete structure, i.e. the syntax, of the
latter two because this entails going into details of their evaluation what we want
to avoid. Instead, we assume given two abstract evaluation functions,

Ele) e (¥ — (Valu ) and B(b) e (¥ — (BUR)) ,

which act as oracles and yield either the values of (Boolean) expressions or er-
roneous outcomes, and this in some — unknown and uninteresting — ways. Here,
Val is supposed to be the value-set of variables, and B = {tt, ff} represents the
truth-values. Intuitively, results B(b)(s) € {2 and £(e)(s) € {2 represent failures
during the evaluation of (Boolean) expressions which are assumed to propagate
on the state-level. Note that evaluations may even diverge. We already mentioned
that this is reasonable in the sense that these evaluation functions may run forever
if they are to be implemented in a later stage.

In the sequel, states are valuations of variables, i.e. X = (Var — Val). As
usual, s{x — v} denotes a variation, i.e. an update of variable x’s value in state
s to v, more technically,

v ifr=y

ool = {0 RS

Obviously, a variation is a commutative operation for distinct variables, i.e.

(7.6)

s{fr»oH{y— w} = s{y— wi{r— v}
if x # y. On the other side, 1]e/x], defined by
s € Yle/x] LN s{z— E(e)(s)} €

denotes a substitution of e (better, e’s value) for z in predicate ¢ (notice that the
substitution is only defined if £(e)(s) € Val). Due to the pointwise definition it is
clear that a substitution is universally junctive, i.e. both universally disjunctive
and universally conjunctive (in the predicate calculus setting of [18] the converse
is also true: A function is a substitution if it is universally junctive, see [9]). Note
that, in our setting, a substitution is a semantic operation on predicates rather
than a syntactic operation on expressions. If, however, a “syntactical substitution”
of expression e for variable x in expression f is of interest, e.g. denoted by f(e/x),
its value can be defined by

E(fle/a))(s) & E(f)(s{z s E)(s)}) (7.7)
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for states s with £(e)(s) € Val. A well-known law remains valid: Two succes-
sive semantical substitutions equal one semantical substitution of a syntactical
substitution in the sense that

Vle/z][f/z] = dle(f/x)/] . (7.8)

In order to deal with partially defined expressions and for the sake of read-

ability we assume special types of basic predicates. As evaluation of (Boolean)

expressions may fail and because relative correctness is concerned with regular

results and erroneous outcomes to be accepted the following predicates collect the

corresponding states. They are, for (Boolean) expressions b and e and for A C (2,
defined as follows:

def(e) ¥ {s]|E(e)(s) € Val} ,
inae) = {s]E(e)s) €A},
def(d) ' {s|B(b)(s) €B} , and
ing(b) L {s|Bb)(s) e A} .

Their meaning should be intuitively clear: def(e) resp. in4(e), for instance, is the
set of states in which evaluation of e yields a regular result resp. an irregular
outcome that is to be accepted. Semantical guards are based on the following two
predicates which contain states satisfying a condition resp. not:

b=tt) % {s|BO)(s)=tt}, and

b=1) L {s|BOb)(s) =} .

Note that the evaluation of (Boolean) expressions can yield erroneous outcomes
whereas the corresponding predicates cannot. By this the underlying logic of pred-
icates we are reasoning in becomes total.

The predicates mentioned so far are concrete and due to their suggestive names
more intuitive instances of two more general predicates. For a set of outcomes
O C Y U {2 and an expression e we define

ino(e) & {s|&(s) e O} (7.9)

and analogously ing(b) for Boolean expressions b.

These basic predicates give rise to some necessary or at least useful predicate
transformers which semantically model some typical commands of imperative pro-
gramming languages. By example let us consider an assignment, say “x := ¢e”.
Operationally speaking, the semantics of an assignment is as follows. Firstly, the
expression e is evaluated in some ways in some state s, in our scenario this evalua-
tion is modeled by application of the evaluation function £ to e and s. If evaluation
delivers a regular result it is assigned to x, i.e. state s is varied accordingly. If eval-
uation of e fails and yields an erroneous outcome w the acceptance of this failure
depends on whether w € A or not. Hence, the predicate transformer modeling this
assignment is given by

def

(x:=a€).1p = inale) U (def(e) Nele/z]) ,
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note that the guard def(e) guarantees that the substitution is well-defined. An-
other widely used command is the conditional, say guarded by b with branches P
and ) where the latter are supposed to be weakest relative precondition predicate
transformers. Operationally, the guard b is evaluated in some given state, and if
evaluation terminates regularly yielding tt resp. ff the corresponding branch P
resp. () is chosen. Again, evaluation of b may also yield erroneous outcomes such
that the semantical conditional we are interested in is given by
def

(P<b/A> Q) = ina(b) U (b=tt)NnPay) U (b=1f)NQ.Y) .
The below law is well known from the refinement calculus: Sequential composition
from the right distributes over conditionals.

Lemma 7.2.1 (Distribute conditional).
(PQb/A>Q); R = (P;R)<Qb/A> (Q; R)
O

Yet another definition is appropriate here. The semantics of a while-loop can be
nicely defined by means of a function W, p : PTrans — PTrans which is defined
by

Wor(X) € (P X)<b/A>Id | (7.10)

where P is again supposed to be a weakest relative precondition transformer (and
where A will be clear from the context). Operationally, a loop with body 7 is
unrolled as long as the guard holds. Semantically spoken, in terms of predicate
transformers, this reflects in taking an adequate — and we will see what this means
in a while or may even obey the rule-of-thumb right now — fixpoint of Wy wrp , .-

7.3 An Abstract Assembly Language

The language defined in this section is intended to capture the essence of flat and
unstructured assembly code. In this, our main interest is a realistic treatment of
control structures. Therefore, labels [ € Lab are used to mark the destination
of jump instructions as common in assembly languages. In order to keep things
manageable, the language works on a state space with named variables and we
provide instructions embodying entire (Boolean) expressions: asg(z, e) and cj(b, [).
Such instructions should be thought to be “macros” representing a sequence of
more concrete assembly instructions; one can easily imagine that an assignment is
a collection of load-, store- and arithmetic-operations on a real machine and like-
wise is a conditional jump. A language of this kind might be used as a stepping
stone on the way down to actual binary machine code, and indeed the presented
language here is almost an abstract view on an existing assembly language which
is the Transputer-code in this case.® Moreover, the presented machine language is
5 Though the assembly language considered here looks rather artificial, in particular its semantics, it

can be kept for a more handy representation of real assembly code. The appendix is concerned with

a justification that it is — in principle — possible to elaborate increasingly more abstract views on

the Transputer such that finally a language and semantics similar to the one presented here can be
derived.
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slightly more realistic than common — what abstract views like ours typically con-
cerns — because it is assumed to run on finite machines. In the present scenario this
expresses in stack-overflow errors that may spontaneously arise whenever a return-
address is pushed onto the return-stack. The possibility of resource-violation is
modeled by non-determinism because otherwise the actual memory size and its
current utilization must be taken into account which obviously would complicate
the definitions, and relative correctness is intended to feature elegance.

7.3.1 Syntax

The set Instr consists of instructions of the following form. There is

— asg(z, e): an assignment instruction,

—¢j(b,1): a conditional jump (on false) to label [,
— jsr(1): a subroutine jump to label [, and

—ret: a return jump.

We write goto(() as a short hand notation for cj(false,[). It represents an uncon-
ditional jump.

An assembly (or machine) program m is a finite sequence consisting of instruc-
tions and labels where we assume unique labeling. Concatenation of programs is
denoted by an infix dot ‘> and m; denotes the ith component, i.e. an instruction
or a label, in the machine program m =my -...-m; -...-m,. More formally, the
set of assembly (or machine) programs is given by

mMp < {m € (InstrU Lab)* | Vi,j : m; =m; € Lab: i=j} ,
and ¢ denotes the empty string, in particular € is an assembly program. In a pro-
gram m, the occurrences of labels inside ¢j and jsr instructions are called applied,
the other occurrences are called defining; note that defining occurrences of labels
are unique. A program m is called closed if every label that has an applied occur-
rence in m also has a defining occurrence. The set of closed machine programs is
denoted by CMP, i.e.

cmMp & {m € MP | m is closed} .

Here is an example of a closed program computing the factorial of x leaving the
result in y.”

asg(y, 1) - Loop - ¢j(x # 0,End) - asg(y, x * y) - asg(x,x — 1) - goto(Loop) - End

" For the sake of comprehension we mention that this program is just a technically more manageable
denotation of the program

asg(y, 1)
Loop cj(x # 0,End)
asg(y,x *y)
asg(x,x — 1)
goto(Loop)
End

which is a presentation each computer scientist should be familiar with and which exactly yields the
one above if it is read line by line added by separating dots.
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7.3.2 Basic operational semantics

A processor executing a machine program will typically use an instruction pointer
that points to the next instruction to be executed at any given moment. For the
reasoning about assembly code in a more algebraic fashion, however, it is more
convenient to represent the current control point in a more symbolic manner:
We partition the executed program m into two parts u,v such that m = wu -
v and that the next instruction to be executed is just the first instruction of
v. Progress of execution can be nicely expressed by partitioning the same code
sequence differently. The set PMP of partitioned machine programs contains the
formal representations of programs together with an instruction pointer:
PMP < {(u,v) |u-v e CMP} .
The partitioned program (u,v) € PMP, for example, where

u = asg(y,1)-Loop-cj(x # 0,End) - asg(y,x *y) - asg(x,x — 1)
and
v = goto(Loop) - End

represents the above factorial program just after an iteration of the body and just
before the back-jump to the beginning of the loop.

Similarly, we prefer to work with a symbolic representation of the stack of
return addresses; such a stack is necessary to execute jump-subroutine and return
instructions. The idea is to use a stack of partitioned code sequences (modeled by
a member of PMP*) instead of a stack of (absolute) addresses. More precisely, at
execution time each element of the PMP*-stack represents the same program, i.e.
the program in question, only the positions of the separating commas — marking
the instructions to be executed just after the return — differ.

The basic semantics of the abstract assembly language is an operational se-
mantics built around the ideas just described. It works on configurations of the
form (u,v, a, s), where (u,v) € PMP models the current control point (u- v is the
present program and the first instruction of v is to be executed next), a € PMP*
is the symbolic representation of the return stack, and s € X is the current state.
Thus,

Tur < {(u,v,a,s) | (u,v) € PMPAa € PMP*As € 5}

is the set of reqular configurations of the assembly language. In order to treat
error situations, we use the members of (2 as irreqular configurations and, of
course, states s € X represent the results of regular terminating computations
which could be called final configurations. Table 7.1 defines the transition relation
— C I'yp X (I'yp U X U ) of an abstract machine executing assembly programs.

Let us consider the rules in more detail. [Asgl] is concerned with the execu-
tion of asg(x,e). If e evaluates without error to a value in the current state s the
machine changes the value of = accordingly — the new state is s{z — E£(e)(s)}
— and transfers control to the subsequent instruction. This is nicely modeled by
moving the asg(z, e) instruction from the start of the v component to the end of
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E(e)(s) € Val

[Asel] (u,asg(z,€) - v,a,s) = (u-asg(z,e),v,a,s{z — £(e)(s)})
E(e)(s) € 2

[Asg2] (u, asg(z,e) - v,a,s)y = E(e)(s)

il B(b)(s) = tt

(u,cj(b,1) - v,a,s) = (u-cj(b,l),v,a,s)
Bb)(s) =ff, u-cjb,l)-v=x-1-y
(u, cj(b,1) - v,a,s) = (x,l-y,a,s)
B(b)(s) € 2
(u, cj(b,1) - v,a,s) = B(b)(s)

[Ci2]

w-jsr(l)-v=x-1-y
(uyjsr(l) v, a, 5) - (m:l Y, a- (u -jSF(l),U), 5)

[Jsr2] (u,jsr(l) - v,a, sy — “StackOverflow”
[Retl] (u,ret-v,a-(z,y),s) = (z,y,a,s)
[Ret2] (u,ret-v,e,s) — “EmptyStack”
[Label] (u,l-v,a,s) = (u-l,v,a,s)

[Stop] (u,e,a,s) — s

Table 7.1. Operational semantics of the assembly language.

the u component. [Asg2] applies if evaluation of e fails in the current state; in this
case the failure value £(e)(s) is just propagated. [Cjl] describes that a conditional
jump cj(b, 1) is not taken if b evaluates to tt in the current state: In this case
control is simply transferred to the subsequent instruction. If b evaluates to ff,
rule [Cj2] applies and the control is transferred to label [, the position of which is
determined by the premise u-cj(b,[)-v = x-1-y, and finally [CJ3] propagates errors
resulting from evaluation of b. [Jsrl] is concerned with a subroutine jump to label
[. Similarly to rule [Cj2], control is transferred to label [. However, the machine
also has to store the return address. This is modeled by (u - jsr(l), v) being pushed
onto the symbolically modeled return stack a. If execution subsequently reaches
a ret instruction, execution of (u - jsr(l),v) is resumed as specified by [Retl]. A
processor with finite memory will not always be able to stack a return address
when executing a jsr instruction. We model this by rule [Jsr2| that allows the ma-
chine to spontaneously report “StackOverflow”. Of course, in an actual processor
the choice between regular stacking and overflow will be mutually exclusive and
not just non-deterministic as in our model. This could be modeled by furnishing
[Jsr2] by a premise StackFull and [Jsrl] by a premise —StackFull, where StackFull
is a (complicated) condition depending on the current state of the machine. How-
ever, such a more concrete model serves no purpose for the present scenario which
is primary intended to show the elegance of wrp-based reasoning. Finally, [Ret2]
reports an error if a ret instruction is executed on an empty return stack, [Label]
allows to skip labels and, for technical reasons, [Stop] propagates the resulting
state if nothing is left to execute, i.e. € plays the role of a halt-command in this
case.
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The evaluation of m in state s starts in the initial configuration (g, m, ¢, s), i.e.
with the first instruction of m and with an empty stack. Execution terminates
regularly in state s’ if a configuration of the form (u, £, a, s') is reached such that
[Stop| applies; other possible outcomes from s are reachable irregular- (error-)
configurations w and also oo if there is an infinite sequence of transitions starting
in (¢,m,e,s). Note that oo is also a reachable error configuration due to the
definition of the evaluation functions £ and B which model concrete evaluations
that may spontaneously diverge.

7.3.3 wrp-semantics of the assembly language

The operational semantics just given should be kept for the ultimative reference:
The basic description of the language which is firstly the most precise, clear and
transparent definition and secondly very close to what the user has in mind and
understands. For reasoning and, in particular, verification purposes, however, this
description is far too granular. Each proof on this level will be clumsy and error
prone just because of the step-wise definition. Thus, as motivated before, we are
going to abstract from the basic operational semantics towards a more tractable
but even rich predicate transformer semantics in terms of wrp. Of course, since the
language considered here has no structure itself we can hardly expect structured
rules concerning single commands. Nevertheless we like to elaborate sufficient
rules for commands in some context that allow to reason about the behavior of
programs on an abstract level.

To stress the problems one is faced with we present the general proceeding and
start naively. Based on the intuition given above, for each program m € CMP a
relational semantics R(m) could be defined by

R(m) = {(s,0) | (e,m,e,s) ~ o} ,

where ‘~»” denotes the path-oriented relation capturing finite and infinite compu-
tations from Sect. 7.1. Relation R(m) itself would give rise to a family of predicate
transformers wrp ,.m. Although totally well-defined, there is, however, a problem
associated to reasoning with wrp,.m: It is known only with reference to the op-
erational semantics. Thus, if we want to prove something about a program m,
e.g. that it implements a source program 7, we are forced to reason on base of
the operational semantics. While the operational semantics provides a clear and
transparent description of the semantics of assembly code (we strongly hope the
reader can appreciate this), it is rather clumsy for reasoning purposes and we
would prefer to reason on a more abstract level. The idea would be to derive
sufficiently strong laws about wrp,.m from the operational semantics first; after-
wards we would use just these laws in our reasoning without a direct access to the
operational semantics.

Unfortunately, this approach fails for wrp,.m: Only very weak laws can be
established. The main problem is that the behavior of jump and jump-subroutine
instructions cannot be adequately described without having context information
available. We, therefore, work with a semantics of machine programs that takes
the sequential context as well as the stack context into account.
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We define, for (u,v) € PMP and a € PMP",

R(u,v,0) & {(s,0) | (u,v,a,s)~ o} ,

which looks quite similar to the relational semantics given above but which has
the advantage that it allows to reason about isolated instructions in an arbitrary
context whereas the one above only considers entire programs; the resulting wrp-
rules are more generally applicable.

Again, this definition induces a family of predicate transformers, namely
wrp 4.(u,v,a), and it is this family that we are using in our reasoning. We can,
however, define resp. regain

R(m) of R(e,m,e) and wrp,.m of wrp4.(g,m, ) ,

but as just mentioned this degenerates to a more readable notation without
any further use.

Now, it is time to benefit from the observations made in Sect. 7.1. The op-
erational semantics ‘—’ of the assembly language given above is exactly in the
shape of the transition relation which gave rise to the fixpoint-characterization
of the wrp-transformers. Here, (u, v, a) is the control-flow component and s is the
state component. Instead of deriving the aspired laws about wrp,.(u, v, a) from
the relational level they can be obtained from simpler fixpoint reasoning, from
fixpoint unrolling to be precise. For assignments this yields

s € wrpy.(u,asg(x,e) - v,a).¢)
{wrp is a fixpoint of D (Theorem 7.1.1)}
s € D.wrp.A.(u,asg(z,e) - v, a).¢
= {Definition of D}
—((u, asg(z,€) - v,a,s) — 2\ A) A
(Vs': (u,asg(z,e) -v,a,s) = s : s €y) A
(

!

V(u',v' d', 8"y 0 (u,asg(z,e) v, a,s) = (U 0 d,s)
s e wrpy.(u', v, a").)

= {Operational Semantics (Table 7.1) and some logic}

Ele)(s) e A Vv

(E(e)(s) € Y Ns{z—E(e)(s)} € wrpy.(u-asg(z,e),v,a).1)
= {Substitution}

Ele)(s) e A Vv

(E(e)(s) € Y N s e (wrpy.(u-asg(z,e),v,a).)[e/x])
= {Basic predicates

and assignment predicate transformer}

s € (z:=a¢€)(wrpy.(u-asg(z,e),v,a).)

= {Composition of predicate transformers}

s€((x:=a€);wrpy.(u-asg(z,e),v,a) )y ,
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which proves

Lemma 7.3.1 (Asg-wrp).

wrp4.(u,asg(x,e) -v,a) = (z:=4€);wrpy.(u-asg(z,e),v,a) )

The other instructions allow similar calculations though some of them seem to
be more complicated. Let us therefore have a look at, e.g., the conditional jump.
Here, the little calculation

s € wrp.(u,cj(b,l) - v,a).9

= {wrp is a fixpoint of D (Theorem 7.1.1)}
s € D.wrp.A.(u,cj(n,l)-v,a).¢
= {Definition of D}

=((u,cj(b, 1) - v,a,s) = 2\ A) A
(Vs": (u,cj(b,l) - v,a,s) = s : s €) A
(V(u', o', d, 8"y (u,cj(b,l) - v,a,s) — (u',v',d, s :
s e wrpy.(u', 0, a").)
= {Operational Semantics (Table 7.1), some logic,
assume u - cj(b,l) -v=x-1 -y}
B(b)(s) € A Vv
(B(b)(s) =ttAs € wrp,(u-cj(bl),v,a).y) V
(B(b)(s) =ff As ewrpy(x,l-y,a).4)
= {Notational conventions from Sect. 7.2}
s € (wrpy.(u-cj(b,l),v,a) <b/A> wrp,.(z,l-y,a)).9 ,

proves
Lemma 7.3.2 (Cj-wrp). If u-cj(b,l)-v=x-1y, then
erA'(U’J Cj(b7 l) v, CL) = erA(u ' Cj(ba l)a v, CL) < b/A > erA('Z‘J L Y, CL) .

The behavior of the other instructions can be described by means of similar
laws which are collected in Table 7.2. These laws allow algebraic calculations with
wrp 4. The benefit over operational reasoning is that there is no longer an explicit
state argument and that we can take advantage from the fact that ‘>’ is an
order. These laws still allow to perform a kind of symbolic execution of assembly
programs but on a more abstract, i.e. state-free, level and it is noteworthy that
each law directly corresponds to a correctness property.

All these laws can be strengthened to equalities as wrp is a fixpoint of D, see the
proofs of Lemmas 7.3.1 and 7.3.2. We state them as inequalities in order to stress
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[Asg-wrp] wrp 4 .(u, asg(z,e) - v,a) >
(x:=ac¢€);wrpy.(u-asg(z,e),v,a)
[Ciwrp]  wip (1, Gi(B, 1) - v,0) >
wrp 4.(u - cj(b,1),v,a) <b/AD>wrp,.(z,l-y,a) ,
ifu-cjb,l) - v=z-1-y

[Goto-wrp] wrp 4.(u, goto(l) - v,a) > wrp,.(z,l-y,a) ,
ifu-goto(l)-v=x-1-y
[Jsr-wrp] wrp 4. (u,jsr(l) - v,a) > wrp4.(z,1 - y,a- (u-jsr(l),v)) ,
ifu-jsr(l)-v==x-1-y and “StackOverflow” € A
[Ret-wrp] wrp4.(u,ret - v,a - (z,y)) > wrpy.(z,y,a)
[Label-wrp] wrp 4.(u,l-v,a) > wrpy.(u-1,v,a)
[Term-wrp] wrp4.(u,e,a) > Id

Table 7.2. wrp-laws for the assembly language.

that just one direction is needed in the following.® If, however, [Jsr1] and [Jsr2] are
furnished with a condition StackFull as discussed above, the refinement inequality
stated in [Jsr-wrp| becomes proper because execution of jsr on the left hand side
would definitely lead to the acceptable error “StackOverflow” if StackFull holds.
Therefore, the predicate transformer on the left hand side would succeed for all
states satisfying StackFull, irrespective of the post-condition, while the right hand
side may fail.

Note that the premise “StackOverflow” € A of the law [Jsr-wrp] is essen-
tial. Let us discuss what happens if “StackOverflow” is considered unacceptable
(“StackOverflow” ¢ A). Then we have wrp4.(u, jsr(l) - v,a) = L as a consequence
of [Jsr2]. This means that jsr cannot be used to implement any non-trivial state-
ment. If the more precise operational model with a StackFull predicate is used,
wrp 4.(u, jsr(l) - v,a) is better than L but any non-trivial approximation will in-
volve the StackFull predicate. This would force us to keep track of the storage
requirements when we head for a verified compilation. As the recursion depth of
programs is in general not computable, we could not justify the translation of
arbitrary recursive procedures.

7.4 A Simple High-Level Language

As a prototypic instance of a high-level language we consider the following
WHILE-language with parameterless (i.e. without local parameters) and nested
procedures. Such a language serves as an adequate means to study the very basics
of the control-flow aspects of ALGOL-like programming languages.

8 The derived laws presented in Fig. 7.2 can also be taken for a definition of the instructions’ semantics.
They express, in a refinement-algebraic style, what the instruction are supposed to effect at least and
they leave effects unspecified that are not further documented. In this sense the inequalities are safe
abstractions. This kind of axiomatic semantics for an assembly language is, for instance, the reference
level in [61]. See also the appendix.
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7.4.1 Syntax

We define the set of programs, /I, by the following grammar. In order to dis-
tinguish programs clearly from corresponding semantic predicate transformers we
use an abstract kind of syntax.

m == skip | assign(z,e) | seq(my,ma) | if (b, w1, m2) |
while(b, 7) | call(p) | blk(p, mp, )

In this grammar, x ranges over the variables in Var, b and e over BExpr and Ezpr
respectively, and p over a set ProcName of procedure identifiers.

The command blk(p, 7, ) represents a block in which a (possibly recursive)
local procedure p with body m, is declared. Here, 7, is the body of the block;
it might call p as well as more globally defined procedures. Note that nesting of
procedure declarations and even blockwise re-declaration (introduction of proce-
dures with names which are already in use) is allowed. The presented exposition
straightforwardly generalizes to blocks in which a system of mutually recursive
procedures can be declared instead of just one single procedure (this will be ex-
plained also in the semantics). We refrained from treating this more general case
only as it burdens the notation a bit here and quite a lot in the remainder (when
reasoning about semantics, see below, and translations, see Sect. 8.2) without
bringing more insight. The intuitive semantics of the other commands should be
clear from their name: skip, assignment, sequential composition, conditional, loop
and procedure call.

7.4.2 Basic operational semantics

Again we start with an operational semantics — actually this is a structural op-
erational semantics [71] because it is defined on the structure of programs —

which is based on a transition relation on high-level language configurations,

— C I'y x (I' UXUS). Here, a configuration is of type I'y © PDict x T x X

where PDict denotes the set of stacks of syntactic procedure dictionaries

p € (ProcName RN )

each of which is intuitively intended to relate finitely many, i.e. one in this case,
procedure names to — current — corresponding bodies.

Obviously, a dictionary is needed for describing the semantics of procedure calls.
As nesting and blockwise re-declarations are allowed and on account of being a bit
more flexible we are nevertheless going to use stacks of dictionaries because in so
doing the recipe presented here generalizes also to scenarios in which procedures
are furnished with local parameters. However, we will aim at a so-called static
scoping semantics so let us first of all explain what we intend to model.

Intuitively, for a specific call, not always the youngest declarations in scope
are to be taken but the ones which belong to the smallest block that defines the
considered procedure and which surrounds the particular call in question; this
should become clear in the following little example. Consider, for instance, the
program
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blk(p, 71, (blk(g, call(p), (blk(p, 72, seq(call(q), call(p))))))) -

The actual body of this program is the sequential composition of two procedure
calls. Executing the first, the call of ¢, means to execute ¢’s body and thus the
call of procedure p. Of course — at least this is what is to be modeled — here p is
bound to m; because the smallest block introducing p which surrounds this call
of p is the outermost. Furthermore the interior block, i.e. the one which defines
q, shall be allowed to call at most more globally defined procedures; note that p
was bound to 7y when ¢ was called. If 7 delivers a regular result the computation
should continue with a second call of procedure p. Now, p is bound to 7wy because
here the innermost block is the smallest block introducing p that surrounds this
call of p. The outermost declaration of p is masked behind the re-declaration. In
contrast to this proceeding a so-called dynamic scoping semantics would always
use the current bindings in scope. In the above example this results in a very
different behavior: The first call of p would refer to my because, as just mentioned,
when the call of ¢ is executed the youngest declaration of p is the innermost.

To model static scoping in a purely structural operational semantics, i.e. with-
out usage of any closures in the actual definition, it seems unavoidable to make
all bindings distinguished while the program is executed; actually this resembles
the implementation using so-called frames or activation records in the real world
(see the classic text books). Hence, whenever a blk-command, say blk(p, 7, ), is
to be executed all occurrences of p inside blk(p, 7,, 7) will be replaced by a fresh
identifier, the stack of dictionaries used so far will get a new entry assigning this
fresh identifier to the modified procedure body, and execution continues with the
modified body of the block.

For the sake of accuracy we make the following conventions. Elements of stacks
of dictionaries PDict are ranged over by p, i.e. a bold-face ‘p’. The empty diction-
ary, i.e. the everywhere undefined mapping, is given by @), the empty stack by &.

Concatenation of stacks is denoted by an infix dot, ', and p; € p means that p
contains dictionary p;,i.e. p; € piff p=py-...-p;-.. .- pu. The stack of dictionaries
up to an index ¢ is denoted by p;, i.e. p; = p1 - ... p;. Furthermore, we also write

p € dom(p) if there exists a dictionary p with p € p and p € dom(p). A so-called
fresh identifier must not be used so far, and at execution time no procedure body
introduced before must refer to this fresh identifier. Note that programs may be
non-closed, i.e. there may be calls to procedures that are not introduced until
then, and only more globally declared procedures may be called. Furthermore,
so-called free procedure identifiers must not be wrongly bound because otherwise
calls of an undeclared procedure would have a sensible meaning. To model all this,
we inductively define a binary relation “not used in” nui C ProcName X II as
follows:

p nut skip
p nui assign(z,e) ,
p nui m = p nui while(b, ) ,

p nui ™ Ap nui Ty => p nui seq(my, m)
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pF#qAp nui T Ap nui Ty = p nui blk(g, T, m)
p#q = p nuicall(q) .

Then a procedure identifier p is said to be fresh w.r.t. = iff p nus m and for the
sake of brevity we also say that p is fresh w.r.t. p iff

p ¢ dom(p) A Vpe p:: Vgedom(p):: pnuip(q) ,

note that the second conjunct does not imply the first as there may be procedures
that are never called. In the sequel, stacks of dictionaries p = p; - ... p, will be
distinguished, i.e. all procedure names in dom(p) are pairwisely different and no
procedure body bound by a prefix stack calls a procedure which will be bound
later. This property can be defined by”

Vi: 1<i<n: (Vp€dom(p):: pisfresh wr.t p;_1) ,

where we assume py = (). Note that a distinguished stack p; has the prefix-
property that p; is also distinguished for all j < 7. Consequently, if p is dis-
tinguished and p € dom(p) then there exists a unique dictionary p with p € p
and p € dom(p); this particular dictionary is assumed to have index j,, i.e.
p € dom(p) <= p € dom(p;,). Finally, 7[q/p] denotes a naive substitution or
renaming of p by ¢ in 7, i.e. w[q/p] is the program that completely coincides with
7 except for all occurrences of p inside 7 which are replaced by ¢.*°

The operational semantics is given in Table 7.3 where we assume given a dis-
tinguished stack of dictionaries p. After the preparations above this semantic
description is nearly intuitive and easy to understand, but let us make the follow-
ing remarks. Executing a block blk(p, 7, 7), see the [Blk]-rules, means to execute
the modified body of the block — each occurrence of p inside 7 is replaced by a
fresh identifier — in a context (we avoid the word “environment” here as it will
get a specific meaning soon) where a new entry is pushed onto the current stack
of dictionaries; it assigns the fresh identifier to the modified procedure body in
which again each occurrence of p is replaced by the fresh identifier. As all pro-
cedure names in dom(p) are pairwisely different at execution time, a call of a
procedure p, see the [Call]-clauses, is replaced by the body — note that this body
is a modified one as it entered the dictionary by a blk-command — to which the
current dictionary assigns p; of course only if p is declared, otherwise an accord-
ing error will emerge. Note that this proceeding straightforwardly generalizes to
blocks in which more than just one procedure is introduced; a finite mapping like
{p1 — m1,...,pn — m,} following the construction just mentioned is pushed onto
the stack. The execution of all other commands is straightforward and assumed
to be clear for the average programmer.

9 There are other definitions of “distinguished stacks” in literature but the one presented here comes
close to them and will suffice for our purposes.

10 Readers familiar with these concerns might expect a so-called bound renaming. The operational
semantics given below does not need this strong requirement because each block will be tackled in
isolation using a fresh identifier and a distinguished stack of dictionaries. Therefore, we do not have
to care for prevention from some violations of the bindings here, the sensible choice of fresh identifiers
assures that free occurrences remain free and that bound identifiers refer to the corresponding block.
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Skiv] s = s

E(e)(s) € Val
(p,assign(z,e),s) = s{z+— E(e)(s)}
E(e)(s) € 2
(p,assign(z,e), s) = E(e)(s)
<p7 T1,S8) = <p) 7Ti, Sl)
Seat] o seqtm, ma), 5) = (p,sea(ms, m2), )

)
)
)
)

[Asgl]

[Asg2]

<p) m1,8) = 8
Seq2
[ ] (p: seq(ﬂ'hﬂ'?):s - (p: T2, 5,>

<p7 7T1)S> —w

[Seq3] (p,seq(mi, m2), 8) — w

(Condt) ¢ I
[Cond2] (p. (0, m,(ﬂzgf)f_) (p, 2, 5)
[Conds] if(b,m(,;g))fﬁ B(b)(s)

[While] (p, while(b, ), s) — (p,if(b, seq(m, while(b, )), skip), s)

p’ is fresh w.r.t. p, 7 and 7,

™' [p'/p),

s')

it e o ml ol e 5) = (e {0l ),
(P, b|k(p, 7Tp,7T), S) — (p, b|k(p7 Tp, 7T’), S’)

p’ is fresh w.r.t. p, m and 7

(o' = mlp o]} 7l [0, ) =

[Blk2] (p, blk(p, Tp, 7T)7 S) -0
p € dom(p)

[Calll] (p, call(p), sy — (p, ps, (D), 5)

[Call2] p £ dom(p)

(p, call(p), sy = “ProcUndecl”

Table 7.3. Structural operational semantics of the high-level language.



7.4 A Simple High-Level Language 107

The outcomes of interest are those which are “reachable” from a given config-
uration. A computation 7 starting in initial state s using a stack of dictionaries
p is said to terminate in o € 3 U {2 iff there is a finite sequence

m,8) = ...={p 7. s =0
(p,,s) (p, 7,

and this is denoted by (p, 7, s) % & for short.!! If, otherwise, there is a computa-
tion starting in (p, 7, s) that may reach no regular or irregular outcome in finitely
many steps then 7 is said to diverge, (p, 7, s) —° for short.

In the very end, evaluation of a program 7 starts with the empty dictionary, (),
because otherwise undefined procedures would have a non-trivial meaning. Thus,

initial states s and outcomes o are of interest for which (9, 7,s) = o and/or
(D, 7, s) —.

7.4.3 wrp-semantics of the high-level language

Following the ideas of Sect. 7.3 the next steps look auspicious. As relation ‘—’ is
of appropriate type we feel inspired by (7.3) and specify

(p,m,8)~ 0 L (p.m,s) S oV ((pm,s) =2 A o=o0) .

This relation gives rise to the following definition where stacks of dictionaries are
directly adopted from the operational semantics and taken as superscript.

Definition 7.4.1 (wrp-transformer, dictionary based). We specify the dic-
tionary based wrp-transformer of program 7w w.r.t. A and p by

wrpf.m.1) = {s|Vo: (p,m,s)~c: oc€pUA} .

It is this semantics from which hopefully reasonable and facilitating laws are
to be derived. Unluckily, the achievements would not be very satisfactory because
the procedure mechanism is not adequately handled. The meaning of a procedure
call is given by the meaning of the body but in general the latter is structurally
not smaller than the call itself; execution of the body remains unavoidable in
some sense and thus the semantics of a call is only known with regard to the
entire execution of the program in question. Much more desirable is a strictly
compositional, a denotational semantics that reflects the structure of the language
and which allows to infer program properties from the parts of which it is built.

The usual and common means for defining a compositional denotational se-
mantics for languages with procedures are environments

ne knw & (ProcName — PTrans) ,

intended to map procedure identifiers to (current) meanings of their bodies. What
follows is yet another definition of the wrp-transformer, this time an environment
based. The environment 7 is again taken as superscript and we decided to let

1 Note that the operational semantics relates only configurations which use the same stack.
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brackets play the role of braces in a variation in the sense of (7.6); this is done to
prevent from misunderstandings due to the presence of too many braces and to
distinct variations clearly from stack entries.

Definition 7.4.2 (wrp-transformer, environment based). The environment
based wrp-transformer of program 7 w.r.t. A and 7 is inductively specified by the
following equalities.
wrp’.skip = Id

wrp'j.assign(z,e) = (z:=4e€)

wrp'if (b, 1, m2) = wrp’.m < b/A > wrp'|.my
) = wrph.my ; wrp'i.my
) = )‘Wb,wrplnqu

n _ np—=ABp xp, 4,n]
wrpy.blk(p, 7y, m) = wrpy, LA

wrpy.call(p) = n(p)

Here, the semantics of a loop is defined with aid of function W wepn x, cf. (7.10)
on p. 95, and for blocks one makes use of function By x, 4, € (PTrans — PTrans)
which is defined by

wrp'y.seq(7y, mo

wrp'y.while(b, 7

def
Bpmp,A,n(X) = WFPZPHX}.W,, .

Furthermore, as the rule-of-thumb suggests, A = v if co € A, and A\ = p otherwise.
O

Let us briefly comment on the procedure mechanism which is the most interest-
ing and less common part; the other commands will also be discussed below. The
environment in question is assumed to keep the adequate semantics of each de-
clared procedure identifier (note that undeclared procedures get just any meaning
so comparing this semantics with others only makes sense for particular environ-
ments). If so, the semantics of a call is just given by application of the current
environment. However, this assumption has to be established by block-commands,
e.g. blk(p, m,, 1), the semantics of which is the semantics of the body, 7, using a
modified environment where the newly introduced procedure p get a new binding.
This new environment maps p to the semantics of its own body, m,, where this
new environment is to be used, too, and it leaves all other procedure identifiers
untouched. It is important to note that the environment based semantics uses the
considered program as it is, i.e. no fresh identifiers are introduced and programs
are not renamed. Intuitively this proceeding, which is nicely modeled with the aid
of fixpoints, is quite clear and promises to be correct with regard to the dictionary
based definition but of course this has to be proved.

So far, there is no sensible relation between both definitions because diction-
aries and environments are essentially different objects. Thus, the remainder is
concerned with an equivalence proof, i.e. with a justification that both defini-
tions, Def. 7.4.1 and Def. 7.4.2, coincide for the interesting cases. Operationally
spoken, the outcomes of interest are such which are “reachable” from an initial
state using the empty dictionary, (). If each occurring procedure call refers to a
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declared procedure everything is fine but otherwise the acceptance of the emerging
“ProcUndecl”-error, i.e. the question if s € wrpfj.call(p).1 or not for p ¢ dom(p),
depends on whether “ProcUndecl” € A or not. In the predicate transformer setting
this reflects in choosing an appropriate initial environment 7;,itisy Which is defined
by12

it (p) = T : “ProcUndecl” € A
Mnitial\P) = ) . “procUndecl” ¢ A

for all p € ProcName. Having explained what the “interesting cases” are the
remainder is devoted to the question if

wrpl.m = wrpinitiel

as intended or not, cf. Theorem 7.4.3 at the end of this chapter.

7.4.4 Equivalence of operational and denotational semantics

Before going into details of an actual equivalence proof we start to uncover and
exploit some of the basic properties concerning the dictionary based and the envi-
ronment based wrp-transformers.

Algebraic laws for wrpf. The dictionary based wrp-transformers enjoy some alge-
braic properties which read very similar to the definition of the environment based
wrp-transformer. They will play an important role in a half of the actual equiva-
lence proof so let us collect the needed ones in this paragraph. Luckily, we can ben-
efit from Sect. 7.1 in large amounts. Letting (p, 7) play the role of the control-flow
component, it follows from Theorems 7.1.3 and 7.1.2 that wrp.m = AD.A.(p, )
with A = pif co ¢ A and A = v if oo € A, and it turns out to be worth while to
unroll the fixpoint resp. to argue pointwise a bit. Some precise looks at the opera-
tional semantics presented in Table 7.3 and some careful applications of function
D, cf. (7.4) on p. 89, to AD itself bring to light the following observations where
similarities to Def. 7.4.2 are expected and welcome.

The first laws are rather obvious and a direct consequence of some fixpoint
unrolling and the operational semantics. A skip-command has no effect on states
so in terms of predicate transformers it is represented by the identity, thus

wrpfi.skip = Id .

Assignments evaluate an expression which either fails or succeeds; in the latter
case the state is varied accordingly, i.e.

wrpfl.assign(z.e) = (z:=4¢€) .

Not surprisingly, the weakest relative precondition of a conditional is given by
the weakest relative precondition of the branch that is chosen depending on the
evaluation of the guard yielding tt or £ff. As evaluation of the guard may fail
itself one obtains

wrpfLif (b, 1, m2) = wrpf.m < b/A > wrpf.my .

2 Note that 7initial is defined subject to A.
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The fact that the used stack of dictionaries is distinguished allows a simple oper-
ational step and this transfers to the predicate transformer setting as follows. If
p is distinguished then

wrpfi.call(p) = wrp.p;, (p)
if p € dom(p) and

erfl.call(p) _ {T : “ProcUndecl” € A

1 : “ProcUndecl” ¢ A

otherwise.

For the seqg-command one has to argue differently. The weakest precondition of
a sequential composition equals the weakest precondition of the first component
establishing the weakest precondition of the second, i.e.

wrp”i.seq(my, ma) = wrpf.m ; wrpfmy
but we will only use the inequalities

wrpf.seq(my, ma) > wrpf.my ; wrpf.me
if co ¢ A and

wrp”l.seq(my, ma) < wrpf.m ; wrpfl.my

for the case oo € A. The latter formulas can be shown by some pointwise reasoning
at best. It is advisable to collect some laws about steps and termination similar
to the ones that will be presented in a while. Then, for the first a direct proof
succeeds, and for the second we recommend to prove the contraposition because
in so doing it suffices to focus on finite paths. (To prove the missing inequations
a fixpoint induction on function D — similar to the proof of Lemma 8.2.3 in the
next chapter — added by some auxiliary results is appropriate.) We refrain from a
further discussion as the mentioned equality is rather credible and because most
of the needed rules will come across in similar situations soon.

A likewise reasoning establishes an according law for blk-commands, i.e.

erﬁblk(p) Tp, ﬂ'b) = erz-{p —Tp[p /p]},n_b[pl/p] 7

if p is distinguished and if p' is fresh w.r.t. p, 7, and m,. However, again we will
only use the inequalities

erﬁblk(pa Tp, 7rb) > erﬁ-{p =l /p]}ﬂ'b[p,/p]
in the case oo ¢ A resp.

wrpf.blk(p, m,, mp) < wrpfl'{p S )

if co € A.

Based on the laws concerning seq, if and skip it can be easily shown that
wrpf.while(b, m1) is a fixpoint of W ety but this fact will not be used liter-

ally. It suffices to observe that
wrpf.while(b, m) = wrp’.if (b, seq(m, while(b, 7)), skip)

which is again a direct consequence of fixpoint unrolling and the operational se-
mantics.
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The benefits of fresh identifiers. The operational semantics deals with fresh proce-
dure identifiers and renamed programs when executing blocks. The denotational
semantics on the other side overwrites existing entries and uses the bodies as they
are. Thus, in order to be able to compare both semantics it is advisable to reason
about the effect of fresh variables. The main issues of this paragraph are two re-
naming theorems which are seemingly obvious and well known.'* On account of
being halfway self contained we nevertheless like to prove one of them because all
similar versions we know of do not transfer to our present scenario directly or at
least easily. The second has an operational flavor and fits to common renaming
theorems better so we omit the clumsy proof. (The interested reader is referred
to [42] which considers a most general setting.)

For the sake of comprehension and modularity we begin with the following
little helpers.

Lemma 7.4.1 (Cancel nested variations). For all p, 7, A, n, f:
nlp = fllp = AByranporl = nlp—> ABprag] -

Proof. Obviously, it suffices to consider the involved environments applied to the
identifier p such that it remains to see that

)‘BPJUA;U[PHf] = )\BPJT;AW .

This equality represents two equalities depending on the choice of A, each of which
degenerates to two inequalities. For, e.g., A = v and ‘>’ we may calculate

VBy x anipesf] 2 VBpran

= {Induction rule}
By wamipes 1)V By, am) 2 VBprag

= {Unroll right fixpoint and definition of B}
wrp P WP Bomanl syl Bemanl oo

and in the last line the environments are obviously equal. An analogous calculation
for the three remaining cases completes the proof.
l

The observation below looks sensible but it is not quite in the shape we like to
use it. However, it is the key to the actual renaming theorem.

Lemma 7.4.2 (Renaming Lemma, environment’s view). For all n, A, 7, p,
q, f: If ¢ is fresh w.r.t. 7 then

erzl[pHﬂ.ﬂ = erzl[qHﬂ.w[q/p] :
Proof. It obviously suffices to assume g # p. Then a structural induction is per-
formed. The cases skip and assign(x, e) are clear by definition, and for seq(my, 72)
and if (b, 1, m9) application of the induction hypothesis succeeds. For the loop

13 Recall that we have a slightly different understanding of a renaming; this notion refers to a naive
substitution and not to a bound renaming in the classical sense.
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while(b, 1) a “quadruplicate” application of the structural induction suffices in
the sense that, e.g.,

W, e 11 1, (wrp{7 ) while(b, 71 [q/p]))
= {Defintion of W}
(wrp P s wep 7T while (b, i [q/p])) < b/A > Id
= {Definition of the loop’s semantics, assume oo ¢ A}
(erzl[PHf}_Wl ; MWb,wrp"A[qu].m[q/p]) < b/A > Id
= {Structural hypothesis applied to m; }
(wrpzl[‘ﬁf}_m lq/p] ; qu,erZ[qu]-m[q/p}) J4b/A> Id
= { Defintion of W}
W sl s faf 5 PPV gt s o )
= {Roll the fixpoint}
”Wb,wrpZ[Wf]-m[q/p}
= {Definition of the loop’s semantics, assume oo ¢ A}
wrpl " while (b, 71 [q/p])
which implies

1, ot < wrpt? L while(b, m1[q/p])

b,wrp
and thus the claim for the case co ¢ A and ‘<’. The remaining three cases are
completely analogous. Now suppose 7 = call(r) for an arbitrary r € ProcName. If
r = p then 7[q/p] = call(q) and thus
wrp”P7 11 call(p)
= {Definition}
np — f1(p)
= {Application}

= {Reverse first two steps}

wrph 7 call(q)
In the case r # p we note that also r # ¢ as ¢ is fresh w.r.t. 7. Then

wrp?7 7 call(r)

= {Definition}
nlp = fl(r)

= {p#r#dqg
nlg = fl(r)

= {Definition}

wrph 7 call(r)
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The most interesting case is m = blk(r, 7., m) for an arbitrary r € ProcName and
some programs 7,, m,. Again, note that r # ¢ as ¢ is assumed to be fresh w.r.t.
7. In a first case, r # p,

erZ@Hﬂ.blk(r, Ty Tp)

= {Definition}

erz&”—).ﬂ [r—=AB, T, A TI[P'—>f]}

= {Rearrange variations, r # p}

Nr—=AB, 1. A, —f
erA[ v, Ao FP ]-7Tb

= {Structural hypothesis applied to m,
and n[r = AB,x. Aniposl}

rle[THABT , T, A n[pr]][q’_)f [q/p]

= {See below}

Nr=AB; x.lq/p],4,nla— 1112 f]

wrp, mla/pl
= {Rearrange variations, q # r}

A —
erA[‘Hf][’H By nnla/p),Asnla £1] Tola/p)

= {Definition}
wrp' I blk(r, 7, [a/p], mola/p])

where it remains to justify the last but two step, i.e. actually

ABr oz, Amip—f] = ABrrlo/pl,Amlg—f] -

Again, four cases have to be considered, e.g.,

BBy, Amips ] = 1Br ., la/p), A (g f]
= {Induction rule}

#Br i Ao 2 Brimifapl, At ) (Br e, Al 11)
= {Unroll left fixpoint and definition of B}

erzlhﬂ_)f] [THIJ‘BT‘ T, A r/[pr—>f]] 71_ > erA[q’_)f] [THNBT ,Tr, A n[p»—»f] [q/p]

— {Rearrange variations, ¢ # r # p}
erjﬂ[m—)uBrm—r,A,n[pr]][pr].71-7- Z erA[r’_)“Br ,Tp A n[pb—)f]] ‘I'_}f] [ /p]
where the last line holds by the structural hypothesis applied to 7, and n[r +—
IBy x, Anpp)- In a second case, namely 7 = p, we have

erZF /] blk(p, 7., mp)

= {Definition}

erz&”—’f] [P—AByp 7,4 n[pr]]

= {Cancel nested variation (Lemma 7.4.1)}
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—AB. A
Z[p DT ,n}‘ﬂ.b

= {Structural hypothesis applied to m,, see below}

n(g—ABg A,
[ q r[q/p]An}‘ﬂ.b[

wrp q/p]

= {Reverse first two steps}
wrpyL.blk(q, 7 a/p]. mla/p]) .

where application of the structural hypothesis in the last but one step is admissible
because

)‘BP;WMA;U = )\BII:WT[Q/I’LAW ’

which can be shown following the approved recipe, such that each of those predi-
cate transformers can play the role of f in the structural hypothesis.
l

This renaming lemma suggests that the current environment has to be rea-
sonably varied if programs are renamed. In the actual semantics, however, an
environment is varied by block-commands in a specific way and not arbitrarily.
Therefore, the actual renaming theorem below presents a practically more relevant
criterion.

Theorem 7.4.1 (Renaming Theorem, environment’s view). For all 7, A,
m, T, p, q: If ¢ is fresh w.r.t. m; and m, then

wrpy.blk(p, 71, m2) = wrp’y.blk(p, 71, m2)[q/p] -

Proof. Suppose given 1, A, m, w3, p and ¢ such that ¢ is fresh w.r.t. 7 and .
The case p = ¢ is obvious so let us assume the opposite. The claim is equivalent
to

Np—>ABy 1. 4.0] 1[q—=ABg,x) ¢/, A1)
wrp POy = wrpy ! Talq/p]

and by the Renaming Lemma 7.4.2 this equality holds if
)\BP,WI,AJI = )\B‘I:WI[Q/PLAJI .

Again, this equality represents four inequalities depending on the choice of A and
‘<’ resp. ‘>’. Each of these combinations follows the known proceeding, e.g.,

VBPJTI;AW S VB!I:WI[‘I/PLA;U

= {Induction rule}
VBPJTI;AW S quﬂ-l[q/p]rA’"(VBpaﬂ—laAyn)

= {Unroll left fixpoint and definition of B}
erZ[P'—”’Berl,AJ/}‘WI < erl[qHVBp,n,Aw}-ﬂ'l [Q/p] :

and the last line follows from the Renaming Lemma 7.4.2 again where vB), , 4
plays f’s role.
d

The operational counterpart of Theorem 7.4.1 reads as shown below. The proof
is omitted because it is barely illuminating in the present scenario. Let us just
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hint that a careful analysis of possible operational steps respecting consistently
renamed stacks of dictionaries will guide to the goal. If one believes in the mostly
unproved structural laws from the previous paragraph one may also take those
into account.

Theorem 7.4.2 (Renaming Theorem, dictionary’s view). For all p, A, 1,
s, P, ¢ If p is distinguished and if ¢ is fresh w.r.t. w1, my and p then

wrpf.blk(p, 1, m2) = wrpf.blk(p, 71, m2)[q/p] -

Yet, another effect of fresh identifiers is the following. If a program 7 does not
mention a specific procedure identifier, say p, i.e. if p is fresh w.r.t. 7, then it does
not matter if the environment in question gets a new entry for p or not because p
will not be called by 7 at all. In fact, this is a consequence of the first Renaming
Theorem 7.4.1.

Lemma 7.4.3 (Upgrading n with fresh identifiers). For all 7, n, A, p, f: If
p is fresh w.r.t. 7 then

wrplr = wrpP g
Proof by structural induction. We restrict to commands which contain procedure
identifiers; for all other commands the definitions resp. the hypotheses apply. To
prove the claim for m = blk(q, 71, ) with p # ¢ and p fresh w.r.t. m; and 7, we
calculate as follows:

wrpZ[’Hﬂ blk(q, 71, )

= {Renaming Theorem 7.4.1 above}

wip” L blk(p, mi[p/al, m2lp/q))
= {Definition}
erzﬂpHﬂ [P=AByp 1 [p/a], Amlp- £1] Ta[p/d]
= {Cancel nested variations}
pZ”_’)‘Bp,n[p/q],A,n] T [p/CI]

= {Definition}
wrp’y.blk(p, mi[p/q)m2[p/q])

= {Rename again}
wrp’y.blk(q, 71, ma) .

Finally, it is obvious that

wrp'h.call(q) = n(q) = nlp —~ f1(g) = wrp"?7 1 call(q)

for all ¢ different from p; the case ¢ = p cannot occur because p is assumed to be
fresh w.r.t. .
O

A respective law holds for dictionary based wrp-transformers. Again, due to the
fact that dictionaries map identifiers to programs instead of predicate transformers
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the chosen fresh identifier must not be used in the procedure bodies introduced
before either.

Lemma 7.4.4 (Upgrading p with fresh identifiers). For all 7, p, A, p and
X: If p is distinguished and if p is fresh w.r.t. 7 and p then

wrpfr = wrph PP
The proofis omitted because it would fill pages without bringing essentially more
insight.
(|

Sensible relationships between dictionaries and environments. Seen from the op-
erational perspective, a call of a procedure named p, if declared, is replaced by
the program that is assigned to p by p. Thus, the semantics of a call is somehow
the semantics of its body. Intuitively, the same happens seen from the view of the
predicate transformers: A call of p means to apply the current environment 7 to
p. This binding entered n when the latest block introducing p was executed and
71 received a new binding which assigned p to the wrp-transformer of p’s body.

But as mentioned before the operational semantics deals with distinguished
stacks of dictionaries, fresh identifiers and renamed bodies whereas the denota-
tional semantics overwrites old entries and uses unmodified bodies instead. How-
ever, one of the many keys to an equivalence is the fact that old bindings do not
change if the environment gets a new entry for a fresh identifier, i.e. Lemma 7.4.3,
and that it does not matter if the bodies are renamed with fresh identifiers or not,
see Theorems 7.4.1 and 7.4.2. Thus, as only fresh identifiers are pushed onto a
distinguished stack p we may indeed assume — and Lemmas 7.4.5 and 7.4.6 below
ensure this — that an environment 7 applied to an identifier p which is bound to
an introducing block, i.e. for which p € dom(p), yields the wrp-transformer of p’s
body, i.e. wrp’y.p;, (p). If otherwise p is not introduced by a preceding blk-command
as yet, a “ProcUndecl” -error will emerge. From the predicate transformer perspec-
tive the acceptance of this finite error depends on whether “ProcUndecl” € A or
not. We collect our expectations in the following predicate.'

bindings, (1, p, A) N

p is distinguished A
Vp € ProcName ::
p € dom(p) — n(p) = wrp;.p;,(p) A

T : "ProcUndecl” € A
p ¢ dom(p) — n(p) = 1 : "ProcUndecl” ¢ A

This predicate enjoys the particular property that it can easily be instantiated
by choosing 17 = ninitia and p = 0, the mappings to which one refers if properties
of initially given programs are to be compared (the interesting cases). The reader
will not have any problems to prove

14 The index e stands for “environment”; the cause for this notational emphasis becomes clear in a
moment.



7.4 A Simple High-Level Language 117

Lemma 7.4.5 (Initialize bindings,). For all A:
bindingse(ninitial, @, A) .

Blocks vary the stack of dictionaries resp. the environment and the result below
assures that the bindings remain sensibly related under certain conditions.

Lemma 7.4.6 (Establish bindings,). For all p, n, A, p, m:

bindings. (1, p, A) A pis fresh w.r.t. p
= bindings,(n[p — ABpx,anl,p- {p— 7}, A)

Proof. As p is distinguished and p is fresh w.r.t. p, i.e. p ¢ dom(p), it is obvious
that p - {p — 7} is distinguished, too. Then take an arbitrary ¢ € ProcName. If
q ¢ dom(p - {p— m}) then ¢ ¢ dom(p) and in particular g # p. Thus,

T : “ProcUndecl” € A
nlp = AByxal(q) =n(q) = { L : “ProcUndecl’ ¢ A

follows from the assumption. If, otherwise, ¢ € dom(p - {p + 7}) then either
q € dom(p) and ¢ # p or ¢ ¢ dom(p) and ¢ = p. In the first case it follows from
the assumption that

np = ABpxanl(@) = 1(q) = wrpy.pj,(q)
and because p;, (¢) is unique we are left with showing

AB,
wrp'h.p;, (g) = wrp'? APl gy

Now, as p is fresh w.r.t. p we particularly know that p is fresh w.r.t. p; (¢) such
that Lemma 7.4.3 applies. The second case, p = ¢, follows from

np = ABypra.0](p)
= {Application}
ABpx,An
= {Unroll the fixpoint and definition of B}

—ABy
erZ[P P, ,A,n].ﬂ_

= {pj, ={p— 7} as p-{p— 7} is distinguished }

erzl[pH)\Bp,Tr,A,n].pjp (p) :

and this completes the proof.
O

However, the watchful reader might have observed that the bindings, predicate
relates environments to environment based wrp-transformers (this is where the
index ‘e’ stems from) and in fact bindings, has a counterpart which, as expected,
relates environments to dictionary based wrp-transformers. To be precise, there
are two counterparts because it turns out that a nice and helpful result similar to
Lemma 7.4.6 above — expressing an equality which is independent of co € A or not
— cannot be easily achieved. Fortunately, it suffices to establish two inequalities
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each of which depends on the choice of fixpoints in the semantics. Therefore, we
define the following two predicates:

bindings (1, p, A) PN

p is distinguished A
Vp € ProcName ::

p € dom(p) — n(p) < wrpf.p;, (p) A

T : “ProcUndecl” € A
p&dom(p) — () =1 | | wproUnded” ¢ A

where the index p suggests applicability in the case that divergence is kept for
intolerable, i.e. where co ¢ A and consequently A = p. Note that the inequality
sign promises to let simpler induction rules for least fixpoints apply. Hence, the
second predicate is specified as below.

bindings, (1, p, A) PN

p is distinguished A
Vp € ProcName ::
p € dom(p) — n(p) > wrpf.p;, (p) A
T : “ProcUndecl” € A
p ¢ dom(p) — n;(p) = { 1 : “ProcUndecl” ¢ A

Again, these two predicates can easily be instantiated with an appropriate
choice of an initial dictionary resp. environment.

Lemma 7.4.7 (Initialize bindings,). For all A and A € {y,v}:
bindings/\ (ninitiala @, A) .

Having two predicates at hand we would consequently have two versions acting

as a counterpart to Lemma 7.4.6. But to prove them one is in need of further
premises so these results are given at the appropriate place, actually this will be
inside the induction step of Lemmas 7.4.16 and 7.4.17.
Laws about steps and termination. For the remainder it is important to notice that
the blocks blk(p, 7, m) and blk(p', 7, [p'/p], m[p’/p]) can be identified if p’ is fresh
w.r.t. m,, m, and a stack of dictionaries in question. From the view of the predicate
transformers this observation is rather clear, the Renaming Theorems 7.4.1 and
7.4.2 express this more formally. To see this for the operational semantics we like
to hint the following. Suppose given two distinct procedure identifiers p’, p”, both
fresh w.r.t. m,, m, and p. Then p” is also fresh w.r.t. m,[p'/p|] and m,[p'/p]|, and,
e.g., the [Blk2]-rule says

(p,blk(p, mp, mp), 5) — &'
ift (p-{p" = mlp"/pl}, m[p" /D), 5) = 5
ifft (p-{p" = m[0'/pllp"/P']}, ™l /D" /D], 5) — &
iff  (p, blk(p', m,[p'/p), m[p' /p]), 5) = s .
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Though this little observation does not prove anything here, it nevertheless shows
that both blocks may indeed be identified (and it is also part of the recipe to prove
Renaming Theorem 7.4.2). We mention this particular property because we will
be in need to apply structural hypotheses to consistently renamed programs and
this hint justifies our understanding of 7,[p’/p] and m,[p’/p] being components of
blk(p, 7, mp), of course only for a p' satisfying the requirements and if properly
used. For the sake of brevity this insight will be used every now and then without
explicitly mentioning it.

However, in some sense, the environment based wrp-transformers are able to
mimic each step that is performed on the operational level. The results presented
here look similar to Lemma 7.1.2 where the wrp-transformer was rolled and un-
rolled in the more general scenario but one cannot profit from Sect. 7.1 directly
as a part of the control-flow component changes, too.

If there exists a step from a configuration to a final regular result then this
regular result is unavoidable in some sense. The next four lemmas have a somewhat
“forward” flavor and so their names are furnished with this phrase.

Lemma 7.4.8 (Forward regular-termination-lemma). For all n, p, w, A, s
and s’

bindings, (1, p, A) A (p,m,s) = s = s¢&wrp.m.—s

Proof. One considers each rule that is applicable and performs a structural induc-
tion. For skip-commands one obviously obtains

s¢ X\ s = Id(X\s) = wrp’.skip.(X'\ s) .
For the [Asgl]-rule one has
s ¢ wrp'i.assign(z,e).(X \ s{z — E(e)(s)})

= {Definition}

s ¢ ing(e) U (def(e) N (XZ\ s{xz+— E(e)(s)})[e/x])
= {€(e)(s) € Val in [Asgl]}

s ¢ (X \ s{z = E(e)(s)})[e/]
= {Definition of substitution}

s{z = E(e)(s)} € (U \ s{z = E(e)(s)})
which obviously holds. If the [Blk2]-rule applies, then there is a transition
(p,blk(p, mp, m),s) — s" whenever (p-{p" — m,[p'/pl}, m[p'/p],s) — s, where
p' is fresh w.r.t. p, m, and m,. We apply the structural hypothesis to the body of
the block, m,[p’/p], which is admissible on the accounts made before. Thus,

NP = AByr ! /0], A )
s ¢ wrpy [ /]A".Wb[p'/p].(Z\s')
= {Definition}
s ¢ wrp’y.blk(p', m,[p' /p], my[p', p]) (X \ ')
= {p' is fresh w.r.t. m, and 7, hence

the Renaming Theorem 7.4.1 applies}
s ¢ wrpLblk(p, . ). (S\ ) |
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and this completes the proof.
l

Final irregular results are unavoidable in the same sense, unless they are tol-
erated. The very similar lemma reads like this.

Lemma 7.4.9 (Forward irregular-termination-lemma). For all n, p, m, A,
S, w:
bindings,(n, p, A) A (p,m,s) > w N w¢ A = s ¢ wrpj.m.true
Proof. We skip the [Asg2]-rule because this case is obvious and have a look at the
[Seq3|-rule. Here, (p,seq(m,m),s) — w if (p,m,s) — w. Again, we apply the
structural hypothesis to m; such that
s ¢ wrp’y.m .true
— {Monotonicity}
s ¢ wrp’y.my.(wrp’). o . true)
= {Definition}
s ¢ wrp'y.seq(my, m2).true .
For the [BLK2]-rule one calculates as done in the previous lemma and the [Cond3]-

rule is obvious. So consider the [Call2]-rule where (p, call(p),s) — “ProcUndecl’
and p ¢ dom(p). Then

s ¢ false = Ll.true = n(p).true = wrp’j.call(p).true

where n(p) = L follows from bindings, because “ProcUndecl” ¢ A by the latter
premise.
|

Not only final transitions can be reproduced but also intermediate steps. If
a configuration “gets along” with its corresponding predicate then so does each
successive configuration. Here the “forward” flavor comes in sight.

Lemma 7.4.10 (Forward step-lemma). For all n, p, 7, 7', A, 9, s, "
bindings, (1, p, A) A (p,m,s) = (p,7',s') N s € wrpl.m1)
= s e wrp'y.1',
Proof. Again, we proceed by a structural induction. The [Seql]-rule applies if

(p,m,s) — (p,m},s’). This allows to apply the structural hypothesis to m, i.e.,
in particular,

Vo : s ewrplim.¢: s €wrplimi.d .
Then it follows that
s € wrp'y.seq(my, ma).1)
= {Definition}
s € wrp’y.my.(wrp’).me.1))
— {See above, choose ¢ = wrp’}.my.1)}
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s € wrp’|.m.(wrp’y.m2.9))
= {Definition}
s' € wrpy.seq(my, m2).¢ .
Rule [Seq2] applies whenever (p,m,s) — s and Lemma 7.4.8 implies s ¢

wrp’y.m.ms’, e s € mwrp’y.m.—s’. Then,

s € wrp'y.seq(my,m2).¢

= {Definition}
s € wrp'y.my.(wrp’y.ma.1)
= {Observation above and

“Best of both worlds”, i.e. Lemma 6.1.3}
s € =wrp 4.1 (—s" Nwrp’y.me.1) .
Let us briefly look at the postcondition in more detail. If we assume that s’ ¢
wrp').ma.1, i.e.
{s'} C —wrp’|.m2.9)
— {s'}U-wrpmap = —wrp’ma.1)
— ({s'}U-wrp.m2.00) = wrp’|.ma.t)
— {Fnwrp’mep = wrpmt
then the last line above implies s € —wrp4."7.seq(7, 72).7 in contradiction to the
choice of s. Thus, s’ € wrp’|.my.9) as required. The [Blk2]-rule follows the known
recipe; it applies if
{p-{p" = mplp'/pl}, mlp' /0], s) = {p - {p" = mplp'/pl}, 7'V /1], &)
with an identifier p' that is fresh w.r.t. p, 7, and m,. Lemma 7.4.6 allows to apply
the structural hypothesis to m,[p'/p] in

s € wrp'y.blk(p, mp, m) .1

= {Renaming Theorem 7.4.1}

s € wrplyblk(p', my [p'/p], m[p'/p]) ¥
= {Definition}

"B,/ /

s e erZl[p ALY rplp /p],A,n].ﬂ_b[p//p]‘w
— {Here!}

s c erzl[p,’_»‘Bp’mp[p’/p],A,n].,ﬂ_/[p//p]'w
= {Reverse first two steps}

s" € wrp’y.blk(p, mp, ")),

note that we again identified blk(p, 7, m,) with blk(p', 7, [p'/p], mp[p’/p]) which al-
lows to apply the structural hypothesis to renamed programs. The two rules for
conditionals, [Condl] and [Cond2], are omitted as they are not illuminating, so
have a look at the loop-rule [While]. Here one calculates
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wrp’y.while(b, )
= {Definition}
)\Wb,wrpz.ﬂ'
= {Unroll Fixpoint}
Wb,WI’pZ.ﬂ'()\Wb,erZ.ﬂ')
= {Definitions of YW and the loop’s semantics}
(wrp”y.7 ; wrp’y.while(b, 7)) < b/A > Id
= {Definitions}
wrp'y.if (b, seq(, while(b, 7)), skip) ,
so this case is obvious, too. Finally, the [Call2]-rule is nicely captured by our
assumptions about bindings,. Since p € dom(p) we obtain

wrp’y.call(p)
= {Definition}
n(p)
= {See bindings,(n, p, A)}
wrp’s.p;, (p)
which completes the proof.
O
Altogether, the latter three Lemmas, 7.4.8, 7.4.9 and 7.4.10, allow to mimic

particular computations, namely those which do not yield a desired finite result
(this interpretation stems from its application, Lemma 7.4.14).

Lemma 7.4.11 (Forward sequence-lemma). For all n, p, 7, A, s, §', w:
bindings, (7, p, A) A (p,m,s) 5 s = s¢ wrplm.os

and
bindings, (1, p, A) A (p,7m,s) Sw Aw¢g A = s¢ wrp’l.m.true

Proof. Due to symmetry we discuss the first claim only. Consider a finite path,
say

(p,m1,81) = ... = (P, Tn, Sn) = 8,

where m = 7, s; = s and n > 1. We note that bindings,(n, p, A) holds for
all intermediate steps because it is assumed to hold at the beginning and the
transition relation ‘—’ only deals with configurations where p is used on both
sides. Thus, we will freely assume bindings, to holds whenever this is needed. By the
forward regular-termination-lemma (Lemma 7.4.8) the final step is unavoidable,
ie. s, ¢ wrp’.m,.(X \ ). Shunting both wrp-terms in the forward step-lemma
7.4.10 and inductive, i.e. nfold, application of the same lets us agree that the
predicate transformers cannot be prevented from reconstructing this particular
path, i.e., forallie {1,...,n— 1},

Siv1 € wrph.mi 1 (D\ ) = s ¢ wpmi (X \ §)
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so with ¢ = 1 we are done.
l

Of course, computations which do yield a desired result are also of interest
but to prove similar laws one has to argue differently — quantify universally —
because predicate transformers demand all outcomes to yield those results. Sim-
ilarly to the previous ones, the names of the following results are inspired by
their backward usage. Furthermore, also as done before, when entering a blk-case
we refer to the fresh procedure identifier by p’ and we identify blk(p, 7,, 7,) with
blk(p', 7, (' /], m[p’/p]) Which lets hypotheses apply to renamed components, too.

Lemma 7.4.12 (Backward termination-lemma). For all n, p, w, A, 1, s:
bindings,. (1, p, A) A Vo : (p,m,s) > 0: o0 €pUA)
= s € wrp’y.m.Y

Proof by structural induction. If the [Skip]-rule applies, then s € wrp’).skip.¢ iff s €
1) which holds by the premise. For the [Asg]-rules one has s € wrp’.assign(z, €).1
iff either E(e)(s) € A or E(e)(s) € Val and s € t[e/x] which also holds by
the premise. Now, assume the [Seq3]-rule applies. Then no regular results can be
obtained so that in particular, for all i,

Vo,w: (p,seq(m,m),s) > w: wEPUA

— {Operational semantics}
Vo,w: (p,m,s) 2w: wepUA

= {Structural hypothesis applied to m; }
Vo s € wrp'y.mi.

= {Instantiation}
s € wrp'y.my.(wrp’y.ma.1))

= {Definition}

s € wrp’y.seq(my, m2).9
note that universal quantification is antitonic in the range argument. In the [Blk1]-
rule one has
Vo : (p,blk(p,mp,m),s) = 0: c€pUA
= {Operational semantics}
Vo {p-{p' = m[0'/pl}, m[p'/p],s) 20 o€ UA
— {Structural hypothesis applied to m,[p'/p],

Lemma 7.4.6 allows this}

" AB_, /
s € wrpzl[p ol Al Tl

= {Definition}

s € wiply bIK(p, ol o, ol 0]) 0
{Renaming Theorem 7.4.1}

s € wrp’y.blk(p, mp, p).0 .

!
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As the [Cond3]-rule again does not extend our horizon we come to the [Call2]-
rule where we note that “ProcUndecl” € A by the premise. Thus, exploiting
bindings, (17, p, 4),

s€true = T.¢p = n(p)y = wrp.call(p).y

completes the proof.
(|

Here is the expected “backward” version of Lemma 7.4.10 where it again be-
comes clearer where the name “backward” stems from.

Lemma 7.4.13 (Backward step-lemma). For all n, p, 7, A, 1), s:
bindings, (1, p, A) A
(vr' s (pym,s) = (p, ', s') : & € wrp'y.m' 1))
= s € wrp’y.m.Y

Proof by structural induction, as usual. We start with the [Seql]-rule. Here,

Vﬂ-,h s’ <p7 seq(ﬂl, 71'2), S> - <p7 Seq(ﬂ-lla 77'2)7 S,> :
s' € wrp'y.seq(m], m2).1
— {wrp"} for sequential composition}
Vﬂ'Il, s’ <p7 seq(7r1, 71'2), S> - <p7 Seq(ﬂ-lla 7T2)7 SI> :
s € wrp.m.(wrp'}.ma.1))

— {Operational Semantics}

Vry, s s (p,m,s) = (pymy, sy oo st € wrpll L (wrp’.me 1))
= {Structural hypothesis applied to m; }

s € wrp'y.my.(wrp’y.ma.1))
= {wrp'} for sequential composition}

s € wrp'y.seq(my, ma). 1 .

For [Seq2] one has to argue differently, namely

Vs (p,seq(m,m),s) = (p,ma,s") : s € wrp|.ma.1)

— {Operational semantics}

Vs': (p,m,s) = s s € wrplime.t)
= {Lemma 7.4.12}

s € wrp'y.my.(wrp’y.ma.1))
= {wrp'} for sequential composition}

s € wrp’y.seq(my, m2).9 .

The claim for the [Blkl]-rule follows from:

vr' s (p, blk(p, mp, ™), s) — (p, blk(p, mp, '), 8')
s" € wrpy.blk(p, mp, 7)1

= {Renaming Theorem 7.4.1}
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vr' s (p, blk(p, mp, ™), s) = (p, blk(p, mp, ©'), ")
s' € wrply blk(p', my[p'/p], «'[p'/p]) 4
= {wrp} for blocks}
vr' s (p, blk(p, mp, ™), s) = (p, blk(p, mp, ©'), §")
§ e erZl[p HABP”Fp[p,/p]’A’n}.W’[p’/p].w
= {Operational semantics}
va' st (p - {p" = mp'/pl}, mlp' o), 5) —
(p-{p' = mlp'/pl}, 7'l /], 8') -
'+ AB_, ’
s c erz[p P ADY rplp /p]’Am}.’irl[pl/p].ﬁ/)
— {Structural hypothesis applied to m[p'/p],}

Lemma 7.4.6 allows this}
”[p,'_}/\Bp’er[p’/p],A,n

]
§ € Wrp, m[p'/p)
= {Definition}
s € wrply.blk(p', my[p'/p], m[p'/p]) -4
= {Renaming Theorem 7.4.1}

s € wrp'y.blk(p, mp, m) .0 .
We skip the [Cond]-rules and for the [While|-rule we have a look at the proof
of Lemma 7.4.10, where wrp’,.while(b, 7) = wrp’i.if(b, seq(m, while(b, 7)), skip) is
shown which proves the claim for this case, too. Finally, in the [Call2]-case the
premise ensures that s € wrp’y.p;, (p).1) whenever (p,call(p),s) — (p, p;,(p), s).
Exploiting bindings,(n, p, A) and p € dom(p) yields

s € wrpy.call(p).y = n(p).y = wrpi.p;,(p).¢

and we are done.
O

The "backward” counterpart of the forward sequence-lemma 7.4.11 is given
below, cf. Lemma 7.4.15, because it does not really fit the stepwise presentation
here.

The actual equivalence-proof. For the sake of comprehension the proof is divided
into four smaller and handy parts. The first two of them take the laws about steps
and termination into account. After the preparations made before the proofs are
clearer now and the first fourth reads like this.
Lemma 7.4.14 (i-equivalence). For all 7, p, m, A: If co € A then
bindings,(n, p, A) =  wrp’.m <wrpf.m .

Proof. We start with massaging the goal:

wrp’y.m < wrpf.

= {Pointwise definitions of ‘<’ and ‘C’}
Vip, s s €wrplimap: s € wrpfmap
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= {Trading the range twice}
Vip, s s @ wrpfmap: s & wrp'map .
So take some arbitrarily chosen ¢ and s such that s ¢ wrp”,.7.1. Firstly, we observe
that it is not the case that (p, 7, s) = because this would entail s € wrp/.7.9) as
we accept divergence here (0o € A). Hence, there exist some o with (p,7,s) = o
such that o ¢ ¢ U A and we choose an arbitrary one of those. If ¢ is a regular
result, i.e. 0 € X, then s ¢ wrp’i.7.(X'\ o) by the forward sequence-lemma 7.4.11.
As o ¢ 1 and wrp’|.7 is monotonic, s ¢ wrp’i.m.¢) follows. If, otherwise, o € {2 then
the second claim of Lemma 7.4.11 applies because o ¢ A. Hence s ¢ wrp’,.7.true

and consequently s ¢ wrp’,.7.1) by monotonicity.
O

The second fourth makes heavy use of the “backward” laws about steps and
terminations and is the announced counterpart of Lemma 7.4.11.

Lemma 7.4.15 (%-equivalence). For all , p, m, A: If oo ¢ A then
bindings,(n, p, A) =  wrp’\.m > wrpf.7 .

Proof. Though the premise oo ¢ A suggest that it suffices to consider finite paths
and thus to perform an induction on path lengths it turns out to be much clearer
to go another way because the universal quantification over all (finite) paths leaves
it unclear which paths to choose resp. how to deal with a variety of finite paths
in connection with induction. However, by Theorem 7.1.3 we know that the claim
is equivalent to

wrp’y.m > uD.A.(p.7) ,

and it is this formulation which is shown by fixpoint induction for pD. Admissi-
bility is clear — D is a lifted function — and so is the base case using the bottom
element of the according lattice. So suppose given a function f with

wrp’y.m > f.A.(p.7)

for all n, p and 7 which satisfy the premise. The induction step is easy, too. Choose
some arbitrary 1) and s and observe that

s€ D.f.A(p, 7).
= {Definition of D resp. an equivalent version}

Vo : (p,m,8) > 0: cepUA) A

(vr' s (p,m,s) = (p,7, sy s € fA(p, 7))
= {Fixpoint induction hypothesis}

(Vo: (p,m,8) > 0: cepUA) A

(vr' s (pym,s) = (p,',s') : & € wrp'y.r' )
= {Backward Lemmas 7.4.12 and 7.4.13}

s € wrpy.m.)
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such that wrp’y.m > D.f.A.(p.7) follows immediately.
l

This completes the first half of the overall claim. For the second half we benefit
from the abstractions, the algebraic laws, concerning the dictionary based wrp-
transformers. Apart from the procedure mechanism the derived laws look quite
similar to the definition of the environment based wrp-transformers. The missing
parts, the procedure concept, can nicely be managed under appropriate assump-
tions concerning the relation between syntactical and semantical bindings and,
luckily, we already know those relations: They are kept in the bindings, predi-
cates.

Lemma 7.4.16 (2-equivalence). For all 7, p, m, A: If co ¢ A then
bindings,(n,p, A) = wrp/j.m <wrpfl. .
Proof. A structural induction is performed, i.e. we assume Lemma 7.4.16 to hold

for the components of which the program in question consists. The base cases are
obvious because

wrp'l.skip = Id = wrp/.skip
and
wrp'|.assign(z,e) = (z:=4¢€) = wrpf.assign(z,e)
by the definitions resp. the algebraic laws derived before. For sequential composi-
tions one has
wrp’y.seq (7, T2)
= {Definition}
wrp'y.my ; wrpy.mo
< {Structural hypothesis applied to the components}
wrpfl.my 5 wrpf.my
< {Algebraic law}
wrpfl.seq(m, ma) .
For conditional-commands one argues analogously, i.e. one exploits the structural

hypothesis for the components. For loops we start with

Wb,wrplﬂr (erZ'WhiIe(ba W))

= {Definition}
(wrp’y. ; wrpf.while(b, 7)) < b/A > Id

< {Structural hypothesis applied to =}
(wrpf.7 ; wrpf.while(b, 7)) < b/A > Id

< {Algebraic law for sequential composition}

5 We like to mention that both conjuncts have to be considered because we show the claim for all
and all transitions at once, including those for which only one of the conjuncts does apply such that
we could assure s € true at most if it was omitted.
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wrpf.seq(m, while(b, 7)) < b/A > Id
= {Algebraic law for conditional and skip}
wrp”.if (b, seq(, while(b, 7)), skip)
= {Algebraic law for loops}
wrp”l.while(b, ) ,
such that pW, wepn » < wrpfi.while(b, 7) follows from the induction rule and conse-
quently wrp”,.while(b, 7) < wrp.while(b, 7) by definition.'® Blocks can be managed
by exploiting the bindings ,-predicate. Suppose ™ = blk(p, 7, mp) and assume given
an arbitrary procedure identifier p’ which is fresh w.r.t. p and x. Then, by the
Renaming Theorems 7.4.1 and 7.4.2, showing
wrp’).blk(p, m,, mp) < wrpf.blk(p, 7, )
is equivalent to showing

wrp’y.blk(p', 7, [p'/p], [P /D)) < wrpf.bIk(p', m,[p /D], mo[p'/p)])

and it is this inequality that will be established. As before, it has the particular
advantage that it allows to apply the structural hypothesis to renamed compo-
nents.

erZblk(p,, Wp[p,/p]J ﬂ-b[p’/p])
= {Definition}

"[p,’_)“Bp’,Wp[p’/p],Am

]
wrp my[p'/ )
{Structural hypothesis applied to m[p’/p], see below}
Z'{P —p[p /p]}-ﬂ'b [pl/p]
{Algebraic law}
wrp”.blk(p, 7, ™)
= {Renaming Theorem 7.4.2}
wrpf.blk(p', m,[p'/p], m[p'/p]) -
It remains to justify why application of the structural hypothesis is admissible in
the second step. It would certainly be clear if

IN

wrp

IN

bindings,, (n[p" — LBy x,ip/p),am), P - D" = mp[p'/p]}, A)

and indeed this is the case. We argue similar to Lemma 7.4.6 and firstly observe
that p-{p’ — m,[p'/p]} is distinguished because p is distinguished and p’ ¢ dom(p).
Now suppose given an arbitrary ¢ € Procname. The case ¢ ¢ dom(p - {p' —
mp[p'/p]}) is analogous to Lemma 7.4.6, a precise look at the premise suffices,
so assume ¢ € dom(p - {p' — m,[p'/p]}), i.e. either ¢ € dom(p) and ¢ # p’ or
q ¢ dom(p) and g = p'. In the first case it follows from the assumptions about
bindings,, (1, p, A) that

6 If the reader believes in all algebraic laws, even those from which we said they will not be needed,
this case might have been handled easier: If wrpf.while(b, ) is any fixpoint of W wrpf, . then

wrpjj.while(b, ) < wrpf.while(b, w) because wrp;.while(b,7) is the least fixpoint of W, ypn . and
the bodies of both functions are related by ‘<’ by the hypothesis.
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n[p" = 1By o, a0) (@) = n(a) < wrpf.pj,(a)
and here, in the end, Lemma 7.4.4, i.e. the fact that p; (¢) does not call p' as p'
is fresh w.r.t. p, guarantees that

N = 1Byt 1) (@) < wrph EOTEL ()

as required. More interesting is the second case where it remains to show that

(¥) 1By it piam < wrph PR ot )

which is screaming for the induction rule. Thus, we start our calculations with

By iyt (wirp 2 gt )

= {Definition of B}

P
TI[P"—’W"PZ {p" = 7plp /p]}.ﬂp[p’/pﬂ

wrp 0 /D]

and it would follow from the structural hypothesis applied to m,[p'/p] that the
last line is less than or equal to the right hand side of (x) if

bindingsu(n[p' — erﬁ'{p =molp /p]}.wp[p'/p]], p-{p— mp/p},A) .

After similar arguments as just made before it remains to accept that

pl/p] S erg{l) —7p[p /P]}.ﬂ_p[p//p]

which is not worth mentioning. Altogether, this proves the blk-case. Finally, pro-
cedure calls demand two cases, namely

er/;l-{p’Hﬂp[p’/p}} .7Tp[

wrp'y.call(p)
= {Definition}
n(p)
< {See bindings,, }
—e
= {Algebraic law}
wrpf.call(p) ,
where 7(p) < wrpfi.p;, (p) is known literally from bindings (7, p, A) if p € dom(p).
Similarly, in the case p ¢ dom(p) one has
wrp’y.call(p)
= {Definition}
n(p)
= {See bindingsu}
T : “ProcUndecl” € A
1 : “ProcUndecl” ¢ A
= {Algebraic law}
wrpfi.call(p)

which completes the proof.
O
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By symmetry the last fourth of the equivalence-proof looks similar.

Lemma 7.4.17 (%—equivalence). For all n, p, w, A: If oo € A then
bindings, (n, p, A) = wrp’l.m > wrp/.7 .

Proof. Not only the lemma itself reads quite similar, the proof does either. A
structural induction is performed where the base cases are exactly the same as
above and in the induction steps one uses the hypothesis, the algebraic laws and
the definitions time and again. Note that loops and blocks are defined via greatest
fixpoints such that the induction rule for greatest fixpoint applies and observe
that the premise bindings, allows an analogous proceeding, too.
d

This %—proof completes the preparations for the main issue of this section. Each
of the four lemmas above handles one inequality w.r.t. oo € A or not, and this
under certain assumptions concerning the bindings. Luckily, these assumptions
hold for the “interesting cases”, the mappings that are the adequate ones if both
semantics-presentations are to be compared: Choose the initial environment 7,jsia1
and the empty procedure dictionary (), cf. Lemmas 7.4.5 and 7.4.7.

Theorem 7.4.3 (Equivalence theorem). For all 7, A:

wrpieitel r = wrpl

7.5 Remarks

The benefits of this chapter are threefold and worth some comments.

The fixpoint-characterization of wrp-transformers presented in Sect. 7.1 is
somewhat fundamental because of its plenty of applications. Rolling and unrolling
the fixpoints of the explicitly given function D as defined by (7.4) on p. 89 allows
to execute a program in question symbolically and also consistently what the se-
mantics concerns (if an underlying operational semantics is present at all). This
seems not to be very exciting at first glance but it is remarkable that each obtained
result directly corresponds to a relative correctness property. Executing machine
programs symbolically might be well known and even of independent interest but
typically there is nothing beyond the actual execution. Moreover, for verification
purposes it turns out to be at least helpful to have an explicitly given function
like D at hand. If a structural induction does not suffice or apply one is in need of
alternative proof-techniques. As recursion is expressed by means of fixpoints one
typically tries to make use of simpler fixpoint rules, such as the induction rule or
the transfer lemma, but it might well be the case that these techniques do not
apply because either, roughly speaking, the fixpoints are not isolated or on the
wrong side of an inequality sign. Brute force, i.e. fixpoint induction in this case, is
thus the final attempt and here function D typically plays the role of the function
to induce on, see also Sect. 8.2.
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We like to remark that Sect. 7.1 is heavily inspired by Chap. 9 of [31] where
similar results are given for the simplified world of wp and wlp in which the
presence of errors is disregarded. The underlying relational semantics is marginally
different from our ‘~»’. It is (more or less verbally) defined as an extension of the
reflexive-transitive closure and, thus, some simple but fundamental properties,
like our Lemma 7.1.1, differ (and, moreover, cannot be proved due to lack of
formalism). Consequently some of [31]’s arguments change, too, and seem less
intuitive.

In some sense, similar considerations can be found in the very worth reading
[19]. A so-called computation calculus —i.e. a predicate algebra in the sense of [18]
with an additional composition operator satisfying certain axioms — is introduced
which is intended to bridge the formalization gap between abstract programming
formalisms and the operational interpretations they have been designed for. The
wp- and wlp-transformers are defined in the calculus and nicely shown to be equal
to some least resp. greatest fixpoints of very intuitive tail-recursive functions.
However, those results can only sharpen the intuition because, in contrast to
our exposition, there is no underlying operational semantics and more and more
powerful axioms have to be included in order to prove the claim at all. As usual,
the presence of finite errors is omitted for simplicity.

Some final remarks concerning fixpoints. It might well be the case that least
fixpoints are more prominent in computer science because syntax, semantics, data-
types etc. are often defined inductively by means of certain, say, rules and typically
one is interested in finite application of these rules in order to obtain a result.
If, additionally, these rules enjoy some distribution properties finite application
indeed coincides with the least fixpoint of a corresponding function or functional.
In this sense, a proof by induction corresponds to showing that the least fixpoint
enjoys a certain property. Thus, such a proof has a very constructive flavor as
one takes nothing special for granted and only believes what can be demonstrated
to hold, i.e. what is guaranteed to hold at [east. Typically, properties concerning
program behavior are shown by induction because a program should exhibit no
behavior which is not documented in the semantics. On the other hand, showing
a property to hold for greatest fixpoints has a quite different meaning. Here,
everything may be assumed as long as it cannot be shown to violate any facts;
one tries to preserve at most all valid attributes. A proof-technique like this is often
used to show that a specification enjoys certain properties because a specification
should not forbid any behavior unless explicitly stated. In category theory this is
called a coinduction and, in fact, a coinduction is nothing else but an application
of certain rules concerning greatest fixpoints, see, e.g., [45] for a discussion.!” In
[64], for instance, this proceeding has been used for some control flow analysis and
we advise to have a look at this monograph for some more intuitive explanations.
To resume, in general both, least and greatest fixpoints, are natural from their

17 Let us just mention that one can define a functional, say F, on relations in such ways that its greatest
fixpoint v F' equals the greatest bisimulation ~. Showing that two transition systems simulate another,
thus, amounts to showing a property concerning v F' to hold. In this situation a coinduction is exactly
an application of the induction rule for greatest fixpoints.
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very own perspective. In our wrp-parlance this can be intuitively illustrated as
follows. The least fixpoint successively collects — starting with the empty set, i.e.
false — all states which give rise to computations yielding some desired outcomes.
The greatest fixpoint strategy on the other side starts with the universe of states,
i.e. true, and successively strikes out all states from which a computation might
show a certain behavior which is not tolerated. That accepting divergence comes
along with the greatest fixpoint is thus due to the fact that “infinity” cannot be
reached in finitely many steps but remains in the solution if violating states are
canceled one after another.

The assembly language presented in Sect. 7.3 is also worth some comments.
Recall that the language is flat, i.e. without any inner structure, has a subroutine
concept and is assumed to run on a finite machine. For translation verification
purposes (like Sect. 8.2 of the present thesis) typically simpler assembly languages
are considered. Most of them are not equipped with procedures, beyond that some
have a tree-structure (e.g. [65]), and even if the language is rather realistic in
this sense the presence of finite errors is ignored (e.g. [47]). Therefore, to quote
ourselves once more, Sect. 7.3 presents a language which is almost an abstract
view on an existing assembly language and can, thus, be kept for a stepping stone
on the way to actual machine code. The appendix discusses this claim at length.

On the other side, the high-level language presented in Sect. 7.4 was mainly
introduced in order to show what a wrp-semantics looks like and to have a more
concrete semantics at hand to work with in the sequel. Nevertheless, it is nice to
see that the denotational wrp-semantics harmonizes with the better known wp- or
wlp-semantics well. Its derivation, i.e. the above equivalence-proof, was a harder
exercise and might also be of independent interest. Noteworthy in this regard is
the fact that it was performed without use of strictness resp. continuity. Typically,
these properties are needed in order to match the intuition that least fixpoints
coincide with finite iterations. We evaded strictness resp. continuity by using the
fixpoint characterization of wrp instead. It is furthermore worth mentioning that
the recipe presented here promises to generalize to even more complicated lan-
guages. To model the semantics of formal procedure parameters it is unavoidable
to store old bindings, this is why we used stacks of dictionaries which allow to refer
to lower entries and to forget about later declarations. A similar proceeding might
also allow the usage of local variables: As done for procedure identifiers a stack
of local variables should be taken into account. In the very end, a proceeding like
this amounts to implementing an algebraic counterpart of a so-called activation
record (see the classical textbooks) and the exposition presented here is thought
to guide through more difficult tasks.



8. “Applications”

It remains is to show that the proposed wrp-transformers keep the promise to
facilitate proving programs and particularly translations correct. As mentioned
in Chap. 2 the classic notions of preservation of partial and preservation of total
correctness can be kept for not adequate for realistic programs running on real
machines; let us recall why. On the one hand, code optimizations forbid preser-
vation of partial correctness as they typically expect total correct programs for
an input and mostly disregard the presence of errors. But, on the other hand,
limited machine resources forbid total correctness and consequently preservation
thereof because a program running on a finite machine may stop irregularly, i.e.
abort, propagating a finite error though the source program was proved to deliver
a regular result.

Now, it is time to return to the roots in the sense that the examples from the
beginning are revisited. As some more concrete languages and their wrp-semantics
are at hand they can be discussed in a formal manner and precise requirements
can be expressed which are needed in order to guarantee preservation of relative
correctness. To be more specific, the high-level language from Sect. 7.4 is acting as
a source language of a translation. But before an actual compilation we study the
mentioned optimizations formally and prove them correct w.r.t. appropriate and
well defined premises. Justifications like these are rare in the sense that, typically,
the correctness and admissibility of those strategies are given at best verbally in
common text-books like [59]. Afterwards, programs of the source language are
translated to the flat, unstructured assembly code of Sect. 7.3. Again, we focus
on the translation of control structures, i.e. the linearization of loops, conditionals
and procedures by jumps. The translation is shown to preserve relative correctness
in the sense that, colloquially speaking, partial and total correctness is preserved
unless the executing machine is just too small to stack all needed subroutine-
return-addresses.! This result is of great value as typically the translation of pure
WHILE-languages without procedures — running on idealized, infinite machines
— is considered where in general preservation of total correctness is the notion
of interest. Adding procedures, in particular nested procedures without naming
restrictions, assuming the translated programs to run on finite machines and —
most of all — formally proving correct the translation in the sense of preservation
of partial correctness resp. a variation thereof is a harder task which has been
neglected so far.

! The essence of half of this proof is already published in [63], see Sect. 8.2.
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8.1 Justifying Code Optimizations

Roughly speaking, optimizing a program means to translate a given program
to another program of the same language, which is the high-level language of
Sect. 7.4 in this case, in order to increase the performance (the execution speed)
or to decrease the needed resources (the needed memory). Of course, the out-
comes of both programs should remain sensibly related. Thus, we are interested
in correct implementations of the given program to be optimized, in refinements
and, to be precise, in correct translations in the sense of preservation of relative
correctness. What follows is a formal discussion of simplified versions of most
of the examples given in Chap. 2 added by some appropriate, needed and helpful
definitions and auxiliary results. For the sake of readability we make use of a mod-
ified syntax of the high-level language. The reader should be quite familiar with
syntax and semantics now and is thus requested to accept the notations x := e,
7 ; 7', if b then 7 else 7' fi and while b do 7 od standing for assign(z, e), seq(m, '),
if (b, m, ") and while(b, ) respectively. We will be rather careful to distinguish syn-
tactical from semantical operators by using additional parentheses whenever this
is appropriate. Furthermore, we take the wrp-transformers as defined in Def. 7.4.2
for the underlying semantics of programs. As the below examples do not make
use of procedures we omit the environment argument.

8.1.1 Dead code elimination

Consider the following two little programs:
m = x:=e;x:=f;7m and m = v:=f;71,

where 7 is assumed to be an arbitrary program. If expression f is independent of
variable x it is intuitively safe to remove the assignment x := e from 7y, yielding
7y, as the value of z is immediately over-written; the assignment x := e is waste
in this sense. Thus, the claim here reads

WIp 4.1 < WIP 472 (8.1)

for an appropriate set A of outcomes to be accepted.

To prove the claim, and to find the searched set A, we firstly have to integrate
the sentence “f is independent of x” into our vocabulary. Intuitively this means
that expression f’s value does not depend on variable x’s value or, in other words,
whatever x might be assigned to by a state s, the value of f remains the same.
We like to define this intuition as follows. Expression f is said to be independent
of variable x iff

E(f)s) = E(N)(s{z = v})

for all values v € Val and states s € Y. A simple consequence is the fact that

E()s) = E(f)(s{z = E(e)(s)})
for all expressions e and states s € def(e) if f is independent of z. Yet some
other consequences are the following. Recall the set ing(f) of states which yield
an outcome contained in O C X' U £2, see (7.9). If f is independent of x then
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s € ino(f)
{Definition of ino(f)}
£(f)(s) € O
{Assume s € def(e), f is independent of =}
E(f)(s{z = E(e)(s)}) € O
{Definition of inp(f)}
s{z = E(e)(s)} € ino(f)
{Definition of substitution}

s €ino(f)le/z] .

Furthermore it is intuitively clear that, and this is the key to eliminate dead or
redundant code, a substitution can be cancelled if it has no effect in the following
sense. By definition of what we dared to call a “syntactical substitution” of e for

zin f,ie. f(e/x), cf. (7.7), one has

11171

E(f(e/x))(s)
= {Definition}

E(f)(s{z = E(e)(s)})

= {Assume s € def(e) and f is independent of x}
E(f)(s) -
The former observation and a combination of the latter with (7.8) result in

Lemma 8.1.1 (Cancel substitution). If f is independent of x, then
def(e) N o[f/xlle/x] = def(e) Nolf/x]

for all ¢, and
def(e) Ninp(f) = def(e) Ning(f)[e/x]

forall O C XY U f2.
O

To approach the goal (8.1) it is helpful to notice that m; = x := e ; my which
allows, under the assumption that f is independent of z, to calculate as follows:
For arbitrary ¢ and A,

WIp 4.71.9)
- {Semantics of 7 }

(z:=4 €)(wrp4.m2.1))
= {Definition of (v :=4 €)}

ina(e) U (def(e) N (wrp.ma.))[e/x])
— {Semantics of 7y}
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ina(e) U (def(e) N (ina(f) U (def(f) N (wrpy.m.9p)[f /]) )]e/x])
= {Distribute the latter substitution}
inA(e) U

(def(e) N (ina(f)le/x] U (def(f)le/x] N (wrpy.m0)[f/x][e/x]) ))

= {Cancel some substitutions with Lemma 8.1.1}
ing(e) U (def(e) N (ina(f) U (def(f) N (wrpy.m.ap)[f/x]) ))
= {Semantics of m}
ina(e) U (def(e) Nwrp,4.m0.70) .

Thus, (8.1) obviously follows if ina(e) = false, i.e. if e does not evaluate to
an accepted outcome for any initial state, and indeed, in the absence of further
knowledge about the involved expressions ¢ and f and the remainder 7 this is the
only safe statement one can make. Intuitively this means that the translation of
71 to 7y is permissible if none of the failures potentially produced by e belongs to
the accepted failures in A because otherwise this particular failure would make 7,
relatively correct w.r.t. A whereas the optimized program ms might produce just
any outcome, irrespective of any specification. This is in particular the case if A
does not contain any arithmetic error,? i.e. none of the errors produced by arith-
metic expressions. For a more far-reaching conclusion one would need more specific
knowledge about e. For example, one might accept something like a “DivByZero”
if e does not contain a division. However, letting

Error(e) & {we 2 |Tse T E(e)(s) = w}

denote the set of potential erroneous outcomes, arithmetic errors, of e we can
formulate the obtained result as follows.?

Theorem 8.1.1 (Correctness of dead code elimination). If f is indepen-
dent of z and if Error(e) N A = (), then

wrp .z i=e;x = f;m < wrpyxi=f;m .

It is interesting to discuss also the border cases for this example. In the PTC-
case one has A = (), so iny(e) equals false for trivial reasons. Thus m, indeed
implements 7, w.r.t. PTC. In the PPC case, on the other hand we have to choose
A = (2. Then ins(e) might be valid for some states if evaluation of e might fail.
Thus, the transformation might be invalid in the sense of PPC, depending on the
shape of e. Thus, the formal framework confirms our informal reasoning from the
beginning, Sect. 2.2, and the wrp-transformers allow to reason about questions
like these, just as promised.

% Formally, an outcome w is an arithmetic error if there exists an expression e and a state s such that
€(e)(s) = w. In this sense e produces an arithmetic error if inp(e) # false.
3 In practice one would rather claim that A does not contain any arithmetic error.
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8.1.2 Code motion

Again, we consider a slightly simplified version of the code motion example pre-
sented in Sect. 2.2:

m = ifbthenz:=e;y:=gelsex:=f;y:=g¢gfi
and

m, = y:=g;ifbthenz:=celse x:=f fi |

where we assume x and y to be distinct, i.e. x # y (otherwise the former assign-
ments may be cancelled if desired, see above).

Independence is again essential and we start with some more rules concerning
this notion. Under certain assumptions the order of assignments can be changed,
namely if each of the expressions involved is independent of each of the others
variables. Before showing this one observes that

s € Ylg/ylle/x]
{Definition of substitution. ..}
s{z — E(e)(s)} € Ylg/y]

{...and once again}

s{z = E(e)(s)Hy = E(g)(s{z = E(e)(s)})} € ¢

{Assume ¢ is independent of x}

s{z = E(e)(s)Hy = E(9)(s)} € ¥

{Rearrange variations, = # y}

sy = E(9)(s)Hz = E(e)(s)} € ¥

{Assume e is independent of y}

sy = E(g)(s)Hr = E(e)(sfy = E(9)(s)})} € ¢
{Reverse first two steps}

s € Yle/z][g/y] ,

[ A A

which proves

Lemma 8.1.2 (Rearrange substitutions). If x # y, ¢ is independent of x and
e is independent of y, then

def(g) Ndef(e) Nlg/ylle/x] = def(g) Ndef(e) Niple/z][g/y] -

Furthermore, taking the premises of Lemma 8.1.2 for granted, the cancelation
of substitutions with Lemma 8.1.1 yields, e.g.,

def(g) Nina(e)[g/y] = def(g) Nina(e) ,
def(e) Niny(g)[e/z] ina(g) , and
def(e) N def(g)[e/z] def(g) ,
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It follows that

def(e) N def(g)[e/x]

= {A consequence of the latter observation above}
def(e) N def(g)[e/x] N def(g)

C {Cancel substitution with Lemma 8.1.1}

def(e)[g/y] ,

such that the combination of the latter two inclusions and Lemma 8.1.2 ensures

def (¢) Ndef(g)le/z] NYlg/ylle/z] < def(e)lg/y]Nle/xllg/y] -

Let us finally assume that g always yields a regular result or an accepted irregular
outcome whenever e produces an accepted irregular outcome, i.e. in4(e) C ina(g)U
def(g). Then all preparations are made to see that

ina(e) U (def(e) N (lina(g) U (def(g) N4lg/y]) )le/x])
C ina(g) U (def(g) N (ina(e) U (def(e) Nple/a]) )g/yl) -

Unrolling the definitions of assignments and sequential composition, this proves
the first essential claim.

Lemma 8.1.3 (Rearrange assignments). If  # y, ¢ is independent of z, e is
independent of y and if iny(e) C ina(g) U def(g), then

wrpy.(x:=e;y:=9) < wrpy.(y:=g;x:=¢€) .

In some sense the second assignment has jumped to the left and it remains to
show that it can also jump out of the conditional. From Lemma 7.2.1 in Sect. 7.2
we know that sequential composition from the right distributes over conditionals.
In rare cases sequential composition distributes over conditionals also from the
left so let us collect the ingredients to prove this. Firstly, it holds that

(b=tt)Ndef(g) C (b= tt)[g/y]

if b is independent of y, see Lemma 8.1.1. Hence, for all predicates ¢ and ¢/,

(b=tt) N (ina(g) U (def(g) N ¢lg/y]))
Ciny(g) U (def(g) N (ina(b)[g/y] U
((b=tt)[g/y] N olg/y]) U
((b="1O)lg/yIN'[g/y]) ) ,

and analogous statements hold for (b = ff). Assuming that g always yields a
regular result or an accepted irregular outcome whenever b produces an accepted
irregular outcome, i.e. in4(b) C ins(g) U def(g), one obtains



8.1 Justifying Code Optimizations 139

ina(b) U

((b=tt) N (inalg) U (def(g) N B[g/y]))) U

((b=fF) N (ina(g) U (def(g9) N ¢'[g/y])))

C {Auxiliary results above}

ina(g) U

(def(g) N (ina(b)[g/y] U
((b=tt)lg/y]Nolg/y]) U
((b="1Olg/y]N¢Ta/y])))

if b is independent of y, note that again def(g) Nina(b)[g/y] = def(g) Nina(b).
Now unroll the definitions and see that sequential composition from the right
may indeed distribute over conditionals in the following ways.

Lemma 8.1.4 (Distribute conditional and independence). If b is indepen-
dent of y and ina(b) C ina(g) Udef(g), then, for all P,Q € PTrans,

((y=a9); P)<b/AD> ((y:=49); Q)
<(y:=a9); (PQb/A>Q) .

This completes the preparations to consider code motion in more detail. Under
the assumptions that b, e and f are independent of y, ¢ is independent of z and
that ina(b) Uina(e) Uina(f) Cina(g) U def(g) we argue as follows:

wrp,.(if bthen x :=e;y:=gelse v := f;y:= g fi)
= {Semantics of conditional}

wrp,.(x:=e;y:=¢g) Ab/A>wrp,.(z:=f;y:=g)

< {Rearrange assignments with Lemma 8.1.3,
conditional is monotonic in its branches}
wrp,.(y:=g;x:=e) Ab/A>wrp,.(y:=g; 2 := f)
< {Semantics of composition, take

wrp 4.2 := e for P resp. wrp,.x := f for )
and distribute the conditional with Lemma 8.1.4}
wrp,.y =g ; (wrpy.x == e Qb/A D> wrp,.x = f)
= {Semantics of conditional and composition}

wrp.(y :=g;if b then z :=e else x := f fi) ,
which finally proves

Theorem 8.1.2 (Correctness of code motion). If x # y, g is independent of
x and b, e, f are independent of y, and if in4(b) Uina(e) Uina(f) C ina(g) Udef(g),
then
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wrp4.(if bthen x :=e;y:=gelse v := [ ;y:= g fi)
<wrpy.(y:=g;if bthen z:=celse z:= f fi) .

To return to the comments made in Sect. 2.2 we mention that code mo-
tion (in the above example!) is correct in the sense of PTC because iny(b) =
ing(e) = ing(f) = false. Code motion is also correct in the PPC case as
inp(g) U def(g) = true but note that the actual outcomes produced may dif-
fer in both programs. As mentioned in Sect. 2.2 it might make a difference if this
is desirable. Furthermore the programs considered here are simplified versions;
the situation obviously becomes harder if the branches do not solely consist of
assignments, cf. Fig. 2.2.

8.1.3 Unswitching

More interesting is the unswitching strategy because piece of code is moved out
of a loop. We consider the following two little programs:

m = while b do if ¢ then 7 else 7’ fi od
and
s = if ¢ then while b do 7 od else while b do 7" od fi ,

where 7 and 7’ are arbitrary programs. If neither 7 nor #’ modify anything on
which the guard ¢ depends the translation of m; to ms seems reasonable and quite
more efficient because the conditional has to be executed just once in the beginning
and not each time the loop is iterated. This subsection is devoted to a precise
analysis.

First of all, just like before, we have to formalize what it means that a program
leaves a Boolean expression untouched because this is the essential requirement
in order to let unswitching become sound. The adequate adjective is the following
(see, e.g., [8]): A program 7 is said to be transparent to a Boolean expression c iff

ino(e) € wlp.w.(inp(c)) , (8.2)

i.e. {inp(c)}m{ino(c)}, for all O C X. The notion of transparency suggests that the
Boolean expression ¢ does not notice the presence of program 7 as the evaluation of
¢ does not depend on outcomes produced by 7. More formally, the above definition
can be justified by the little calculation:

ino(c) C wlp.m.(inp(c))

= {Definitions}
Vs: Ble)(s) € O: (NVo: (s,0) € R(m): o€ 2Uingp(c))
= {Nesting, definition of inp(c), naming conventions}

Vs,s': B(e)(s) € ON(s,s") € R(m): Ble)(s') € O .

Operationally speaking, if ¢ evaluates to a certain outcome (note that (8.2) has
to hold for all O C X U £2, hence also for singletons) before execution of 7 then ¢
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evaluates to the same outcome after execution of m, of course only if 7 delivers a
regular result so that ¢ can be evaluated at all.

Before the actual discussion some abbreviations are to be introduced in order
to increase readability. For the present purposes it is convenient to denote the
conditional resp. loop, if b then 7 else 7’ fi resp. while b do 7 od, by the less clumsy
m C b D 7 resp. b x 7. Furthermore, some more observations are of independent
interest so we start to collect yet some more rules.

It is an easy exercise — and we thus leave it to the reader — to see that an
assignment, say, x := e is transparent to c if ¢ is independent of x. This suggests
to look for similar but more general distribution properties. So assume P and @
are weakest relative precondition predicate transformers. Then, for all ),

(wrpy.m; (P <Qce/A> Q)Y N (c=tt)
= {Application and definition of semantical conditional}
wrp,.m.(ing(c) U ((e =tt) N Py) U ((c =) NQ.Y)) N (c=tt)
- {Assume 7 is transparent to c}
wrp,.m.(ina(c) U ((e=tt) N Py)U ((c=fF)NQ.¢)) N wlp.m.(c = tt)
= {Generalized pairing condition and distribute}
wrp4.m.((c = tt) N P.ay)
- {Monotonicity and definition of ‘;’}
(wrpy.m; P).ap .

If 7’ is also assumed to be transparent to ¢ this little calculation is the key to the
following observation.

Lemma 8.1.5 (Distribute conditional and transparency). If 7 and 7’ are
transparent to ¢, then

(wrp 4.7 ; (P <e/A>Q)) <c/A (wrpyw' 5 (P <e/A>Q))
< (wrpy.m; P)<c/A> (wrpym' 5 Q) .

Now, consider the following situation which will be the next exercise. Suppose
P, @ and R are weakest relative precondition predicate transformers; is it the case
that

(P<c/A>Q)<b/A>R
<(P<b/A> R)<c¢/A> (Q<b/AD>R) ?
In some sense this distribution looks auspicious — just check the possible paths

like in a binary tree — but it is enormously important to respect the presence of
finite errors. Let us start to unroll the left hand side

(P<e/A> Q) <b/A> R).¢
= {Definition of semantical conditional twice and distribute}
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ina(b) U
((b=tt)Nina(c)) U
(b=tt)N(c=tt)NnPy)U
(b=tt)N(c=1F)NQyY)U
((b=ff) N Ry)
and similarly the right hand side
(P<b/A> R)<c¢/A> (Q<b/A> R)).4
= {Definition of semantical conditional thrice and distribute}
ina(c) U
(c=tt)Nina(b)) U

(

(e=tt)Nn(b=tt)Nn Pay) U
(e=t)Nn(b=f)NRY)U
((c =ff) Nina(b)) U
(e=Mnb=tt)nQy)u

(c=fF)n(b=f)NRy) .

To ensure that the upper predicate “implies” the lower some further assumptions
concerning irregular outcomes are needed, namely

ina(b) U (b=1f) C def(c) Uiny(e) .

This requirement is natural because it reflects that in the former program the
guard b is evaluated first: If b evaluates to false or to an accepted outcome than
evaluation of ¢ must either yield an accepted outcome, then everything is fine,
or must be defined such that evaluation of b follows immediately in the latter
program. We summarize this observation in

Lemma 8.1.6 (Shuffle conditionals). If iny(b) U (b = ff) C def(c) Uina(c),
then

(P<c/A>Q)<b/A>R < (P<b/A>R)<c/A> (Q<b/A>R) .

After these preparations let us come to the actual “unswitching”. As loops are
present, showing wrp,.m < wrp,.my depends on whether divergence is accepted
or not. We start with a variation of preservation of total correctness so assume
oo ¢ A. By definition of the semantics of a loop, least fixpoints are to be taken,
and in our scenario the claim reads as follows:

NWb,wrpA.(if ¢ then 7 else 7 fi) S NWb,wrpA.ﬂ < C/A > NWb,wrpA.ﬂ’ . (83)

The isolated fixpoint on the left hand side is screaming for an application of the
induction rule. Therefore we calculate
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Wb,wrpA.(if ¢ then 7 else 7’ fi)(,U/Wb,wrpAJr < C/A > qu,erA.W,)
{Definition of W}
(wrp4.(if ¢ then 7 else 7" fi) ; (EWywip 10 < /A D> Wowrp , 7))
<b/A > Id
{Semantics of conditional}
(wrpy.m Qc/A>wrp,.m') 5 (WWomrp . < /A Wy rp 7))
<b/A > Id
{Distribute conditional, general case (Lemma 7.2.1)}
((erA-ﬂ— ) (MWb,wrpA.w < C/A > /LLWIZ,WFPA.W,))
Jdc/A>
(erA-ﬂJ ) (NWb,wrpA.w < C/A > HWb,wrpA.w’)))
<b/A > Id
{Distribute conditional again, here assume

that 7 and 7" are transparent to ¢ (Lemma 8.1.5)}

(Wrp 4.7 5 iWhrp ) < /A (Wrp o’ 5 tWowrp ,vr)) << b/A > Id

{Shuffle conditionals under appropriate assumptions}
((wrp 4.7 5 tWorp ,.x) < bJA D> Id)
dc/A >
(wrp,.7" 5 Wy ip ) QU bJA > Id)
{Definition of W and roll the fixpoint}
ll'Wb,wrpA.w < C/A > ll'Wb,wrpA.w’ .

wrp bk (T CeD ')
Cwrpy.(bxm) CeD (bxn')a

= {Semantics of conditional }

wrp bk (T CeD ')
Cina(c)U
((c=tt)Nwrp,.bxmah)U
((c="ff) Nwrp,.bx ')

{Shunt, =ins(c) = inpa(c) U (¢ = tt) U (c = ff), distribute}

143

Thus, under the assumption that 7 and 7" are transparent to ¢ and that in4(b)U
(b=1f) C def(c)Uina(c) an application of the induction rule indeed implies the
current goal (8.3) where oo ¢ A.

What remains is the variant of preservation of partial correctness where di-
vergence is accepted. Here, loops are defined via greatest fixpoints and the same
recipe as above does not work as the induction rule does not apply in the first
step. However, the claim can be proved as follows. We start with massaging the
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(ingya(c) Nwrpbx (m CeDa')ap) U
(c=tt)Nwrpy.bx (T CeDw)ap)U
((c=fF)Nwrpy.bx (m CcDr')a)
C((e=tt)Nwrpy.bxmah)U
((c="ff) Nwrp,.bx ')
= {Assume for the moment that
ing\alc) Nwrpy.bx (m C ¢ D 7')ap = false}
(c=tt)Nwrpy.bx (mr CeDn')ap C(ec=tt)Nwrpy.bxma)

and

(c=f)Nwrpybx(r CeDa')p C (c="ff)Nwrpybxn' )
= {Obvious}

(c=tt)Nwrpy.bx (mr CeDn')p Swrpy.bxmap

and

(c=f)Nwrpybx(mr CeDa')p Cwrpybxm')

and get a stronger formulation on the predicate level. Now the predicate trans-
formers for loops are on the “right” side to apply the induction rule in principle,
but notice that, unfortunately, these predicate transformers are applied to an argu-
ment so simple fixpoint rules still do not apply. However, the following observation
is the key to a remedy.

It turns out that, for a predicate v, the function (.¢)) € (PTrans — Pred)
which maps an f € PTrans to f.i) is universally conjunctive. To see this we look
for (.1)’s lower adjoint, see Sect. 3.2, and define function g, € (Pred — PTrans)
pointwisely as follows: For ¢, x € Pred:

s€(gpd) X <5 s€dAPC x .

Then it is easy to show

pC(Y).f = gpod<f
for all ¢ € Pred and f € PTrans.
In “=" one assumes ¢ C (.)).f, i.e. ¢ C f.4b, and takes arbitrary y € Pred and
s € ¥ with s € (gy.¢).x. It follows that s € ¢ and ¢ C x such that s € f.i) by
assumption and finally s € f.x by monotonicity. Thus, g,.¢ < f as required.
For “<=" one takes gy.¢ < f for granted and takes an arbitrary s € ¢. As
obviously ¢ C ¢ it follows that s € (gy.¢).1 by definition and thus s € f.¢» by
assumption. In other words, ¢ C (.).f, and this completes the proof.

As the transfer lemma, cf. (3.7), suggests greatest fixpoint harmonize with univer-
sally conjunctive functions well. This is particularly the case here: For an arbitrary
f € PTrans it is obvious that

((wrpy.m; f) <b/A> Id).)
=ina(b) U ((b=tt) Nwrp,.m.(f)) U((b="ff)Nv) ,

or equivalently,
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() ((wrpy.m s f) <b/A > 1d)
=ina(b) U ((b=tt) Nwrp,.m.((-10).f) U ((b=1F)Ne) |
Thus, the transfer lemma ensures that
() (wx ((wrpyom 3 X) < b/A > Id))
= vg( ing(b) U ((b=tt) Nwrp,.m.o)U((b=FF)Ney)) .
Though not required here, we like to mention that a very similar calculation estab-
lishes a corresponding result for least fixpoints: Function (.1)) is also universally

disjunctive — g € (Pred — PTrans) defined by s € (gy.¢).x PEN XCY—>seop
is its upper adjoint — and the transfer lemma for least fixpoints (3.6) applies anal-
ogously. This seems to be a noteworthy result as it confirms the intuition on the
predicate level.

Theorem 8.1.3 (Loop’s semantics on the predicate level).
wrp 4.(while b do 7 od).¢)
= M@ ina(b) U (b= t8) Nwrpm.6) U (b =) N0 ) |

where A = v if co € A and A = p otherwise.
O

Now it is clear that the loops are indeed on the “right” side to let simpler
fixpoint rules apply — just lower the fixpoints to the predicate level before — and
we can continue the calculation as follows. But first of all we have to justify the
last but one step in the prior calculation where the very upper disjunct vanishes.
We start with the second conjunct thereof

wrp4.bx (m C e D ')
= {Lower the fixpoint and unroll it, definitions}

ina(b)U
(b=tt)Nwrpym CcD ' (wrpybx (m CecDn'))) U
(b =) N o)
- {Semantics of conditional, monotonicity }
ina(b)U
(b=tt)N(ina(c) U (c=tt)U (c=1f)))U
(b = f)

such that finally, together with the first conjunct,

ing\a(c) Nwrp b (m CeDa')ap C ingale) N (ina(b) U (b= fF))
remains. The right hand side equals false, thus justifies the last but one step,
precisely if

ing(b) U (b=1f) C inyg(c) Udef(c) ,
and luckily this requirement is not new, we already needed it in the previous case.
Hence, let us assume the same here.
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Furthermore, we are left with showing, e.g.,
(c=tt)Nwrpybx(m CeDn')ap C wrpybxma)

or equivalently, remember that divergence is accepted such that loops are defined
via greatest fixpoints,

(c=tt)Nwrp .bx (mr CeD ')
Cux(wrpym; X Qb/A>Id).a)
which is equivalent to
(c=tt)Nwrpy.bx (mr Ce D)
Cvo(ina(b) U ((b=tt) Nwrp,.m.¢) U ((b=1f) Ne))
by Theorem 8.1.3. From here we continue as shown below.
(c=tt)Nwrpy.bx (mr Ce D)
C vo(ina(b) U ((b=tt) Nwrp,.m.¢) U ((b=1f) Ne))

= {Induction rule}
(c=tt)Nwrpy.bx (mr CeDn')ap
Cina(b) U
(b=tt)Nwrp,y.m.((c=tt) Nwrp,.bx* (m CcD 7)) U
((b=ff) 1))
= {Lower left fixpoint (Theorem 8.1.3),

unroll it and distribute}
((e=tt)Nina(b)) U
(e=t)N(b=tt)N
wrp . (m C e D7) .(wrpy.bx (m C e D a')ap)) U
((c=tt)N(b="FF)N)

g |nA(b) U
(b=tt)Nwrpy.m.((c=tt) Nwrp,.bx* (m CcD 7)) U
(b="f)ny) .

We let ‘rhs’ denote the right-hand-side of the latter inclusion. From here, three
sub-cases remain to be shown.
a) For the first disjunct one obviously has

(e =1tt) Ning(b) Ciny(b) C ‘rhs’

and similarly for the third conjunct, i.e.
b), where

(c=t)N(b=F) Ny C (b=ff)N1 C ‘ths’ .

¢) The final, the second, disjunct is the most interesting, and here one calculates
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(c=tt)N(b=tt) Nwrp,.(m CcD 7). (wrpy.bx (7 CcDa')a)

C {Semantics of conditional}

(c=tt)N(b=tt) Nwrp,.m.(wrpy.bx (1 C ¢ D7').1p)
- {As before, assume 7 is transparent to c}

wlp.m.(c = tt) N (b =tt) Nwrp,.m.(wrp,.bx (1 C ¢ D 7').1))
C {Generalized pairing condition, i.e. Lemma 6.1.1}

(b=tt) Nwrp,.m.((c=tt) Nwrp,.bx* (m CcD7').Y)
- {Obvious}
‘rhs’ |
which completes this case. To show the missing part, i.e.
(c=ff)Nwrpy.bx(r CeDd )y Cwrpybsm.a)

one argues completely analogously, just use the fact that 7' is transparent to c,
too.

Altogether, both calculations prove the overall claim of this subsection which
reads, after resolving our condensed notations, as shown below.

Theorem 8.1.4 (Correctness of unswitching). If ins(b) U (b = ff) Cina(c) U
def(c) and if 7 and 7' are transparent to ¢, then
wrp 4.while b do if ¢ then 7 else 7' fi od

< wrp 4.if ¢ then while b do 7 od else while b do 7’ od fi .

Again, we like to make the concluding remarks that unswitching is also correct
in the PPC-case as ing(c) U def(c) = true. For PTC one needs (b = ff) C def(c)
but this does not universally hold. Consider, for instance, the following example.
Suppose given the predicate {s}, i.e. the state s, with B(b)(s) = ff but B(¢)(s) € 2.
Then

[{s}]while b do if ¢ then 7 else 7’ fi od[true] ,
i.e. the loop terminates immediately, but it is not the case that
[{s}]if ¢ then while b do 7 od else while b do 7' od fi[true]

because the conditional terminates immediately, but irregularly. Hence, unswitch-
ing does not preserve total correctness! Note that this situation does not occur
in simpler scenarios where the presence of finite errors is ignored resp. where ex-
pression evaluations are assumed to terminate regularly. In this sense, wrp has
truly kept its promise to facilitate reasoning about “phenomena” like these resp.
to bring to light them at all.

8.2 Translation Verification

The task this section is concerned with reads rather simple: Given a program 7
of the high-level language, Sect. 7.4, translate it to a program 7’ of the assembly
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language, Sect. 7.3, in such ways that the latter implements the former in the sense
of preservation of relative correctness w.r.t. some set A of accepted outcomes. As
the target language, i.e. the assembly language, is assumed to run on a finite
machine which expresses in spontaneous occurrences of “StackOverflow” -errors
we decide to accept this particular failure because we keep it for unavoidable.
Moreover we like to exploit the properties that distinguish wrp from wp or wlp:
The translation to be discussed soon will translate non-diverging source programs
to non-diverging target programs but wlp cannot express this; on the other hand
wp identifies divergence and runtime-errors and, therefore, it cannot treat this
scenario in the presence of finite errors either. In fact, the “StackOverflow” -error
is the only one which is due to some resource limitations and which is modeled
in the semantics but it is straightforward to integrate others. There are other
finite errors in the semantics, “ProcUndecl” and “EmptyStack”, but they were
mainly integrated because they are obvious candidates and in order to make the
semantics slightly more exciting. However, it turns out that the translation scheme
given below guarantees that non-closed programs will not be translated at all —
for the “interesting cases”, see p. 109 — resp. that translated programs will never
execute a ret-command on an empty stack.

A more interesting question is whether divergence is to be tolerated or not, i.e.
whether oo € A or not. Both cases are of interest for particular applications. If one
accepts divergence the proof obligations for the source program are a much easier
because a termination proof for the source program is dispensable. This view
is interesting in particular when proving compilers correct because it is hardly
possible to guarantee that a compiler terminates for all its inputs and, moreover,
it generally suffices that a compiler delivers a result just once. However, a compiler
that constantly maps each given source program to a diverging target program
preserves partial correctness by definition but this compiler is rather senseless
(but we like to say that compiler construction is an engineering task and an
honest programmer will try to avoid this). Hence, divergence might be kept for
intolerable because one really wants the target program to terminate whenever
the source program does (apart from finite errors which are due to some resource
limitations, we already discussed this). This view is the one which is of interest for
process programming purposes (outside safety critical systems); it allows to infer
termination of the target program if termination is proved for the source program.
Then, a termination proof for the latter has to be performed but that is worth in
the sense just mentioned.

All in all, the claim of this section is that target program 7’ implements
source program 7 in the sense of preservation of relative correctness w.r.t.
{"StackOverflow” } and also w.r.t. {oo, “StackOverflow” }. Two proofs have to be
performed because, as observed before, preservation of total and preservation of
partial correctness are independent notions.

We remark that a slightly modified version of the essence of the first claim, the
one with A = {“StackOverflow" }, is already presented in [63]. There, due to lack of
space, we focused on the most interesting cases, i.e. the procedure mechanism, and



8.2 Translation Verification 149

this is the place for a more profound discussion and for a proof of the remaining
cases.

8.2.1 Compiling specification

In Table 8.1 we inductively define a compiling relation C C II x MP x TDict.*
Here, TDict is the set of stacks § of translation dictionaries

§ € (ProcName By Lab) ,

each of which intuitively maps procedure names to labels where code for the corre-
sponding body can be found. We adopt most of the notational conventions made
for procedure dictionaries PDict, see p. 104. The empty translation dictionary is
given by the empty set, (). Concatenation of translation dictionaries is denoted by
an infix dot and we say that 6; € § iff d =07 -...-0;-...-d,. Again, p € dom(d)
means that there exists a dictionary § € § with p € dom(¢). The stack of diction-
aries consisting of all dictionaries up to index 7 is denoted by §;. Applying a stack

of dictionaries § = §; -...-d, to an argument means to look up the topmost entry,
i.e.
ot on(p) : p € dom(dy,)
on(p) = On_1(p) : p¢dom(d,)An>1 |, (8.4)
undefined : otherwise

this convention has to be made because, in contrast to procedure dictionaries,
translation dictionaries will not be distinguished. As a consequence, the index j,
as defined on p. 105 is generally not unique. However, if p € dom(d) then there
exists a dictionary § € & with p € dom(d) by convention and from all those
dictionaries having this property we define the topmost to have index j,. With
the aid of specification (8.4) above we can more formally say that §(p) = ¢;,(p)
if 6(p) is defined. Finally, for the sake of brevity we call a stack of translation
dictionaries § also a dictionary for short.

Vocalizing C (7, m, ) means that assembly program m is a possible compiling
result of source program 7 assuming that dictionary é assigns appropriate labels
to the used procedure names. The program

seq(assign(y, 1), while(x > 0, seq(assign(y, x * y), assign(x,x — 1)))) ,
for instance, which computes the factorial of x leaving the result in variable vy,
may irrespective of the used dictionary be compiled to the assembly program
asg(y, 1) - Loop - ¢j(x # 0,End) - asg(y, x * y) - asg(x,x — 1) - goto(Loop) - End

that we already know from Sect. 7.3.

Note that the typing constraint m € MP guarantees that target programs are
labeled uniquely. Rule [Seq], for instance, can only be applied if the labels used
in m; and ms are distinct. Obviously target programs must be labeled uniquely —

* We desist from translating the skip command as this is a rather obvious task; it is an ease to show
that the results presented below transfer if it is translated to an unused label or to an assignment
asg(z, ) which play the role of a “NoOp” in the real world.
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[Assign] C(assign(z,e),asg(z,e),d)

)
)
C(seq(m1, m2), m1 - m2,d)
C(m1,m1,d), C(m2, ma,d)
C(if (b, w1, m2), cj(b, I1) - ma - goto(lz) - I - m2 - [2,6)
C(mw,m,d)
C(while(b, 7T)7 lo - Cj(b7 ll) cm - gOtO(lo) . l1,6)
p € dom(d)
C(call(p),jsr(d(p)), o)

C(mp,mp, 0 - {p = p}), C(mp,mp, 8- {p > 1p})
C(blk(p, mp, ms), goto(lp) - Iy - myp - ret - Iy - my, 4)

C(7r1,m1,6), (7r2,m2,

[Sed]

(1]

[While]

[Call]

[BIK]

Table 8.1. Compiling specification: Inductively relating source and target programs.

keep in mind that in the source language procedures may be redeclared blockwise
— and defining a compiling relation enables us to solve this task elegantly. Note
furthermore, that the rules do not otherwise restrict the choice of labels. It is an
advantage of a relational specification over a compiling function, e.g. C' : Prog x
TDict — M P, that certain aspects, like choice of labels here, can be left open for
a later design stage of the compiler. Defining a function would force us to prove
unique labeling right now and this is a part beneath our considerations as we are
interested in the implementation of the control flow only.

The compilation-rules should be intuitively clear but let us run over and com-
ment on them as certain details are worth mentioning. The [Assign]-rule translates
assignments to assignments, just as they are. Indeed, both assignments have the
same semantics so this rule will not harm. We are interested in the linearization
of the control-flow and assignments are integrated into the languages in order to
be able to write — more or less — meaningful programs. Assignments, and any
kind of commands which have a direct effect on the state and which execute in
a linear fashion, are thought to be macros which can be replaced by (sequences
of) more concrete commands of a real machine in a later stage. The sequential
composition of programs corresponds to the concatenation of the translated parts,
see the [Seq]-rule. As remarked before it only applies if distinct labels are used
in each translation of the parts the composed program consists of. The [If]-rule
instructs to jump over the translation of the first component to the translation
of the second component if the guard evaluates to ff and to skip the conditional
jump otherwise such that the first component followed by an unconditional jump
to the end of the conditional is to be executed. The needed labels are introduced
accordingly; note that those labels have to be fresh because otherwise the com-
pound would not be a well-typed assembly program. Observe furthermore that
the labels introduced here have nothing to do with the labels kept in the diction-
ary 0 in question, the latter keeps labels for procedures only and not for jumps
in general. Similarly loops are translated, cf. the [While]-rule. Depending on the
evaluation of the guard the translated body followed by an unconditional jump to
the beginning or a jump out of the loop is to be executed. If a procedure named p
is declared in the source program, i.e. if p € dom(d), the [Call]-rule applies and a
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call of procedure p, call(p), is translated to a procedure-jump to the corresponding
label kept in the dictionary é in question, jsr(d(p)). It is essential to note that
the premise of the compiling rule [Call| guarantees that non-closed programs can-
not be compiled with an empty dictionary. Those procedure identifiers enter the
dictionary if blocks are translated, see the [Blk]-rule. If a block with body 7, in-
troducing p with procedure body 7, is translated using dictionary d one firstly has
to translate the components, 7, and 7, using a dictionary that has a new binding
for p. This proceeding should be intuitively clear after the section concerned with
the semantics of the source-language, Sect. 7.4, because this technique implements
static-scoping. The actual code consists of a jump to the translation of the body
of the block, an appropriate label for the introduced procedure followed by the
translation of the procedure-body itself and a return-command. Note that the
translation-scheme could also have put the translation of the procedure-body —
together with label and return — to the end of the sequence. Note furthermore that
the compiling specification can be straightforwardly extended to blocks in which
systems of mutually recursive procedures are declared. As already mentioned in
the introduction of the language this would burden the notations — and oncoming
proofs — a lot without bringing any further enlightenments.

This seems to be the appropriate place for the following remarks. The reader
might wonder why stacks of translation dictionaries need not to be distinguished
resp. why the operational semantics of the source language deals with fresh identi-
fiers and renamed programs. The reason is rather obvious: The “generated” target
programs are labeled uniquely. This is different for the operational semantics of
the source language and, in some sense, renaming with fresh identifiers makes
sure that the program is distinguished — what the procedure identifiers concerns
— at execution time. On the other hand, an operational semantics for the source
language which follows the shape of the compiling specification given here, in par-
ticular a modified definition of j, via a lookup from the top, does not work for the
following reasons. To execute a call a prefix stack must be used — in order to model
static scoping — but then the blk and seq rules do not apply anymore because they
require the entry- and exit-dictionaries to be equal. This is needed because the
subsequent commands must use the entire stack of dictionaries in order to be able
to call procedures which are defined later. A way out of this dilemma would be to
make use of closures in such ways that procedures are completely executed before
the subsequent instructions are started. But this was not what we intended to
specify since we aimed at a purely structural operational semantics. However, we
furthermore like to note that consequently the oncoming translation correctness
proof does not resemble the equivalence proof given in Sect. 7.4. This comment
is worth mentioning because parts of the equivalence proof can be kept for a cor-
rectness proof of the identity-translation from the source language to itself where
given programs are supposed to have a denotational and (the same) generated
programs are supposed to have an operational semantics.
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8.2.2 Compiling correctness

This section is concerned with proving correctness of the translation specified
just before. As already discussed, the translation cannot be correct in the sense
of preservation of total correctness because our assembly language might report
“StackOverflow” on executing a jsr instruction, and thus regularly terminating
source programs might be compiled to target programs that do not terminate
regularly. Nevertheless — as we will see in a while — source programs that do not
diverge are never compiled to diverging target programs. But preservation of total
correctness identifies divergence and runtime-errors and, therefore, it cannot treat
this scenario appropriately. A main purpose of the story told here is to show how
the greater selectivity of wrp-based reasoning allows a more adequate treatment of
this scenario by an appropriate choice of A. Proving correct the translation in the
sense of a variant of preservation of total correctness is, thus, an interesting case.
The counterpart, the corresponding variant of preservation of partial correctness
is, as motivated before, also worth while because it is easier to apply in practise
since there are weaker proof obligations for the source program. Actually, the
latter variant is the seemingly harder and less common part.

As a matter of fact, two theorems and consequently two proofs have to be
given resp. performed because neither does a translation preserve partial correct-
ness if it preserves total correctness nor vice versa. To be more specific we treat
“StackOverflow” as an acceptable error because it may spontaneously occur every
now and then and we simply cannot do anything against it. In a first case we
will not accept divergence which gives rise to a relativized version of preserva-
tion of total correctness where A = {“StackOverflow”} (this is the full version
of our [63] if you like). In the second case we will accept divergence such that,
with A = {00, “StackOverflow” }, a relativized version of preservation of partial
correctness will be be discussed.

A variant of preservation of total correctness. We are going to prove the
following theorem.

Theorem 8.2.1. Suppose co ¢ A and “StackOverflow” € A. Then for all 7 and
m:

C(m,m,0) = wrp,.m > wrpi.m

Here, 1 p,, denotes the “undefined” environment that maps each procedure
identifier to L, i.e. Vp € ProcName :: L gy, (p) = L. As mentioned in Sect. 7.3 this
is reasonable because otherwise undefined procedures would miraculously have a
non-trivial meaning. Thus, if a program 7 is compiled to an assembly program m
in an empty dictionary, relative correctness is preserved in the sense that, very
roughly speaking, the target program terminates regularly whenever the source
program does and the results coincide, unless the machine is just too small to store
the needed return-addresses. To be more accurate, if the source program is proved
to be totally correct w.r.t. a pre- and a postcondition (note that “StackOverflow”
is not present in the semantics of the source language) then, for every initial state
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satisfying the precondition, the target program will terminate regularly in a state
satisfying the postcondition, in particular this is a result which is also possible for
the source program, but it may also terminate irregularly, i.e. abort, propagating
a “StackOverflow”. This property is of interest for process programming (outside
safety-critical systems) as it allows to conclude the behavior of the target program
from the behavior of the source program.

When we try to prove Theorem 8.2.1 by a structural induction — which is
the most proximate approach — we are faced with two problems. Firstly, when
machine programs are put together to implement composed programs, like in the
[Seq] or [If] rule, the induction hypothesis cannot be directly applied because it is
concerned with code for the components in isolation while, in the composed code,
the code runs in the context of other code. In other words, Theorem 8.2.1 turns
out to be improvable in the direct way because of its lack of compositionality. Our
approach to deal with this problem is to establish a stronger claim that involves
a universal quantification over all contexts.® More specifically, we show

wrp 4. (u,m - v,a) > wrph.m ; wrp . (u - m, v, a)

for all surrounding code sequences u,v and stack contexts a. Note how the se-
quential composition with wrp,(u - m,v,a) on the right hand side beautifully
expresses that m transfers control to the subsequent code and that the stack is
left unchanged. Furthermore, Theorem 8.2.1 follows immediately with suitable
instantiation.

Secondly, when considering the call-case, some knowledge about the bindings in
the dictionary é is needed. We already know this problem from Sect. 7.4 where we
had to formalize some expectations concerning the relationship between syntactic
and semantic bindings in the semantics of the source language. Motivated by the
shape of the bindings-predicates used there we try to solve the current problem
with the aid of the following predicate which expresses appropriate expectations
for the present task.

fit(n, 0, u) &L

Vq € dom(d) :: Jz,y =

z-6(q)-y=u A

Ve, f,g erA'(xa é(q) Y, 9 <€7 f>) > U(Q) ) erA'(ea [y g) .
It expresses that the bindings in translation dictionary & together with the as-
sembly code u (that comprises the context in which the implementing code is
running) “fit” to the bindings in the semantic environment 1 used by the source
program. The first conjunct says that the context provides a corresponding label
for each procedure ¢ bound by d; the second conjunct tells us that the code fol-
lowing this label implements ¢’s binding in 1 and proceeds with the code on top
of the return stack. This is just what is needed in the call-case of the induction.
The code generated for blocks has to ensure that this property remains valid for
newly declared procedures. Putting the pieces together we are thus going to prove

(8.5)

5 This fundamental but very intuitive view on execution progress of assembly programs was presented
in [60] at first. Sadly it has never been published for, say, unjustified reasons.
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Lemma 8.2.1. Suppose oo ¢ A and “StackOverflow” € A. For all 7 ,m, u, v, a,
n, 0:
C(m,m,8) Afit(n,6,u-m - v)
= wrpy.(u, m - v,a) > wrp’\.m; wrpy.(u-m,v,a) .
Theorem 8.2.1 follows by the instantiation u =v =¢,a=¢,7= Lg,, 6 =0
using the [Term-wrp| law and wrp ,.m = wrp 4.(g, m, €).

Proof of Lemma 8.2.1. The proof is by structural induction on 7. So consider
some arbitrarily chosen 7, m, u, v, a,n, d such that C(w, m,d) and fit(n, §,u-m-v),
and assume that for all component programs the claim of Lemma 8.2.1 holds. As
usual, we proceed by a case analysis on the structure of 7. In each case we perform
a kind of “symbolic execution” of the corresponding assembly code using the wrp-
laws from Sect. 7.3. The assumptions about fit will solve the call-case elegantly,
the while- and blk-case moreover involve some fixpoint reasoning as the semantics
of those commands is defined via fixpoints.

Case a.) m = assign(x, e). By the [Assign] compiling rule, m = asg(z, e) and
wrp 4.(u,asg(z, e) - v, a)
> {Law [Asg-wrp]}
(x:=4€);wrpy.(u-asg(x,e),v,a)
= {Semantics of an assignment}
wrp'y.assign(z, €) ; wrp 4.(u - asg(x, ), v, a) .
Case b.) m = seq(my,m). By the [Seq] compiling rule, there are m;, my with
m = my - my such that C(my, mq,d) and C(ms, ms, d) holds. Then,
wrp 4.(u, my - mgy - v, a)
> {Induction hypothesis for m }

n o
wrp’y.my s wrpy.(w - my, ma - v, a)

v

{Induction hypothesis for m,}
wrpy.my 5 wrp’y.me s wrp 4.(u - my - ma, v, a)
= {Semantics of composition}

wrp’y.seq(m, m2) ; Wrp4.(u - my - My, v, a) .

Case c.) m = if (b, my, ). By the [If] compiling rule, m = ¢j(b,{;) - my - goto(ly) - I -
my - ly for certain my, my with C(my, my, 8) and C(my, msg, §). Here one calculates:

wrp 4.(u, cj(b,ly) - my - goto(ls) « Iy - mgo - Iy - v, a)
{Law [Cj-wrp]}

wrp 4.(u - cj(b,l1), my - goto(ly) - Iy - my - Iy - v, a)

<b/A >

erA.(U . Cj(b, ll) cmq gOtO(lg), ll *Mo - l2 - v, CL)

v
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> {Induction hypothesis for 7y in the first,
law [Label-wrp] in the second component}
wrp’y.my 5 wrpy.(w - cj(b,ly) - my, goto(ly) - 1y - my - Iy - v, a)
<b/A >
wrp 4.(u - cj(b,ly) - my - goto(ls) - l1,my - Iy - v, a)

Y

{Induction hypothesis for 7, in the second,
law [Goto-wrp] in the first component}
wrp’y.my 5 wrpy.(w - cj(b,ly) - my - goto(ly) - Iy - ma, Iy - v, a)
<b/A >

wrp’y.ma 5 wrp . (w - cj(b,ly) - my - goto(ls) - Iy - ma, ly - v, a)

v

{Law [Label-wrp] in both components}
wrp’.my 5 wrp . (w - cj(b,ly) - my - goto(ly) - Iy - ma - Iz, v, a)
<b/A >
wrpy.me ; wrp . (w - cj(b,ly) - my - goto(ly) - Iy - my - Iy, v,a)
= {Distribute conditional, i.e. Lemma 7.2.1}

(wrp’).my < b/A > wrp'|.ma) ;

wrp 4 (u - cj(b,ly) - my - goto(ly) - 1y - my - Iy, v, a)
= {Semantics of conditional}

wrp'y.if (b, 71, m2) 5 wrp 4 (w - ¢j(b, 1) - my - goto(le) - Iy - my - Iy, v,a) .

Case d.) m = while(b, 7). By the [While] compiling rule, m = Iy - cj(b, ;) - my -
goto(lp) - [; for an my with C(my,my,d). This is a more interesting case and the
calculation starts with

wrp 4.(u, o - cj(b,ly) - my - goto(lp) - l1 - v, a)

> {Laws [Label-wrp] and [Cj-wrp]}

wrp 4.(u - lo - cj(b,ly), my - goto(lp) - Iy - v, a)

<b/A >

wrp4.(u - lg - cj(b,ly) - my - goto(ly), 1 - v, a)

v

{Induction hypothesis for 7 in the first,
law [Label-wrp] in the second component}
wrp’y.my s wrpy.(u - lo - €j(b, 1) - my, goto(ly) - 1y - v, a)
<b/A >
wrp 4.(u - lo - cj(b,ly) - my - goto(lp) - 11, v, a)

v

{Law [Goto-wrp] in the first component, }
wrp'i.my 5 wrpy.(u, by - ¢j(b, 1) - my - goto(lp) - Iy - v, a)
<b/A >
wrp 4.(u-ly - cj(b,ly) - my - goto(ly) - l1,v,a) ,
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which reflects the intuition that, depending on the evaluation of the guard, either
the body of the loop is executed once and one is standing right back at the
beginning where the calculation starts, or one jumps out of the loop otherwise.
Introducing an abbreviation for the “remainder”,

R = wrpy.(u-ly-cj(b,ly) - my - goto(ly) - l1,v,a)
and defining the monotonic transformer ¢ : PTrans — PTrans by

g(X) = (wrp’\.m ; X)<b/A>R
the above calculation has established

erA'(U’J m-v, CL) > g(erA‘(U’J m-uv, CL)) :

By the induction rule

(+)  wrpy(u,m-v,a) > pg
follows immediately. Furthermore,

9(X; R)

= {Definition of g}
(wrp’y.m1 ; X ; R)<b/AD> R

= {Distribute Conditional, Id is the unit of composition}
((wrp’y.my 3 X) <b/A>Id) ; R

= {Definition of Wy i, }
Wb,wrpg.m (X); R .

Letting (; R) : PTrans — PTrans denote the transformer that sequentially com-
poses R from the right, this calculation has shown

9(G R)(X)) = G B)Wawrpy.m (X)) -

Since the transformer (; R) is universally disjunctive, see (4.1), we conclude that

(**) ng = (; R) (ll’Wb,wrp"A.m)

by the transfer lemma, see (3.6). Resolving the definitions and abbreviations and
combining (x) with (xx) finally yields
wrp 4.(u, ly - cj(b,l;) - my - goto(ly) - 1 - v, a)
2 Wy wip™ oy 5 wrp 4. (u - Iy - cj(b, 1) - my - goto(lp) - [y, v, a)
which is exactly the claim for this case, see the definition of the semantics of a
loop.

Case e.) m = call(p). By the [Call] rule, m = jsr(d(p)) and p € dom(d). A
consequence of fit(n,d,u - m - v) is the existence of some z and y such that
z-6(p)-y=wu-jsr(6(p))-v. As expected, the assumptions about the bindings lets
us solve this case very elegantly:
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wrp 4. (u, jsr(6(p)) - v, a)

> {Law [Jsr-wrp], “StackOverflow” € A, existence of = and y}
wrp (2, 6(p) -y, a - (u-jsr(d(p)), v))
> {Second conjunct of fit(n,d,u-m-v)}

n(p) 5 wrpa-(u - jsr(0(p)), v, a)
= {Semantics of a call}

wrp’;.call(p) ; wrp 4 (u - jsr((p)), v, a) .
Case f.) m = blk(p, 7, mp). By the [Blk| rule, there are assembly programs m,, ,m

and labels [, [, such that m = goto(l})-l,-my,-ret-l,-my, and C(my, my, 6-{p — 1,})
and C(mp, my, d - {p — [,}) hold. Here we would like to calculate as follows:

wrp 4.(u, goto(ly) - I, - my, - ret - I, - my, - v, a)

> {Laws [Goto-wrp| and [Label-wrp|}
wrpy.(u - goto(ly) - 1, - my, - ret - Iy, my, - v, a)
> {Induction hypothesis: C(m,,my,d - {p — [,}) holds}

Byr
wrply” A wip (- goto(ly) - Ly - my - ret -y - my, v, a)

= {Semantics of blocks}
wrp'y.blk(p, 7y, mp) ; wrp 4. (u - goto(ly) - 1, - my, - ret - Iy - my, v, a) .
In order to apply the induction hypothesis in the second step, however, we have
to check
fit(n[p = uBpr, a0, 0 - {p—= L}, u-m-v) .
Unrolling the definition this means to prove
dx,y
(%) -0 {p—=L}q y=u-m-vA
Ve, f, g wrpy. (2,6 - {p = L} (q) -y, 9 (e, )
> nlp = pByx, anl(q) s wrpale, f,9)

for all ¢ € dom(d-{p — [,}). So suppose given an arbitrary ¢ € dom(d-{p+— 1,}).
If ¢ # p, () reduces to

dx,y
z-0(q)-y=u-m-v A
Ve, f, g wipy(2,8(q) -y, 9- (e, ) = n(q) s wrpa.(e, f,9)

which directly follows from the premise fit(n, d,u - m - v). For ¢ = p, on the other
hand, we must prove

da,y
Tolp-y=u-m-v A
Ve, f, g wrpy (2,0, -y, 9 (e, f)) > pBpm,ay s wrpa-(e, f, g) -
Choosing x = u-goto(l,) and y = m,,-ret-l,-m;, v makes the first conjunct true. The
second conjunct is established by a fixpoint induction for uB, », 4,.° Admissibility

¢ To be more precise, it is shown that @By r, 4y € Pr,,, Where
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is straightforward — follows from the distribution properties of the composition
operator — and the base case easily follows from the fact that L ; wrpy(e, f,g9) = L.
For the induction step assume that X is given such that for all e, f, g

(k%) wrpa. (2,0, -y,9- (e, f)) > X ;wrpy(e, fr9) -

Now, fit(n[p = X],6 - {p — [,},u - m - v) holds: for ¢ # p we can argue as above
and for ¢ = p this follows from (xx). Thus, by using the induction hypothesis of
the structural induction applied to 7, we can calculate as follows for arbitrarily

given e, f, g:

erA'(aja lp “Y,9- <€7 f>)
> {Law [Label-wrp| and unfolding of y}

wrpy(z - 1y, my, -ret -1, -my - v, g - (e, f))

> {Induction hypothesis applied to ,}
wrle[pHX].ﬂp s Wrp 4. (- Ly - my, ret -y - my - v, g - (e, f))
> {Definition of By, s, 4, and law [Ret-wrp]}

Bpﬂfp:AJ](X) ) erA(ea f7 g) )

which completes the fixpoint induction, hence the proof for this case, altogether
the proof of Lemma 8.2.1, and thus Theorem 8.2.1 by suitable instantiation.
(|

A variant of preservation of partial correctness. The theorem to be dis-
cussed and proved here reads of course quite similar.

Theorem 8.2.2. Suppose oo € A and “StackOverflow” € A. Then for all 7 and
m:

J—Env

C(m,m,0) = wrpy.m > wrp .7 .

Putting Theorem 8.2.2 into words: Computations of the target program starting
in an initial state s either yield outcomes which are also possible for the source
program, are outcomes to be accepted, or are ones for which the source program
behaves chaotically if started in s, i.e. for which it does not satisfy its specification.
To reword in the concrete setting, each regular result produced by 7’ is a possible
result for = but 7’ is allowed to produce a “StackOverflow” or to deliver no result at
all. In contrary to Theorem 8.2.1 a property like this is uninteresting for a process
programmer as the target program may spontaneously diverge. To prove compilers
correct, however, this is an extremely useful effect; as one typically wants to use
the result of a compilation it suffices to get a result at all and it should be possible
to force the compiler to produce a result at least once.

A look at the proof of Lemma 8.2.1 above unveils that we barely have a chance
to perform a similar proof. The cause for this dilemma lies in the choice of fixpoints
in the definition of the semantics for loops and blocks. As we accept divergence
here, co € A, the semantics of those commands is given in terms of greatest

def
Pz,lp,y = {X € PTrans |V6,f,g o erA'($7lp Y, 9" <67f>) Z X ) erA'(67f)g)} .
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[Asg-D] D.f.A.(u,asg(z,e) - v,a)
>(x:=ace); fA(u-asg(z,e),v,a)
[Cj-D] D.f.A.(u,cj(b,l)-v,a)
> fA(u-cj(,1),v,a) Ab/AD> f.A(2,l y,a)
ifu-cjb,l)-v=z-1-y
[Goto-D] D.f.A.(u,goto(l) -v,a) > f.A(z,l-y,a)
ifu-goto(l)-v=x-1-y
[Jsr-D] D.f.A.(u,jsr(l) -v,a) > f.A(z,l-y,a-(u-jsr(l),v))
ifu-jsr(l)-v==x-1-y and “StackOverflow” € A
[Ret-D] D.f.A.(u,ret-v,a-(z,y)) > f.A(z,y,a)
[Label-D] D.f.A(u,l-v,a) > f.A(u-l,v,a)
[Term-D] D.f.A.(u,e,a) > Id

Table 8.2. ‘D’-laws for the assembly language.

fixpoints and to apply the induction rule, the transfer lemma or to perform a pure
fixpoint induction — as done in the while- and blk-cases before — the fixpoint is on
the wrong side of the order symbol.

Since we cannot get rid of the mentioned fixpoints we have to go a completely
different way. The alternative approach performed below is motivated by the skin
deep insight that it is easy to show that something is greater (w.r.t. ‘>’) than
the smallest fixpoint but that it is hardly possible to show that something is
greater than the greatest fixpoint. Formulated the other way round it should be
easy to show that something is smaller than the greatest fixpoint but the question
remains to which fixpoint this statement could refer. Luckily, we already know
the answer: Sect. 7.1 presents a fixpoint characterization of wrp-transformers for
languages whose semantics is given by means of a purely operational semantics.
Thus, the scenario presented there is applicable for the target language and, in
fact, we already exploited this characterization in Sect. 7.3 where we derived rules
for the assembly language.

The idea is to reason in terms of function D as defined by (7.4) such that,
by Theorem 7.1.2, showing wrp,.m > erjE"”.w as required in Theorem 8.2.2
amounts to showing vD.A.m > wrij"”Jr, and the latter presentation suggests
to perform a fixpoint induction for vD. In our concrete setting function D enjoys
the properties collected in Tab. 8.2 which look quite similar to the laws presented
in Tab. 7.2 and so do the proofs.

This view on wrp-transformers allows to approach the claim at all but the
problems do not run out. In the present scenario we also have to quantify over
all contexts in order to bridge the compositionality gap. Obviously, reasonable
relations between the semantical bindings in the environment and the syntactical
bindings in the used translation dictionary have to be expressed, too. It turns out
that the nice and rather simple fit predicate, as defined by (8.5), or modifications
thereof do not work. The reason is already known from Sect. 7.4 when the equiv-
alence of the operational and the denotational semantics of the source language
was shown: One has to express that old bindings do not change. The remedy
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there was the particular property of the operational semantics that it deals with
fresh identifiers and distinguished procedure dictionaries which allowed to rename
programs and to upgrade environments with fresh identifiers, cf. Theorem 7.4.1
and Lemma 7.4.3. However, to ensure that the bindings are not violated it is also
helpful to have direct access to them, and this from the view of the source and
the target language. Thus, for the actual proof, let us assume that besides the
stack of dictionaries used for the translation we also have a stack m of environ-
ments available. (We adopt the notational conventions from stacks of dictionaries
and particularly assume that the topmost entry of a stack of environments 7 is
n.) Then the predicate below expresses what can be guaranteed here and it will
support the oncoming proof a lot. The chosen name is inspired by the visual im-
pression that it seems to be somehow stronger that the fit-predicate, this might
indeed be the case but we refrain from an attempt to prove this.

fitter(m, 8, u) L

n| = [6] A
Vo, € 6
Vg € dom(d;) = Jw,y,my, my = (8.6)
z-0;(q) -mg-ret-y=u A
C(Wq,mq,éj) AN
wrp 'y .mg > 1iq) -

Verbalizing fitter(n, §, u), for each prefix-stack §; the following holds. If a pro-
cedure ¢ has been declared so far, i.e ¢ € §;, then a corresponding label, §;(q),
followed by a procedure body, m,, and a return command together with a sur-
rounding context can be found. This procedure body, m,, is the result of a transla-
tion of a procedure body, 7y, where dictionary d;, was used which was the current
at that time (d;, must be a prefix of d; which is reasonable because ¢ € d;).
Furthermore, the semantics of m, was given by means of a wrp-transformer using
an environment that was the current at that time, too. As j, is the index where
g was introduced lastly the current environment, i.e. 7;, applied to ¢ should not
have changed either. This expresses in the last conjunct of fitter.

As the stacks of environments and dictionaries are assumed to be of equal
length and because each prefix is described in isolation the fitter-predicate enjoys
the following and barely surprising prefix-property, the easy proof of which is left
to the reader.

Lemma 8.2.2 (Prefix property). If || = |d] and |n’| = |§’| then
fitter(n -n’,d - 6',u) = fitter(n, d,u) .

Similar to Lemmas 7.4.5 and 7.4.7 it can also be easily initialized by choosing
the singleton stacks consisting of the “everywhere undefined” dictionary () resp.
the “constantly false” environment L g,.

Now, the needed preparations are made to state the appropriate claim for the
variant of preservation of partial correctness.
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Lemma 8.2.3. Suppose co € A and “StackOverflow” € A. For all 7, m, u, v ,a,
n, d:
C(m,m,d) A fitter(n,d,u - m - v)
= wrpy.(u, m - v,a) > wrp.m; wrpy.(u-m,v,a) .

(8.7)

Again, Theorem 8.2.2 follows by suitable instantiation: u = v = ¢, a = &,
N = Lgn and & = 0.

Proof of Lemma 8.2.3. As motivated before we perform a fixpoint induction for
vD such that, in the very end, we obtain
vD.A(u,m-v,a) > wrpy.m; vD.A.(u-m,v,a)
which is equivalent to the claim of (8.7) by Theorem 7.1.2. Admissibility is
straightforward — here, this follows from wrp’; being conjunctive — and so is the
base case; the adequate transformer is the T-transformer of the considered lat-
tice which constantly yields true for all its arguments. For the induction step
we assume given a transformer f with f > D.f satisfying the fixpoint induction
hypothesis, i.e.
C(m,m,d) Afitter(n,d,u-m - v)
= f.A.(u,m-v,a) >wrpi.7; f.A(u-m,v,a)
for all 7, m, u, v ,a, 7 and §. As usual we proceed by a structural induction for
the actual fixpoint induction step which means to show
C(m,m,d) Afitter(n,d,u-m - v)
= D.f.A(u,m-v,a) >wrp.m; D.f.A.(u-m,v,a)
for each 7 in turn. We thus assume the premise to hold for the program in question
and also the entire claim for the structural components of which it consists.

Case a.) m = assign(x, e). By the [Assign| compiling rule, m = asg(z, e) and

D.f.A(u,asg(z,¢e) - v,a)

> {Law [Asg-D|}
(x:=a€); f.A(u-asg(z,€e),v,a)

> {Semantics of assignments and f > D.f}
wrp'y.assign(z,e) ; D.f.A.(u - asg(z,e),v,a) .

Case b.) m = seq(my,m). By the [Seq] compiling rule, there are m; ,ms with
m = my - my with C(my, my,8) and C(mg, my, 8). Here,

D.f.A(u,my-my-v,a)
> {Induction hypothesis for m }
wrp’y.my 5 D.f.A(u-my,my - v, a)

> {Induction hypothesis for m,}
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wrp’y.my 5 wrp’y e ; D.f.A(u-my - ma, v, a)
= {Semantics of composition}

wrp'y.seq(my, m) 3 D.f.A(u-my - my,v,a) .

Case c.) m = if(b, 71, m2). By the [If] compiling rule, m = cj(b,[;) - m; - goto(ly) -
[y - my - Iy for some my, my with C(my, my,d) and C(mwy, mg, ). In this case

D.f.A(u,cj(b,ly) - my - goto(ly) - I - my - ls - v, a)
> {Law [Cj-D]}
fA(u-cjb, 1), mq - goto(le) - Iy - mg - Iy - v, a)
<b/A >
fA(u-cjbly) - my - goto(la),ly - mg - Iy - v, a)
{f > D.f and induction hypothesis for 7; in the first,

Law [Label-D] in the second component}

v

Wl’le.ﬂ'l ) DfA(U . Cj(b, ll) my, gOtO(lg) . ll Moy - l2 - v, a)
<b/A >
fA(U . Cj(b, ll) My - gOtO(lg) . ll, moy - lg - v, a)

v

{Law [Goto-D] in the first component,

f > D.f and induction hypothesis for 7 in the second}
wrp’y.my 5 f.A(u-cj(b,ly) - my - goto(ly) - Iy - ma, Iy - v, a)
<b/A >
wrp’.me 5 D.f.A.(u - cj(b,11) - my - goto(lz) - 1 - ma, Iz - v, a)

{f > D.f in the first component, then law [Label-D]

in both followed by f > D.f again}

wrp’y.my 5 D.f.A(w-cj(b,1y) - my - goto(ly) - Iy - mya - Iz, v, a)
<b/A >
wrp’y.my 5 D.f.A(u-cj(b,1y) - my - goto(lz) - Iy - ma - Iz, v, a)
= {Distribute conditional, i.e. Lemma 7.2.1}
(wrp'y.my <1 b/A > wrp’y.my) ;
D.f.A(u-cj(b,ly) - my - goto(ly) - Iy - my - ls, v, a)

= {Semantics of conditional}

Y,

wrpyif (b, 71, m2) 5 D.f.A(u-¢j(b,l1) - my - goto(la) - Iy - ma - lg, v, a) .

Case d.) m = while(b, 7). By the [While] compiling rule, m = Iy - ¢j(b,l1) - m; -
goto(lp) - Iy where m; is the one with C(my, my,d). The calculation below heavily
depends on the hypothesis of the fixpoint induction:

DfA(U, lo . Cj(b, ll) My - gOtO(lO) : ll - v, CL)
> {Law [Label-D], then f > D.f and law [Cj-D|}
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fA(u-1ly-cj(b,ly), my - goto(ly) - I; - v, a)
<b/A >
fA(u-1ly-cj(b,ly) - my - goto(ly),l; - v,a)
{f > D.f and induction hyposthesis for 7; in the first,

law [Label-D] in the second component}

v

wrp’y.my 5 D.f.A(u -y - ¢j(b,1y) - my, goto(ly) - 1y - v, a)
<b/A >
fA(u-1ly-cj(b,ly) - my - goto(ly) - 11, v,a)

{Law [Goto-D] in the first component}
wrp’y.my 5 f.A(u, g - cj(b,1y) - my - goto(ly) - 1y - v, a)
<b/A >
fA(u-1ly-cj(b,ly) - my - goto(ly) - 11, v,a)

{Apply the fixpoint-induction hypothesis to

Y

v

m = ly - cj(b,ly) - my - goto(ly) - [; in the first component!}

wrp’y.my 5 wrp’y.while(b, m1) 5 f.A.(u-m,v,a)
<b/A >
fA(u-m,v,a)

{Distribute conditional and f > D.f}
((wrp’y.mry 5 wrp’).while(b, 1) < b/A > Id) ; D.f.A.(u-m,v,a)
= {Definition of W ypn 1, }

W wrp oz, (Wrply.while(b, 1)) 5 D.f.A.(u - m, v, a)
= {Definition of wrp’}.while(b, )}

Wb,wrpz.m (VWb,wrpz.m) ) DfA(U -m, v, a)
= {Unroll fixpoint}

Wy wipt iy 3 D f-A(u-m, v, a)
= {Semantics of loops again}

wrp’y.while(b, m1) ; D.f.A.(u-m,v,a) .

v

Case e.) m = call(p). By the [Call] rule, m = jsr(d(p)) and p € dom(d). The
premise, i.e. fitter(n, d, u - jsr(8(p)) - v) in this case, lets us conclude the existence
of some z, y, m, and m, such that

L) x-8(p) -my-ret-y = u-jsr(d(p)) v ,
2.) C(mp,my,0; ) , and

3.) wrpi.m, > n(p) .
A consequence of the “prefix property”, i.e. Lemma 8.2.2, is furthermore that
4.) fitter(ny,, d;,,u - jsr(d(p)) - v) .

These observations allow to calculate as follows:
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DfA(u,Jsr(5(p)) v, CL)
= {Law [Jsr-D] and 1.), note that §(p) is unique}

fA(z,6(p)-my-ret-y,a-(u-jsr(6(p)),v))

> {f > D.f and law [Label-D|}
fA(z-8(p),my-ret-y,a-(u-jsr(6(p)),v))
> {Apply the fixpoint induction hypothesis to m,,
this is admissible by 2.) and 4.)!}
wrpA”.m, 5 [ A(x - 8(p) -y, ret -y, a- (u-jsr(8(p)), v))
> {f > D.f and law [Ret-D|}
wrp ., 3 fA(u - jst(8(p)), v, a)
> {See 3.)}
n(p) s f-A-(u-jsr(d(p)), v, a)
> {f > D.f and semantics of a call}

wrp'y.call(p) ; D.f.A.(u - jsr(d(p)),v,a) .

Case f.) ™ = blk(p, 7, mp). By the [Blk| rule, there are assembly programs m,,, my,
and labels [, {, with

1.) C(mpy,mp, 6 -{pr1,}) and
2.) 0(7?17, mp, 0 - {p = lp}) )

such that m = goto(ly) -1, - m,, - ret-l, - my,. Here, we like to apply the hypothesis of
the structural induction to the body m,. (We could also use the fixpoint induction
hypothesis but we refrain from doing so as the translation scheme could be modi-
fied in such ways that it delivers my, - goto(l) -, m,, - ret-[. In this case the fixpoint
induction hypothesis does not apply and we like to be as general as possible.) In
order to do so we have to establish

3.) fitter(n-nlp— vByr, an,0 -{p—= L} u-m-v),

so let us start with this. It suffices to consider the entire stack because for all
prefixes the claim follows from the premise fitter(n, d, u-m-v). So assume given an
arbitrary ¢ € dom(d-{p — [,}). If ¢ # p we are done because -{p — [, }(q) = d(q)
and likewise n[p — vB,r, 4,](q) = 1(q) so that with j, < [§] + 1 the required
properties follow already from fitter(n,d,u - m - v) again. So assume p = g. We
already know m, and 7, so choosing z = u - goto(l;) and y = [, - my, - v makes the
first conjunct true. As j, = |0| + 1 in this case we also have the second conjunct
by 1.) above. To prove the third conjunct we calculate

np = vBpx,anl(p)
= {Application}
VBp'Trp ,A:TI

= {Unroll the fixpoint and definition of B}

n[p’_)VBP-T\'p,AJI}
A -7rp )
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such that, all in all, 3.) indeed holds. Finally, this allows to calculate as intended:

D.f.A.(u,goto(ly) - I, - my, - ret -1y - my - v, a)
> {Law [Goto-D]|}
f-A.(u-goto(ly) - L, - my, - ret, I - my - v, a)
> {f > D.f and law [Label-D] and f > D.f again}
D.f.A(u-goto(ly) - I, - my - ret -1, my - v,a)
> {Apply structural induction hypothesis to my,
this is admissible by 2.) and 3.)!}

W[pHVBp-Wp,A,n]

WIp 4 73 D.f.A(u - goto(ly) - I - my - ret - 1, - my, v, a)
= {Semantics of blocks}
wrp’y.blk(p, 7y, mp) 5 D.f.A.(u - goto(ly) - I, - my, - ret - Iy - mp, v, a)

and this completes the structural induction, by this the fixpoint induction step,
altogether the proof of Lemma 8.2.3 and ultimatively Theorem 8.2.2.
l

We close this section with the observation that the compiling specification pre-
serves the termination behavior up to the occurrance of “StackOverflow” -errors,
i.e. regular terminating resp. diverging source programs are translated to regular
terminating resp. diverging target programs unless the executing machine reports
a “StackOverflow” -error. Note that we can conclude this preservation of the ter-
mination behavior without any termination proofs. This result is more precisely
given in the final theorem below which is a direct application of Theorem 4.3.2.

Theorem 8.2.3 (A correct implementation). Suppose C(w,m,#). Then m

implements 7 with preserved outcomes PO = X U {oc}, accepted outcomes

AO = {"StackOverflow” } and chaotic outcomes CO = (XU 2) \ (PO U AO).
O

8.3 Remarks

A precise analysis of optimizations is a nice application of the relativized scenario.
Similar looking (!) calculations on an even more abstract and thus more readable
level could have been performed in the refinement calculus (which corresponds to
preservation of total correctness) or similar frameworks but it is very notewor-
thy that the results would have been quite different. The reason is always the
same: Typically the presence of so-called finite errors is disregarded in the area of
predicate transformer semantics. Let us just mention that dead code elimination
and unswitching preserve both partial and total correctness if one desists from
finite errors though the former does not preserve partial and the latter does not
preserve total correctness in the “real world” as seen in Theorem 8.1.1 resp. 8.1.4.
Furthermore, as announced, wrp-based reasoning indeed allows to distinguish be-
tween different erroneous outcomes and thus to state precise requirements which
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have to be satisfied in order to establish a specific relative correctness property.
To underpin these remarks we advise to have a look at [41] which proves optimiza-
tions correct in the framework of a so-called “Kleene algebra with tests” which is
a Kleene algebra (the algebra of regular expressions) with an embedded Boolean
Algebra. The operators thereof are assumed to model some typical programming
operators and thus correct program transformations resp. optimizations corre-
spond to valid laws in the algebra. Due to the calculational style the presented
proofs are quite elegant and short but, as usual, the results do not transfer to
reality because the presence of finite errors and even divergence is not taken into
account.

Remarkable in this connection is the particular feature of relative correctness
and the way it is dealt with, i.e. the calculational style using wrp-transformers, that
these searched requirements intuitively pop up while attempting the proof. This is
the case for all demands on outcomes presented here; in particular the observation
that unswitching does not preserve total correctness and also the cause for it was
found in the actual proof and not a pretended requirement which was pushed into
it.

In Sect. 8.1 we acquired the used vocabulary and concerning laws when they
were needed, and this in a form that suits the particular task. Since the present
thesis is meant for a general introduction to relative correctness and its application
this is an appropriate proceeding. But as the relativized setup has demonstrated
its utility — at least this is our opinion — it might be suggestive to elaborate
a construction kit of wrp-rules, similar to the refinement calculus, e.g. [53], or
[61] and far beyond the very basic rules presented in Chap. 6 and Sect. 8.1,
which facilitates point-free reasoning about realistic program transformations on
an accurate and handy level.

On the other hand, proving correct translations of toy-languages — in a com-
prehensible algebraic manner — is a seemingly old-fashioned exercise. Nevertheless
there is a great need for translation verification and both the languages and,
moreover, the correctness proofs presented here are very worth mentioning for the
following reasons.

Firstly, and we already discussed this at length, procedures are included in
both the source and the target language. Though only parameterless procedures
are considered the control flow aspects are quite more exciting and the languages
are generally more common in the sense that they are an adequate means to
study, apart from data flow aspects, the essence of ALGOL-like resp. assembly
languages. The only similar approach we know of is [47] which views on “compi-
lation as refinement” (see also [46]). The source language considered there knows
of procedures, too, and the semantics of both the source and target language is
given by means of a common modeling language which is basically the one of the
refinement calculus as presented in [53]. In contrast to our proceeding no transla-
tion scheme is given which is proved (post mortem) to have a specific preservation
property, instead source programs are inductively “flattened”, i.e. replaced by se-
quences of instructions of the target language, by application of refinement rules.
In so doing — this is the claim — the translation is correct by definition because
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the rules of the refinement calculus are correct. However, we dare to say that
certain aspects of this approach remain to be discussed. The source language al-
lows nesting of procedures but this phenomenon is not mentioned in [47] at all.
The semantics of procedure calls is given by application of a naive copy rule, i.e.
simple replacement of a call by its body (as defined in [53]) which corresponds to
dynamic scoping, but for nested procedures one has to be rather careful to which
body a call refers in order to model static scoping (if desired). The translation, i.e.
the specific “flattening”, of procedure bodies and calls on the other hand seems
to implement static scoping so the (correctness of the) translation remains ques-
tionable anyhow. Moreover, it can hardly be reconstructed because the interesting
parts of the proof are omitted. Furthermore, since finite errors are not included in
the model and classical refinement is the used medium, the approach deals with
preservation of total correctness only.

Secondly, programs are assumed to be executed on finite machines. This is a
vision close to reality but it is also a presentation out of the ordinary what more
abstract and comprehensible scenarios concerns. Though one should be conscious
that resource limitations do exist in reality one typically ignores this fact (for
convenience and simplicity) or focuses on avoiding finite errors; consequently to-
tal correctness and preservation thereof is the notion which is of interest mostly.
Remarkably here is, e.g., [30] which provides a (relational) framework of specifi-
cations in which time- and space-bounds can be taken into account by additional
specification variables that are outside the actual state space. By this means it is
at least possible to reason about resource limitations even if they are actually not
modeled in the semantics. However, having a slightly more realistic semantics at
hand it is natural to discuss also other preservation properties. As the target ma-
chine might report a “StackOverflow” on executing a procedure call, preservation
of total correctness cannot be achieved. Since non-diverging source programs are
not translated to diverging target programs this particular preservation property
is also of great value and interest but, unfortunately, the notion of preservation of
partial correctness cannot distinguish divergence from aborts. We hope the reader
appreciates that our wrp-approach is — on contrary to the classical setup — indeed
able to get along with this as it does not mix divergence with finite errors. Never-
theless, preservation of partial correctness and variations thereof are very worth
mentioning because they are of practical interest if compilers are to be proved cor-
rect. We know of no contributions — apart from ones by the Verifiz project (e.g.
(23, 25]) in which the present thesis has its roots — that pursue properties like
these. In this sense the second translation correctness proof given here is rather
new, barely known and truly worth reading.

An interesting aspect of our proof is that it shows how to handle the tran-
sition from tree-structured source programs to “flat” target code. For this pur-
pose we established a stronger claim that involves a universal quantification over
syntactic target program contexts. This should be contrasted to the use of tree-
structured assembler languages, e.g. in [65]|, where translation correctness for a
WHILE-language without procedures is investigated. The proof in [65] does not
immediately generalize to flat code.
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A widely asked question shall be discussed now: What is the harder task,
proving PTC or PPC? A look at the proofs unveils that the second part is the
seemingly harder one. A structural induction does not suffice and apply, instead a
fixpoint induction has to be performed. Furthermore an apparently stronger predi-
cate has to be used in order to express sensible relationships between the bindings
of translation dictionaries and environments. The most intuitive cause for this
observation is the following. A structural induction allows to infer properties of a
compound from properties of structurally smaller components. This is obviously
the case for the syntax of the high-level language considered here but in the end
we are not interested in syntax but in semantics. If the semantics confirms — in
some structural sense — with the syntax then structural induction seems to suffice.
Consider, for instance, the PTC case: For each syntactical component a terminat-
ing computation is assumed and thus the computation of a compound is pieced
together of smaller (w.r.t. the computation length) computations. This is not the
case for PPC. Here, each component may run forever and thus a compound may
not be greater (w.r.t. the computation length) than the parts of which it consists.
Besides this picture there is a strictly technical reason. Refinement is expressed
by means of an inequality sign where the semantics of the source language, i.e.
the structuring one in this case, is on the “less than or equal” side. As for PPC
the semantics is defined via greatest fixpoints a structural induction amounts to
showing that the semantic of the target language is greater than or equal to a
greatest fixpoint (w.r.t. ‘>"), see also the comments made on p. 159, and common
fixpoint rules simply do not apply.

However, it might also be kept for questionable whether PPC is really harder
than PTC. As just motivated a structural induction does not suffice but notice
the premise that the language is structured at all. The semantics of our high-level
language was initially given operationally and it was a good piece of craftsmanship
to show the equivalence of the operational and the denotational wrp-semantics,
cf. Sect. 7.4. The proofs of Lemmas 7.4.14 and 7.4.15 seem to be the harder
tasks because of the plenty of preparations but note that these are exactly the
cases where the fixpoints of the source language are on the “wrong” side to apply
nice fixpoint rules. If the semantics were to be compared on the operational level
both proofs, the one for PTC and the one for PPC, might not differ that much
because none of the involved semantics would be really structured. Furthermore,
exaggerating a bit, performing the equivalence proof together with the translation
proof is sort of zero-sum situation because for PTC the equivalence proof might
be kept for marginally harder and the translation proof seems to be easier; for
PPC the situation is conversely.

To mention yet another position: The proofs for PTC and PPC might be kept
for not that different as they appear at first sight but just for turned inside out.
For PTC a structural induction is performed and some cases of the induction step
involve some fixpoint reasoning, including a fixpoint induction. For PPC, again,
the situation is vice versa. A fixpoint induction is performed and the fixpoint
induction step consists of a structural induction (without any further tricky fix-
point reasoning). Moreover, in the parlance of category theory and, e.g., [64] the
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PPC case corresponds to a coinduction and the PTC case to an induction, see the
comments made on p. 131. However, to underpin this view we like to stress the
following. In the fixpoint induction step of the PPC case one makes heavy use of
both the fixpoint and the structural hypothesis, and both hypotheses are really
essential. At first sight, this seems to be different for PTC; the fixpoint reasoning
inside the induction step of the structural induction seems to be independent of
the structural hypothesis (in particular for the sub-language without procedures).
But note that there are two, nearly hidden, applications of structural hypothe-
ses inside the fixpoint reasoning. First of all, in the while case, an inequality was
shown with aid of the structural hypothesis, and it gave rise to apply the induc-
tion rule resp. the transfer lemma. Secondly, a precise look at the actual fixpoint
induction step of the blk-case, see p. 157, unveils that the structural hypothesis is
also indispensable. (We like to mention that, in principle, the least fixpoint is on
the “right” side to let the fixpoint induction rule apply — after shunting the right
hand side to the left, note that function (; R) is universally disjunctive, in order
to isolate the fixpoint — but this will not lead to the goal for the following reasons.
Roughly speaking, after some more shunting one is in need to apply the induction
hypothesis to the procedure body under yet some other assumptions concerning
the bindings. These assumptions are parameterized with the specific context e, f, g
from where the calculation starts, but to establish these assumptions one is faced
with showing the second conjunct of fit for all contexts, say, a, b, ¢, even for those
different from the specific ¢, f, g, and this cannot be achieved in general. For a
better understanding the interested reader is invited to figure this out. Note that
pure fixpoint induction on the other hand allows a restriction to certain predicate
transformers, namely to those which satisfy the premise for all contexts; see the
footnote on p. 157.) Thus, even a very precise look affirms the statements made
before: The used proof principles for PTC and PPC are just turned inside out.

As the case may be, we do not dare to decide which proof is really the harder
one. We agree that the PTC proof is the more intuitive one and thus the seemingly
easier exercise — in fact, it was the easier one and we do not know why the PPC
case was such a crux — but having found a solution for PPC the latter looks
quite elegant, comprehensible and in some sense even clearer from the operational
perspective. Anyhow, it might only be a matter of taste.






9. Conclusion

Now, at the end of tour, we hope the reader appreciates and agrees with us
that the notions of a correct implementation and relative correctness as well as
weakest relative preconditions and particularly wrp-transformers are an adequate
and manageable means for reasoning about more realistic translation verification
exercises. They indeed balance the gap between approved theory and practical
needs because as much as possible is preserved from the elegant appearance of the
classical and idealized setting while being able to cope with the more authentic
demands as well. To refresh the reader’s mind let us briefly resume the major
issues.

Mostly inspired by the skin deep insight that no, say, commercial compiler can
ever be “correct” in any of the classical senses we proposed to have a more shrewd
but still abstract view on different erroneous outcomes. A clever combination
of this more careful distinction and the known theory of weakest precondition
semantics promises to get along with modern, i.e. optimizing, compilers generating
executables running on real machines, and this in a comprehensible and abstract
manner.

Partitioning the set of all outcomes into ones to preserve literally, ones to accept
and ones to reject, i.e. Def. 2.3.1, serves the first part of the proposal. It allows
to express very precise and detailed demands on the compiler. Each translation
task can be suited to its very particular field of application, be it for generating
target programs which have to satisfy some safety and/or liveness properties, for
constructing verified compilers where correctness of the result is more important
than regular termination, where, e.g., a clean debugging feature is desired or not,
where brute optimizations are allowed or not etc.

Def. 2.3.1 serves the first part of the proposal but the substantial benefit elab-
orated in these concerns is the more abstract and thus manageable treatment of
this notion. Though it is advisable to keep an operational or relational semantics
for the ultimative reference it is a thankless exercise to prove translations correct
in the sense of Def. 2.3.1 directly. Motivated by the classical setup we defined
a predicate transformer along the lines of Dijkstra’s well-known wp and wlp but
which does not mix divergence with aborts and which does not reject resp. tolerate
any sort of irregular outcomes but only some, the irregular outcomes that are not
accepted are taken as disproof. The notion of relative correctness and particularly
the family of wrp 4-transformers serves the second part of our proposal. The greater
selectivity, the more subtle differentiation between different outcomes and their
causes, allows to express and reason about fine-grained correctness properties in



172 9. Conclusion

the sense of Def. 2.3.1 but on an abstract level and thus in more manageable and
handy ways, see for instance Theorem 4.3.1.

On account of being slightly more realistic as well as supporting the compiler
builder’s need for modularity we also visited the scenario with inhomogeneous
state spaces. For a brief introduction it is sufficient and recommendable to as-
sume source and target programs to operate on a common state space but this is
obviously not what the real world looks like. Data representation Galois connec-
tions turned out to be a nice and handy means for relating different state spaces,
and with the aid of such it is straightforward to extend the notion of preservation
of relative correctness to the inhomogeneous setting; in fact, the concept of correct
implementations in the sense of Def. 2.3.1 transfers, too. Yet another advantage of
relative correctness and wrp-based reasoning is that it supports the need to build
businesslike compilers in a modular fashion. The more abstract view unveils that
relative correctness is a transitive notion, and this even in very queer situations
that might arise in reality.

The wrp-transformers were defined around the idea of Dijkstra’s wp- and wlp-
transformers. In contrast to our picture — we keep an underlying operational or
relational semantics for the ultimative reference and thus the wrp-transformers are
derived terms — those transformers are defined axiomatically, are postulated terms
in [18]. Not surprisingly, our transformers meet Dijkstra’s healthiness conditions,
but even more. The basic laws concerning wrp are just more general versions of the
axioms presented in [18], and it is this particular collection of laws that restricts the
space of monotonic predicate transformers consistently to those which correspond
to a relational semantics. To be precise, it is allowed to switch between the “full”
relational semantics and wrp-transformers without any loss of information and this
particular issue debilitates the prejudice that a predicate transformer semantics
is too abstract for realistic verification purposes.

To embrace the title and to substantiate oncoming applications, the wrp-
semantics of two common programming languages were introduced. The abstract
assembly language is kept for a representive for a variety of flat assembly lan-
guages and it has the particular property that its semantics allows finite errors to
emerge. It is equipped with the customary control flow operations which are as-
sumed to be “macros” consisting of (sequences of) real machine-instructions; the
appendix justifies our understanding of the language being almost an abstract
view on existing languages. The high-level language serves as an adequate means
to study the control flow aspects of ALGOL-like languages. Once more we like to
stress that it is rather unusual to consider (nested) procedures in more abstract
settings like the present. Though proving the equivalence of the operational and
the denotational semantics was a hard exercise it is nice to see that procedures
do not complicate reasoning about programs.

Finally, we showed that relative correctness and specifically wrp-based reason-
ing indeed keeps the promise to facilitate proving realistic translations running on
real machines correct. As optimizations are ubiquitous in contemporary compilers
and because optimizations gave rise to see that the classic correctness notions are
not adequate in reality, we visited some strategies by example. It is very notewor-
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thy that only relative correctness is able to cope with questions like these: Partial
and total correctness really do not reflect reality in these concerns. The actual
translation correctness proof provides a general proceeding to prove correct the
transition from structured to flat languages, and this for various correctness no-
tions that might be of interest. The most distinguishing aspect of correctness is the
acceptance of divergence. Therefore, two correctness proofs are given which apply
depending on whether oo € A or not. The only finite error which reflects a vio-
lation of some resource limitations is the “StackOverflow”-error but it is straight-
forward to integrate others. Remarkable in this connection is that most of the
proof is reusable in the sense that those parts of the structural induction which
are independent of other errors transfer to the new situation. Moreover, the proof
presented here is intended to serve as a guiding standard for even more compli-
cated languages.

9.1 Topics for Future Research

A vast number of pitfalls and questions popped up while working on this thesis.
Some approaches and solutions have been proposed but there is still a good deal
of further work.

Case Study. The initial and actual task stems from the Verifiz project: Prove
preservation of partial correctness of the translation of a language called C'™,
i.e. a WHILE-language with (un-nested) parameterless procedures, to Transputer
code (see [24] for details). The recipe was almost clear, [61] provided a clear and
transparent view on the behavior of the Transputer and [60] showed that for
preservation of partial correctness it seems unavoidable to induce on a functional
describing the semantics of the executing machine. A first very naive attempt was
[85] which considers the abstract level of [60] but extended by procedures. Now,
with the present thesis most of the ingredients seem to be carried together. The
appendix adds procedures to the abstract view on the behavior of the Transputer
and apart from several details the essences of the actual partial correctness proof
on a clean level are given here. However, the actual work is still to be done.

Extensions. We considered the control flow aspects of strictly transformational
imperative programs. It would be interesting to study how relative correctness gets
along with other paradigms. Some of the ideas and results presented in Chap. 5
might be used for reasoning about process-programming, reactive or other systems
that, e.g., must not stop and thus have no “outcomes” except for ‘co” which is
obviously not adequate in these concerns.

Mechanical Support. As usual there is the desire for proof assistance, and in
this particular case it comes in two flavors. Not solely for the reasoning about
wrp-semantics but generally for calculations in an equational style it would be
advantageous to have a tool at hand which supports ad-hoc reckoning and proto-
typing. Having found a proof it would also increase credibility if the proof could
be rerun or checked automatically ([80] is a nice approach but wrapped in a very
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specific context). Furthermore and especially in the environment of the Verifiz
project it is necessary to document proofs, and this in a comprehensible manner.
One of the Ulm-group’s jobs is to generate proofs resp. to reproduce hand-waved
proofs (almost) automatically using the PVS system. As most of the actual proofs
have an operational flavor the generated proof protocols are barely plain, not to
mention short. A predicate transformer semantics would dramatically increase
readability and thus it is advisable to improve on this matter. First steps have
been done, e.g. [69], others are in preparation but there is still a lot to do.

Further wrp-Laws. As mentioned before, we think wrp-based reasoning has
demonstrated its practicability and elegance for more realistic questions concern-
ing program and translation verification. Therefore, it would be nice to have a
more profound pool of wrp-rules available. In Chaps. 6 and 8 we provided the ba-
sic rules and also some more detailed ones which are intended for a specific goal,
but a rich collection like, e.g., [53] or in [61] would pave the way for even more
comprehensible proofs and legitimations of optimizations.

A wrp- resp. Relative-Correctness-Calculus. The wrp-transformers corre-
spond to relative correctness w.r.t. A which is a generalization of partial cor-
rectness. The Hoare-calculus — dealing with partial correctness — is known to
be correct and relatively complete w.r.t. the common denotational semantics of
WHILE-languages. The key to relative completeness, however, is the assumption
that expressions cannot evaluate erroneously. If this is not the case then rela-
tive correctness cannot be shown but it can be achieved anyhow by guarding the
assignment-axiom in the shape of {def(e) — ¢le/z]}x := e{¢}. It would be very
interesting to research on this topic and to extend insights to relative correctness.

General Questions. The high-level language presented in Sect. 7.4 is equipped
with a static scoping semantics. It turned out to be non-trivial to define an
operational semantics but the denotational semantics is quite clear and elegant.
On the other hand, an operational semantics modeling dynamic scoping can easily
be specified. What should a denotational semantics for dynamic scoping look like?
We cannot get rid of the impression that showing preservation of total cor-
rectness is easier than showing preservation of partial correctness. As mentioned
in Sect. 8.3, there are some formal evidences but can the impression indeed be
confirmed or are appearances deceiving? As the case may be, but why?



A. Reflections on the Toy-Assembly-Language

The present appendix is intended to justify a seemingly bald statement made in
Chap. 7. On p. 95 we claimed that the assembly language presented in Sect. 7.3
is almost an abstract view on an existing language, namely the Transputer code
[37]. Of course this can hardly be accepted without further explanations and now
is the time and this is the place for a justification. The oncoming discussion is
barely self-contained because a vast number of notions, definitions and mostly
notations have to be introduced, thus it is shifted to this appendix rather to an
own chapter or section. Moreover, the mentioned preparations are not fulfilled
at all; the needed vocabulary and technical means is purely cited from [61] and
we will try to make them plausible using our own vocabulary to the best of our
knowledge and in all conscience. In this sense the appendix should be read only
with a copy of [61] nearby. For a supporting literature we also recommend [21]
which presents a shorter (w.r.t. [61]) but even more detailed (w.r.t. the present)
exposition and from which we borrow a lot of phrases. But before going into details
let us set the stage and start with a motivation.

A.1 A Prefacing View

In his doctoral dissertation [61] Markus Miiller-Olm presented a correctness proof
for a translation of a real-time WHILE-language to the Transputer code, to be
precise he proved the translation correct in the sense of preservation of total
correctness. This is an interesting result, yes, but more exciting — and this is
the actual story told there — is the way this proof is performed. Code generator
correctness proofs may easily get monolithic as typically a specific compilation
scheme for concrete source- and target-languages is at hand which has to be
verified. Obtained results may be of particular interest but not the actual proofs
as they typically are not reusable in no way; perhaps apart from some used proof-
techniques in isolation. Whenever the source- or target-language is modified, even
if very slightly, the whole proof has to be rerun. This is obvious and in some
sense unavoidable but the effects become really unattractive if one realizes that
the entire proof is futile just because some odds and ends are added or omitted.
The remedy proposed in [61] is modularity and abstraction. Starting from real
bit-code, the semantics of which is taken directly from the Transputer manual
[37], running on the real Transputer resp. on its diverse components (like reg-
isters, flags, memory and pointers), via various intermediate steps, an abstract
level of machine-description, an assembly language, is derived in which most of



176 A. Reflections on the Toy-Assembly-Language

the components of the Transputer have vanished but in which it is still possible
to reason about the behavior of instructions and programs in a given context.
In so doing, increasingly more conceptual and general but still consistent, i.e. se-
mantics preserving, views on the behavior of the Transputer are evolved and each
abstraction step allows to tackle one specific phenomenon in isolation and thus
more comprehensible. The technical means that is used is, roughly speaking, the
space of predicate transformers. An imperative meta-language in the shape of the
refinement calculus is defined which is interpreted by Dijkstra’s wp-calculus and
which — as we know — corresponds to total correctness. Furthermore, a variant of
well-known data refinement techniques [4, 22, 57] is drawn up that in some sense
complies with the media presented in Sect. 5.1 but which is defined in terms resp.
is part of the meta-language and thus more handy in [61]. This setup allows to
distinct between resp. to relate different state spaces and to reason about imple-
mentations. To be slightly more precise, terms in the shape of Theorem 5.2.1 serve
for a definition of data-refinement of commands and this notion is used to show
that certain instructions have “the same” meaning but seen from different and in
the end very abstract and thus more manageable perspectives.

Finally, the idea is — among others — that one uses this more abstract view in
the actual translation correctness proof as it provides a facile and more intuitive
but still sufficiently detailed imagination of the behavior of the Transputer and by
this eases the proof in large amounts. Furthermore, if, for instance, components of
the source language are modified or even if the target language of the translation
is changed, parts of the previously done work might be reused. In the first case
the task is to find instruction sequences of the abstract view that implement the
commands of the source language (here the abstract view is recycled); in the
second case one tries to “concretize” from the abstract view towards the new
target language (and here it is the actual translation).

Let us return to our claim. The assembly language presented in Sect. 7.3 is
of course a toy-language but it can — in some sense — be kept for an even more
abstract view on the Transputer. Having a look at some concrete results of [61] the
suspicion augments that it should be possible to replace our commands by spe-
cific Transputer instructions or sequences thereof such that the latter mentioned
implement them. This might be plausible for the commands in isolation but if
one tries to prove this, the problem pops up that the underlying operational se-
mantics given in Sect. 7.3, in particular the procedure concept, seems to be really
wondrous and artificial.

The remainder of this appendix is devoted to a more thorough discussion and
justification why our assembly language is slightly more concrete and realistic than
it seems to be at first glance. Though we will not prove that the assembly language
is an abstract view — in fact, it is not yet — we nevertheless want to legitimate the
claim that it is almost an abstract view and by this that the language considered
here can be kept for “a stepping stone on the way down to actual binary machine

code”.!

! Thanks to Markus Miiller-Olm for this concise and vivid phrase.
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A.2 Extensions

As mentioned in the beginning we cannot go into the very details here as we
would have to cite more than half of [61]. Instead we revisit the mentioned book
directly in the sense that we have a closer look at the proceeding presented there
using its own language (for a better guidance we also use the same headings and
most of the numbering). For the sake of comprehension — which we barely can ex-
pect due to lack of vocabulary — we will nevertheless try to explain and motivate
most of the performed steps in our words whenever this is possible and necessary.
Furthermore, we extend the work of [61] such that the procedure concept of our
assembly language becomes a part of the abstractions, too. Therefore, some more
Transputer instructions have to be added, ones that are not needed in [61], and
one more abstraction step has to be performed. The resulting final view on the
Transputer which includes our procedure concept hopes to illustrate and to in-
crease the appreciation of our vision that the assembly language of Sect. 7.3 is
rather natural and not that seemingly artificial and just convenient.

A.2.1 Transputer base model

Appendix F of the Transputer manual [37] describes the components and the in-
structions of the Transputer semi-formally. The Transputer is essentially a state-
machine working on a state consisting of three registers A, B and C (which are
typically used as a small stack by most of the instructions), an operand regis-
ter Oreg (providing word-size operands for the instructions), a workspace-pointer
Wptr (relatively to which instructions typically address), an error-flag EFlag, an
instruction pointer IP, and an addressable memory Mem. The behavior of the in-
structions is described with the aid of Z-like schemata, i.e. a relational pre- and
post-style description of the effect of the instructions on the state space. In [61],
on the other hand, the effect of instructions is captured by refinement axioms
which express changes of states in terms of (multiple) assignments, i.e. assign-
ment predicate transformers. The instruction 1dc(1), for instance, which loads
the constant value 1 to register A and moves A’s and B’s contents to register B and
C respectively, can be represented by the multiple assignment?

Eo(1dc(1)) > A,B,C:=1,A,B ,

where the predicate transformer Ey(1ldc(1)) suggests that this is the definition
of 1dc(1)’s effect and which is precisely what the Transputer manual describes
relationally. As the Transputer provides only four bits for coding so-called direct
functions there exists a particular direct function, opr, which executes some fur-
ther so-called operations whose opcode is assumed to be contained in the operand
register. To be precise, the effect of the opr instruction is given by?3

2 In [61] the function-name wp is generally omitted. In this sense, A,B,C := 1,A,B conforms with
wp.(A,B,C := 1,A,B). Note furthermore that not equalities are given but inequalities which has the
particular benefit that they correspond to safe approximations or under-specifications, i.e. they define
what happens at least and say nothing about effects that are not documented in [37].

3 For a predicate ¢ the assertion {¢} is defined by {¢}.90 = ¢ A ¢ and represents a process that
terminates immediately without an effect if ¢ holds and behaves chaotically otherwise.
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Eo(opr) > {CurOpr(op)} ; Eo(op) ; Oreg :=0 ,
where
CurOpr(op) <= Oreg = OpCode(op)

and Ey(op) is the effect of operation op.

The watchful reader will perhaps miss the typical increment of the instruction
pointer IP and the cause for its absence is the following. In [61], the complete
behavior of the running phase is modeled by a Run-process, i.e. a predicate trans-
former, which cyclically executes a Step-process (Run = Step ; Run) which itself
— very roughly — fetches the instruction the instruction pointer IP points at, ex-
ecutes it and increases the instruction pointer (Step > {CurFct(instr)} ; Fetch ;
Ey(instr)). The increment of IP is treated in the fetch-phase (Fetch) and can resp.
must be omitted in the definition of an effect Ey(instr).

Besides the instructions considered in [61] the following instructions are needed
in order to integrate our rather abstract view on stacking return-addresses. There
are the direct functions

Eo(1dnl) > {Indez(A,Oreg) € Addr} ;
A,Oreg := Mem(/ndez(A,QOreg)),0
Ey(stnl) > {Index(A,Oreg) € Addr} ;
Mem(Indexz(A,Oreg)),A,B,C,0reg :=A,C,?7,7,0
Ey(ldnlp) > A, 0Oreg:= Index(A,Oreg),0 ,
and there is the operation
Eo(gcall) > A, IP:=1IP,A .

Here, {Index(A,Oreg) € Addr} ensures that the inequality is trivial if the ref-
erenced memory address Index(A,Oreg)* is invalid. Note that the general call
gcall only exchanges the contents of A and IP. Thus, for an implementation of
a procedure call, A is assumed to contain the jump-address and afterwards the
return address is again contained in A; remember that the fetch-phase increases
the instruction pointer. The non-deterministic assignment C :=7 expresses that
the contents of register C is left unspecified after execution, it will contain a value
but in [37] the designers did not say which.

This base-model of the behavior, given by means of predicate transformers, is
already a safe abstraction but it is a rather low level of description. Though it is
possible to relate a semantics of a source language to the semantics given by FEj
directly, this would be a very clumsy and error-prone task. Instead, more abstract
views on the behavior of the Transputer are derived which promise to ease the
proof and to be more manageable and intuitive in general.

A.2.2 Symbolic representation of control point

In a first step the progress of program execution is represented symbolically. The
idea is that a Transputer program m can be partitioned into two sequences u

* Formally, Index(z,y) = = + bpw * y is the word address y words past the base address .
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and v such that v -v = m and the pair (u,v) can be kept for the program m in
a stage where the first instruction of v is to be executed next. This abstraction
lets us forget about the instruction pointer IP and we already know this view
on programs from our assembly language, Sect. 7.3. Technically this proceeding
is expressed by means of data representation Galois connections, cf. Def. 5.1.1,
and refinement inequalities in the shape of Theorem 5.2.1. To be more precise,
a family of processes I;(u,v) is defined which describes the behavior of program
u - v if started with the first instruction of v, i.e.

I (u,v) © 1pt [A(u,v)] ; Run ; TP .
Here,®

A(u,v) = Loadad(u - v) A\ IPAfter(u)

describes — by means of predicates that are omitted here — that u-v is the program
in question (u - v is part of the program storage which is given by a start address
s, and a length ;) and that Run is started in a state where IP points to the first
instruction of v (i.e. the first instruction “after” w). Predicate A(u,v) is called a
coupling-invariant because it couples two state spaces, the one that knows about
the instruction pointer IP but nothing about the abstract view in terms of (u,v)
and the reverse one. The block IPT...IP~ hides the instruction pointer that
will be no longer needed in the more abstract view. For each instruction instr
of the Transputer and each corresponding effect process Ey(instr) abstractions
are defined which ensure that changes in the loaded program or a change of the
position of execution lead to chaotic, unpredictable behavior:

Ey(instr) € N\TIP*; [A(u,0)] 5 Eq(instr) ; {A(u,v)} ; TP~ .

In our vocabulary IP* ; [A(u,v)] corresponds to the upper adjoint and {A(u,v)} ;
IP~ to the lower adjoint of a data representation Galois connection, cf. Def. 5.1.1,
and by Theorem 5.2.1 the above abstraction defines Ey(instr) to be a correct
implementation of Ej(instr) in the sense of preservation of total correctness. In
other words, E(instr) is a correct abstraction of Ey(instr) in the same sense.
But note that the control flow has not been modified but only its representation.
Remember furthermore that A(u,v) is parameterized with v and v and couples
both state spaces. Thus we assume that instr is the first instruction of v and
assert that afterwards the modeled instruction pointer is still pointing at the
same position as its increment is part of the fetch-phase which itself is part of the
Run-process. Taking the greatest lower bound over all v and v guarantees this
abstraction to be valid for all instances of u and v, to hold in all possible contexts.
Then a general instruction theorem (Theorem 10.1.1 of [61]) can be shown,

I, (u, instr(n) - v) > Oreg := Oreg bitor n ; E\(instr) ; I (u - instr(n),v) ,

where instr(n) denotes the code sequence consisting of the single instruction instr
with a four-bit operand n, 0 < n < 16. It formally reflects the intuition that an

® For a predicate ¢ the assumption [¢] is defined by [¢].¢0 = ¢ —> 1 and represents a process that
terminates immediately without an effect if ¢ holds and leads to miraculous success otherwise.
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instruction instr with operand n started in a context u and v behaves as follows:
Firstly n is bitwise or-ed (n is loaded into the least four bits of the operand
register Oreg), secondly the effect of instr is executed itself, and finally control is
transfered to the subsequent instruction which is the first of v in this case. The
latter is again beautifully expressed by moving instr(n) from the right-hand-side
to the end of the left-hand-side (the reader should be acquainted with this).

For the direct functions introduced before the following safe abstractions can
be shown.®

F1(1dnl) > {Indez(A,Oreg) € Addr} ;
A,Oreg := Mem(Indez(A,QOreg)),0
Ei(stnl) > {AdmAddr(Indexz(A,QOreg))} ;
Mem(Index(A,Oreg)),A,B,C,0reg :=B,C,?,7,0
Ei(ldnlp) > A,Oreg:= Indez(A,Oreg),0

As the control flow is really changed by the gcall-operation it has a (sensible)
meaning only in a surrounding context which allows to express jump-destinations.
Similar to Theorem 10.1.10 of [61] where (un)conditional jumps are considered and
also similar to our semantics-definition in Sect. 7.3 the following holds.

Suppose a - opr(#gcall) - b = c¢-d and j = s, + |¢|, where #gcall =
OpCode(gcall). Then

[Oreg = 0] ; [A = j| ; I1(a, opr(#gcall) - b) (A.1)
> A, Oreg:=s,+|a|+1,0; I1(c,d) .

This theorem conforms with the intuition and beautifully expresses that control
is transfered to the first instruction of d, the position of which is determined by
the jump-address 7 and that the return address is saved in register A.

A.2.3 Large operands

In a second abstraction step one gets rid of the operand register Oreg. Its purpose
is to provide word-size operands for the instructions which typically are filled
in portions of four bits by sequences of so-called pfix and nfix instructions. As
yet, Oreg is treated like any other register so the next abstraction step provides
an understanding of leading pfix and nfix chains together with another leading
instruction serving for a multi-byte instruction.

It turns out that one is interested in starting code sequences with a cleared
operand register, e.g. (A.1), as this allows to handle jumps adequately. This sug-
gests a data refinement which is, for processes P, defined by

G2(P) o Oreg’ ; [Oreg = 0] ; P ; {Oreg = 0} ; Oreg™ .
Again, the operand register is hidden as it will be of no further interest in the
sequel. The new, i.e. more abstract, run-phase of the Transputer is defined by
5 An approximation for instructions that assign to the memory must ensure that the program storage

is not corrupted. This expresses in the predicate AdmAddr which holds for a word w iff w belongs to
the accessible addresses Addr but does not point into the program storage.
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def
L(u,v) = Go(Li(u,0))
hence exactly by the old one, just forget about Oreg if the input starts with a
cleared and ends with a cleared operand register. As an entire prefixed instruction
instr(w)” loads the operand register with w and behaves like instr afterwards it
is proximate to define the effect of instructions on this level by®

Es(instr, w) o Gy (Oreg := w ; Ey(instr)) ,
because by this definition the general instruction theorem reduces to
I (u, instr(w) - v) > Ey(instr,w) ; Is(u - instr(w),v) .
Applying the abstraction F, to our newly integrated direct functions yields
E>(ldnl,w) > {Index(A,w) € Addr} ;
A := Men(Index (A, w))
Ey(stnl,w) > {AdmAddr(Index(A,w)} ;
Mem(Indexz(A,w)),A,B,C:=B,C, 7,7
FEy(ldnlp,w) > A:= Index(A,w) ,
and the theorem about gcall, (A.1), transfers to the present view as follows (cf.
Theorem 10.2.7 in [61]).
Suppose a - opr(#gcall) -b = c¢-d and j = s, + |c|, where #gcall =
OpCode(gcall). Then
A =j]; Ir(a, opr(#gcall) - b) (A.2)
>A:=s,+|a]+1; Lc,d) .

As expected, nothing changed what the control flow concerns, we just have a
more facile but still consistent view on the behavior.

A.2.4 Workspace

The third abstraction step presented in [61] replaces the memory Mem by a
workspace Wsp of fixed length, [,,, and with a fixed memory-cell, s,,, which is in-
tended to represent the position of the workspace pointer. This workspace (which
can be taken for an array) makes reasoning about the memory more convenient
as only a distinguished part of it is of interest. Essential for the abstraction to be
performed is an overall assumption resp. requirement that all workspace locations
have admissible addresses which implies that workspace and program storage are
disjoint by (here omitted) definition. This global requirement is assumed to be
established by a loader and the instructions have to leave this requirement in-
variant. A further observation makes the abstraction sensible at all. None of the

" Intuitively, instr(w) represents a sequence of instructions that applies the direct function nstr to
the word operand w, more precisely it is a sequence of pfix and nfix instructions suitably coded by w
followed by the instruction instr applied to a four-bit remainder of w. For further explanations and
results see [61].

8 Some timing constraints are omitted.
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instructions considered here modifies the workspace pointer Wptr so it is reason-
able to assume the position of Wptr being fixed. All in all, we suggest the following
predicate for a coupling invariant?

WspInMem <
Wptr = 5, A
Vi: 1<i<l,: Wspli] =Mem(Index(sy,17)) A
Vi: 1<i<l: Sys[i| =Mem(Indezx(sy,17)) A
Vi: 1<i<l,: Vars[i| = Mem(Index(sy,ls + 1)) A
Vi: 1<i<lI,: Raddr[i] = Mem(Index(sy,ls + I, + 1))

In [61] the workspace Wsp is introduced in order to provide a clear and transpar-
ent view on the memory such that it can easily be replaced by a list of symbolic
variables in a next abstraction step. As we do also head for a comprehensible view
on the implementation of procedures we add some more components. Like in [61],
the WspInMem-predicate defined above still specifies a distinguished memory-
area called Wsp and the workspace pointer is also assumed to be fixed at position
Sw. In our view, however, we furthermore assume the workspace Wsp to be par-
titioned into three zones: Sys may store some system variables that might be
necessary later, Vars is supposed to store variables and will thus play the role
of the entire Wsp in [61], and Raddr will be used to store return addresses. The
actual abstraction is defined by!°

Ga(P) &

Wptr,Mem™ ; [WspInMem] ; Wsp, Sys, Vars,Raddr™ ; P ;
Wsp, Sys, Vars, Raddr® ; { WspInMem} ; Wptr,Mem™ ,
and consequently the behavior of partitioned code sequences and prefixed instruc-
tions is given by
L(u,v) = Gs3((u,v))
Es(instr,w) = Gs(E2(instr,w)) .
The results concerning the instructions and operations presented in [61] remain
valid as we performed the same abstraction and only added some more variables to
the present view on the Transputer. And so does the general instruction theorem
(Theorem 10.3.1), it reads
I3(u, instr(w) - v) > Es(instr,w) ; I3(u - instr(w),v) .

The newly added instructions on the other side look quite different now as they
do not address w.r.t. the workspace pointer but w.r.t. register A.
If Index(A,w) is an address then Wsp[Ab;—suj” + w| = Mem(Indez(A,w)) and if

A—sy
bpw

furthermore + w lies in the workspace, i.e. if 1 < Ab_p—suj" + w < [, then

9 In [61] the latter three conjuncts are non-existent.
10 Here, var® denotes angelic addition of variable var to the state space, var™ is the demonic addition.
Both have an operational interpretation and also a theoretical background, see [61].
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A —
E3(ldnl,w) > A:=Wsp| Su
bpw

+ w]

A— s,
bpw
E3(ldnlp,w) > A := Index(A,w) .

E3(stnl,w) > Wsp[ + w],A,B,C:=B,C, 7,7

A — sensible — gcall-theorem for this view can also be given but the situation
is quite more complicated now. A look at (A.2) reveals that the return address
is saved in register A but of course it may immediately be overwritten and thus
it may get lost before a subsequent return is reached. The idea is to store the
return address in the workspace, in the Raddr-zone to be precise. As there is no
single instruction for a proceeding like this we have to implement it manually. Of
course we have to implement a stacking-mechanism as the stored return addresses
must be accessible even if a new procedure is called. So suppose that one of the
system variable cells, say Sys[rap] with 1 < rap < [, is used as a return address
pointer, a pointer that points to the top of the return address stack that is to be
implemented in the Raddr-zone now. Then consider the sequence below that uses
only instructions that are available:

entrycode 1d1(rap) - 1dnlp(1l) - st1l(rap) - 1d1(rap) - stnl(0) .

Roughly speaking, entrycode has the following effect. Firstly the content of the
return address pointer (this is the address of the top-of-the-stack) is loaded into
register A and A’s content is moved to B. Afterwards A’s content, i.e. the content
of the return address pointer, is increased by one and saved to the return address
pointer again. Additionally B’s content is moved back to A. Then the modified
content of the return address pointer, i.e. the increased one, is loaded into A
again, A’s content is thereby moved to B, and finally B’s content is saved to the
workspace cell specified by A. Thus, if we assume that A initially keeps the current
return address then entrycode stores it in a new cell of the Raddr-zone (we omitted
to check for overflows here). Indeed this can be proved algebraically. The aspired
gcall-theorem reads as follows.

Suppose a - opr(#gcall) - b = ¢ - entrycode - d, j = s, + |c| and 7 = s, + |a] + 1
where #gcall = OpCode(gcall). Then

[A=J]; Is(a, opr(##gcall) - b) (A.3)

Sys|rap] — s

> Sys[rap], Wsp[ < + 1] := Index(Sys|[rap],1),7 ;

bpw
A,B,C:=B,7,7;
I3(c - entrycode, d)

This looks nice but still quite complicated. However, if we want to resolve a re-
turn address that has been stored on the stack before we need a suitable sequence
of instructions which somehow reverses the effect of entrycode. A promising can-
didate is'!

1 Essentially, the idea of entrycode and ezitcode is taken from [24] which considers the authentic trans-
lation from C™® to the Transputer, see also p. 173.
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exitcode & 1d1(rap) - 1dnlp(—1) - stl(rap) - 1d1(rap) - 1dnl(1) .

Assuming that exitcode indeed resolves the return address and leaves it in register
A a procedure-return can be implemented by yet another gcall. This motivates
to define

def .
return = exitcode - gcall

and, in fact, our intuition was right. The following observation can be shown which
holds slightly more general than presented here. We decided to state this version
in order to demonstrate how it fits to (A.3).

Suppose a-opr(#gcall)-b = e-return-f, n = s,+|e-return|+1 and r = s,+|a|+1
where #gcall = OpCode(gcall). Then

SYSV&#] =r]; I3(e,return - f) (A.4)

> Sys|rap], A, B, C := Index(Sys|rap],—1),n,A,B ;
I3(a - opr(#gcall), b)
Thus, the return address stored in Wsp[

[Wsp|

W] by a gcall to an entrycode

is resolved if subsequently a return is executed; note that in (A.3) the pointer
is simultaneously increased such that this interpretation conforms with the cal-
culation. However, this looks still quite sophisticated and hard to handle in a
translation-correctness proof. In a while, after one more abstraction step, the sit-
uation gets clearer and the reader hopefully appreciates our proceeding.

A.2.5 Symbolic addressing

In the fourth abstraction step presented in [61] the workspace is completely re-
placed by a list of symbolic variables. The variables which are introduced by pro-
grams of the considered source language in [61] and their representations in the
workspace are related by variable dictionaries 6. Omitting some further definitions
the coupling invariant reads

/\ (x,Wspladry]) € R, ,

zedom(d)

In Wsp‘5 def

and roughly verbalized it has the following meaning. For variables x with value
domain 7}, a so-called representation relation R, C 1), X Word is defined such that
(t,w) € R, means that the word w stored in a workspace cell adr, allocated for
x is a proper representation for the value t stored by z.

This abstraction does not directly transfer to our view as we dot not want
to replace the entire workspace, we already implemented a return-address stack
which would be destroyed. However, we provided the workspace with a specific
area, Vars, which is intended to store variables and this fourth abstraction step
is — in principle — applicable in our scenario, too, by taking

InVars® & /\ (x,Varsladr,]) € R,

z€dom(9)
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for the coupling invariant and by carefully and attentively modifying definitions
and argumentations here and there wherever it is necessary. In particular some
rules concerning certain direct functions, e.g. 1d1 and stl1, need further premises.
We skip the remainder of this abstraction step as we are interested in the
procedure mechanism mainly. Let us assume that we will be able to integrate
variables into our setting — [61] will hopefully guide us through this task — and let
us perform yet another abstraction, one that is not made in [61] as it is not needed
there (the source language considered there knows nothing about procedures).

A.2.6 Abstract return addresses

The abstractions made so far let us reason about Transputer programs in a very
intuitive way. The control flow, initially given by means of IP-movements, is now
represented by partitioning the program in question differently, and most of the
data flow is described in terms of dictionaries. Less intuitive is the stacking-
mechanism for return-addresses, in particular there is a mismatch in the sense
that progression of execution is modeled abstractly but the return addresses are
still given absolutely. Seen from this perspective, it would be more instinctive to
store the partitioned code sequence to continue with after a return instead of the
absolute address of this continuation point (roughly speaking, one gets rid of the
calculation which determines this point). Let us try to model this more abstract
view purely algebraically as done for the previous steps.

Assume given a variable RAS which serves for an abstract return address stack
(it will play the role of a in the operational semantics given in Sect. 7.3) each
entry of which is a splitted instruction sequence. For every Transputer program
m we reasonably expect the following to hold for any point of the execution
time. The size of the absolutely given return address stack, i.e. % -1l —
Ly, equals the size of the abstract return address stack, i.e. |RAS|. Furthermore,
each entry of RAS, say RAS.7, is a partition of m which codes the position of the
instruction pointer which itself is contained in Raddr[i]. These expectations are
more technically expressed in the following predicate.

Stacked(m) <=

Sys[rap] — s

[RAS| = C =l —1, A

bpw
Vi: 1<i<|RAS|:
(Vz,y : x-y=mARaddr[i] = |z|: RAS.i = (x,y)) .
Based on this coupling invariant which relates both views, the one that knows

about Raddr but nothing about RAS and the one that knows about RAS but nothing
about Raddr, the following data abstraction is defined.

G5'(P) € Raddr*; [Stacked(m)] ; RAS™ ; P ;

RAS® ; {Stacked(m)} ; Raddr™

The yet more abstract run-phase is given by
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I(u,0) & GEv(Iy(u,v))
and similarly is the behavior of functions and operations which are omitted here
as we are interested in more abstract versions of the gcall theorem (A.3) and the
return theorem (A.4) mainly.

Note that we canceled the Raddr-zone from our view, the remaining registers
are still present. As before register A is assumed to contain jump addresses and
appropriate instructions have to ensure this assumption in a later stage. The
gcall-theorem in the present setting reads as follows.

Suppose a - opr(#gcall) - b = c- entrycode - d and j = s, + |c| where #gcall =
OpCode(gcall). Then

A =j]; Is(a, opr(#gcall) - b) (A.5)
> RAS :=RAS - (a - opr(#gcall),b) ;
A,B,C:=B,7,7;
I5(c - entrycode, d)

The corresponding (and again demonstratively instantiated) return-theorem
which illustrates how return addresses are resolved is the below one.

Suppose a - opr(#gcall) -b =e-return- f and n = s, + |e - return| + 1 where
#gcall = OpCode(gcall). Then
[RAS = ¢ - (a - opr(#gcall),b)| ; Is(e,return - f) (A.6)
> RAS,A,B,C:=¢,n,A,B;
I5(a - opr(#gcall),b)

In comparison with (A.3) resp. (A.4) the intuitive comprehension has dramat-
ically increased and we hope the reader feels the same. A gcall to an entrycode
means to stack the sequence with the modeled IP pointing to the successive in-
struction. If subsequently a return is reached this topmost entry is popped off
the stack and is taken for the sequence to continue with, the tail of the stack re-
mains untouched. Altogether, this final'? abstraction step was truly worth while.
The next subsection is concerned with the question how we can benefit from this

abstract but consistent view on the behavior of the Transputer in respect of our
assembly language considered in Sect. 7.3.

A.3 The Moral of the Tale

Let us continue our idealized and superficial discussion concerning the closeness to
reality. We will become more vague in the sequel and will only present some ideas
because there is still a great distance between the abstract view presented before
and our assembly language. Furthermore this appendix is meant to serve for a
justification that our language is almost an abstract view rather than for a proof
2 In [61] there is one further abstraction step that forgets about registers. Most of the instructions

do not have a meaning of their own anymore and for our rough exposition this abstraction gives no
further insight.



A.3 The Moral of the Tale 187

that it s an abstract view on the Transputer. Actually, the view derived so far
does not conform with our language at as, for instance, the latter is embodied with
labels serving for jump-destinations whereas the former uses addresses. However,
the reader is invited to tape up the following position and follow our thoughts
concerning a possible further proceeding.

Firstly it should have become clear that modeling the movements of an instruc-
tion pointer by partitioning the program in question differently is a sensible and
consistent abstraction. It facilitates reasoning about the behavior of programs in
large amounts and there should be no doubt about it. In this sense our semantics
is reasonable.

Secondly, and particularly very roughly, we claim that apart from the proce-
dure mechanism all ingredients for an instantiation of our “macros” asg(zx,e) and
cj(b,1) can be found in [61]. As a part of the correctness proof the translation of
the considered (timed) WHILE-language to real Transputer code is inductively
defined. Let us briefly visit some of the rules mentioned there though they will be
hardly understandable because there is still a lack of vocabulary.

But before doing so we also affirm that it is possible to omit labels in our
assembly language and consequently ban labels from our setting at all. If we as-
sume our instructions — which we keep for “macros” — to be already expanded to
sequences of real Transputer instructions or if we assume that each of our instruc-
tions has a specific length, then we can express the destinations of (conditional)
jumps by means of numbers instead of labels; this is possible because cj jumps
relatively to the content of the operand register. To proceed similar for subrou-
tine calls, note that gcall jumps to the absolute address contained in register
A, some more modifications have to be performed. The idea is to let the trans-
lation dictionary d assign procedure names to relative addresses which act as an
offset and to implement the jsr-command manually in such ways that it computes
the absolute address of the actual jump destination, see below. In so doing, the
translation would hopefully remain provably correct though probably this proof
would not be as clean as presented here because verifying jumps would amount
in a counting-exercise. However, let us assume for the moment that our assembly
language is not equipped with labels. Furthermore we freely modify the source
language considered in [61] in the sense that we keep it for our target language
whenever this seems appropriate. We also omit the timing constraints and we de-
vise some further operations our source language could be provided with in order
to reason about expressions.

Theorem 12.3.3 of [61] tells us that the code sequence m; - stl(adr,) is a
(correct) translation of the assignment asg(z, e) if m; is a (correct) translation of
the expression e for a reasonable variable dictionary. An expression e which, for
instance, consists of an addition, say e = e; + ey is (correctly) translated to the
sequence msy - st1l(adr)-mq-1d1(adr) - mg if m; and my are (correct) translations
of the expressions e; and ey respectively, if mg is the (correct) translation of the
binary operator ‘+’ and if some further constraints concerning dictionaries hold, cf.
Theorem 12.4.4. Finally, by Theorem 12.6.1 the summation sign '+’ is (correctly)
translated to operation add and we are done.
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A similar argumentation can be made for conditional jumps. Assume that m,
is the translation of a Boolean expression b (subsection 12.6.3 of [61] deals with
this). Then the instruction sequence my-cjp(n)'? firstly evaluates b and overjumps
n subsequent instructions on false or transfers control to the directly successive
instruction otherwise, this can be seen from Theorem 12.3.10.

These two examples suggest that it should indeed be possible to keep our as-
sembly instructions asg(z, e) and cj(b,!) for “macros” which can be instantiated
by (sequences of) real Transputer instructions. The fact that we considered in-
structions embodied with entire (Boolean) expressions is only due to convenience
as we focused on the implementation of the control flow; the sequences which
implement asg(z, e) and cj(b,[) are flat and thus boring in this sense.

What remains is a justification of our procedure mechanism so let us comment
on this. Comparing (A.5) and (A.6) with our predicate transformer laws for the
assembly language, Fig. 7.2, shows that storing whole partitioned instruction se-
quences serving for an abstract representation of concrete return addresses is not
that artificial and wondrous as it seems to be at first glance. We also know a
Transputer-code sequence which implements our ret-instruction, namely return.
To implement its counterpart, jsr, some preparatory work has to be done and some
further assumptions are to be made. Suppose a specific cell of the Sys-zone, say
Sys|start] with 1 < start < Iy and start # rap, is intended to keep the value of
the start address s, of the program storage which can be thought to be commu-
nicated by the loader program. Furthermore assume that the compiling-scheme
of Sect. 8.2 is modified in the following ways. Firstly, and we already discussed
this, asg, cj and ret are replaced by their implementations as suggested before.
Secondly, if a block introducing procedure p is translated then the translation of
p’s body receives a preceding entrycode and for this translation as well as for the
translation of the body of the block itself, the current translation dictionary gets
a new binding for p. It assigns to that number determining the first instruction of
the corresponding entrycode. Finally, a call of procedure p can be translated to

. def
jsr(d(p)) =
1d1(start) - 1dc(d(p)) - opr(OpCode(add)) - opr(OpCode(gcall))
because it can be shown that this sequence leaves s, +d(p), i.e. the absolute start
address of p’s body (including the preceding entrycode) at execution time when

the program is loaded into the program storage, in register A such that, in the
very end, the gcall-theorem (A.5) reduces to the following.

Suppose a - jst(n) - b = c- entrycode - d where n = |c|. If Sys[start] = s, then
Is(a,jsr(n) - b)
> RAS :=RAS - (a - jsr(n),b) ;
B,C:=7,7;
I5(c - entrycode, d)

13 The conditional jump of the Transputer is denoted by cj. As it could be easily mistaken for cj of our
assembly language we let cjp play its role.
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We hope that this final definition demonstrates that — in principle and apart
from the use of labels which were introduced in order to increase readability
and comprehension — all of our “macro”-instructions can be flattened to real
Transputer-code such that our language can be kept for — more or less — realistic.

A.4 Remarks

Once again we like to stress that this appendix is meant for a pure justification. We
do not claim that the assembly language defined in Sect. 7.3 is an abstract view
on an existing assembly language, e.g. Transputer code, but we do claim that the
language considered there makes sense what the control flow aspects concerns and
that particularly the ways its semantics is defined, including the procedure mech-
anism, is not that artificial as it seems. On contrary, as just observed, this view
on progress of execution and stacking of return addresses is indeed an abstraction
of a real language.

A few remarks remain to be made because the careful reader may object that
[61] is concerned with preservation of total correctness which, as the “rule-of-
thumb”, Sect. 7.1, suggests corresponds to least fixpoints. The question arises how
the results of [61] from which we benefit here apply in the case of preservation of
partial correctness and variations thereof where greatest fixpoints are adequate.
Let us briefly comment on this. The choice of fixpoints is also relevant in [61] and
expresses in some axioms capturing the dynamic behavior of Transputer programs,
see Sect. 8.4 in [61]. As already mentioned in Sect. A.2 the complete behavior of
the running phase of the Transputer is modeled by a Run-process which cyclically
executes a Step-process. This execution-cycle expresses in the axiom Run = Step ;
Run. The emerging problem is that this equation fails to determine Run uniquely.
As PTC is the notion of interest in [61] one should take the least solution. If one
decides to do so, it follows that Run ; X = Run ; Y for all processes X and Y’; this
can be shown by simple application of the induction rule. For stylistic reasons [61]
desisted from taking the least solution and takes the property Run ; X = Run ;Y
for all X and Y as a second — and final — axiom instead. Both axioms together play
an important role in the remainder, in particular the general instruction theorems
rely on them. By leaving unspecified which solution to take, the greatest solution
is also permitted but the remaining question is how the greatest solution gets
along with the second property. Luckily, one can show Run ; X < Run ;Y for all
X and Y, and hence also an equality, also for the greatest solution, for instance
by fixpoint induction. The base case, i.e. Run ; X < T ;Y is obvious and for the
induction step assume given a predicate transformer f satisfying Run ; X < f ;Y.
Then

Step ; f ;Y > Step ; Run ; X = Run ; X

such that Run ; X < v,(Step ; z) ; Y follows. Admissibility is again obvious by the
distribution properties of ;’, see (4.1). Thus, even choosing the greatest fixpoint
does not violate the axioms and the results concerning pure data abstractions —
and in Sect. A.2 we only used those and no translation theorems — remain valid and
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applicable even in the PPC case. However, one should be rather careful not to use
other, here not mentioned, consequences that rely on a specific choice of fixpoints
or equations. Of course, the actual translation-correctness proof presented in [61]
does not transfer to the PPC-case but our second proof presented in Sect. 8.2 is
intended to provide a general guidance.
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