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Abstract

In many cryptographic protocols, the actions performed by principals are it-
erative processes. However, in contrast to other classes of protocols, only very
little is known about deciding the security of such protocols. To analyze decid-
ability for these protocols, we propose a protocol model in which the actions of
principals are described by tree transducers with regular look-ahead. The main
result is that security in this model is decidable and EXPTIME-hard in presence
of the standard Dolev-Yao intruder.

1 Introduction

Formal analysis has proved very successful in finding flaws in many published cryp-
tographic protocols [6]. Even fully automatic analysis of such protocols is possible,
based on models for which security is decidable (see [18, 8] for an overview of the
different approaches, decidability, and complexity theoretic results).

In most cryptographic protocol, principals are described by a fixed sequence of
what we will call receive-send actions. When performing a receive-send action, a prin-
cipal receives a message from the environment and, after some internal computation,
reacts by returning a message to the environment.

Research on (automatic) protocol analysis has concentrated on protocols where
receive-send actions can basically be described by single rewrite rules of the form
t — t': On receiving a message, i.e., a ground term m, ¢ is matched against m yielding
a substitution ¢ (if any), and o(t') is returned as output. That is, an input message
is processed by applying the rewrite rule once (on top-level). In the literature on
cryptographic protocol analysis such transformations are described in different ways
[23, 1, 3, 19, 7]. We will call receive-send actions of this kind and protocols based on
such receive-send actions non-looping.

In this paper, a protocol model is proposed in which receive-send actions are
described by (non-deterministic) tree transducers with regular look-ahead (TTLAS).
Roughly speaking, such automata, which were first introduced by Engelfriet [10], are
given by a set of rewrite rules of a certain kind, and they transform input messages to
output messages by iteratively applying the rewrite rules to the input message. Thus,



in contrast to models for non-looping protocols, in our model we can describe what
we will call iterative protocols, i.e., protocols with receive-send actions that perform
certain iterative processes on input messages (see Section 8 for a brief comparison
between the different models).

The main result of this paper is that in the tree transducer-based protocol model,
security — more precisely, secrecy — is decidable and EXPTIME-hard. The proof
technique devised is very different from the one for non-looping protocols, because,
besides the intruder, iteration is an additional source of the infiniteness of the protocol
model. To demonstrate the limits of automatic analysis of iterative protocols, we show
that certain extensions of TTLAs lead to undecidability of security.

Many iterative protocols have been published — see [18] for a description of some
of them, including the Internet Key Exchange protocol (IKE) and different group
protocols —, and as pointed out by Meadows [18] and illustrated in [25, 11], modeling
iteration is security relevant. One example of an iterative protocol is the recursive
authentication protocol (RA protocol) [5], a group protocol. In the RA protocol
a key distribution server receives, in one receive-send action, an a priori unbounded
sequence of request messages, where each request message contains a pair of principals
who want to share session keys. From this sequence, the server needs to generate a
corresponding sequence of certificates containing the session keys. This receive-send
action is an iterative process, which can be described by a TTLA but is out of the scope
of models for non-looping protocols. Appendix D.1 provides a detailed description of
the RA protocol and a formalization of this protocol in our tree transducer-based
protocol model.

Related work. So far, only a few contributions on the analysis of iterative protocols
exist, mostly semi-automatic (using theorem provers or special purpose tools) and
manual analysis has been carried out [21, 4, 17, 22].

Decidability issues for iterative protocols have initially been investigated in a pre-
vious paper [15], in which word transducers are used as a first simple device to describe
iterative processes. In this setting, messages are interpreted as words, and thus, only
messages of a certain simple structure can be parsed. By using TTLAs, one obtains
a more natural and a more powerful formalism, which is applicable to a wider class
of protocols (see Section 8) and which provides a clearer pictures of the differences
between iterative and non-looping protocols. Similar to the present work, in [15] a
pumping argument based on different quasi-orderings was applied to show decidability
of security.

Structure of the paper. In the following section, some basic notions are recalled. In
Section 3, tree transducers are introduced and Section 4 presents the tree transducer-
based protocol model. The undecidability results are proved in Section 5, the decid-
ability result in Section 6, and Section 7 contains the proof of the complexity lower
bound. A brief comparison between the tree transducer-based protocol model and
models for non-looping protocols is provided in Section 8. We conclude in Section 9.
The appendix contains a description of the recursive authentication protocol and its
formulation in terms of the tree transducer-based model. Also, some of the proofs are
moved to the appendix.



2 Basic Notions

A ranked alphabet is a tuple (3, arity) where ¥ is a finite set of (function) symbols and
arity assigns to every symbol in ¥ a non-negative integer, its arity. Often we simply
write ¥ if the arity of the symbols in ¥ is clear from the context. Symbols of arity
n are called n-ary symbols. As usual, symbols of arity 0, 1, and 2, are refered to as
constants, unary, and binary symbols, respectively. By 3, we denote the set of all
n-ary symbols in 3.

Let V be a set of symbols disjoint from ¥, the set of variables. The set T(%,V)
of terms over the ranked alphabet 3 and the set of variables V is the smallest set
satisfying:

e VCTE,V),
e Ifn>0, feX,, and ty,...,t,_1 € T(Z,V), then f(t(), .. ,tnfl) € T(Z,V)

We define Var(t) to be the set of variables occurring in ¢. If Var(t) = 0, t is called
ground term. We define 7 (X) to be the set of ground terms over ¥. A term ¢ is called
linear if every variable in ¢ occurs at most once in ¢. A linear term C' containing
n distinct variables is called an (n-ary) context. The set of n-ary contexts over the
ranked alphabet ¥ is denoted by C"(X).

We write t(vg, ..., vp—1) to say that ¢ is a term over the variables vy, ..., v,_1, i.€.,
te T(%,{vo,---,vp-1}). For terms ty,...,t,_1, the expression t[ty,...,t,_1] denotes
the term obtained by simultaneously replacing every variable v; in ¢ by t;.

With w we denote the set of non-negative integers and w* is the set of finite strings
over w. The empty string is e. With < we denote the prefix ordering on w*, i.e., for
v,w € w*, v < w iff there exists v/ € w* such that vv' = w, where vv’ denotes the
concatenation of v and v'. In this case, v is called a prefiz of w. A set S C w* is called
prefix closed if v € S implies that every prefix of v belongs to S.

A term ¢ can be seen as a mapping from a non-empty, finite, and prefix closed
set S C w* into ¥ such that if ¢t(7) € X, for some n > 0, then {i | m € S and
i>0}={0...,n—1},and if ¢(7) € V, then {i | mi € Sand i > 0} = 0. We call S
the set of positions of t and denote this set by POS(t).

For a term ¢ and m € POS(t), t|, shall denote the subterm of ¢ at position T, i.e.,
POS(t|) := {n" | mn’ € POS(t)} and for every ©' € POS(t|), t|r(7') := t(mn').

If t(vg, ..., vp—1) is a linear term, then pos,(v;) shall denote the (unique) position
of v; in t.

The depth depth(t) of a term t is defined as follows:

e depth(a) := 0 for some constant or a variable a,
o depth(f(to,...,tn—1)) := 1 + max{depth(to),...,depth(t,—1)}.
This definition extends to finite subset of terms S C 7(%,V) as follows:
depth(S) := max{depth(t) | t € S}.

A substitution o is a mapping from V into 7(X,V) where only finitely many
variables are not mapped to themselves. If ¢ is a term, then o(t) shall denote the term
obtained from ¢ by simultaneously replacing every variable v occurring in ¢t by o(v).



Given a ground term ¢ and a term #', we say that ¢ and ¢ match if there exists a
substitution ¢ such that o(t') = t; in this case o is called a matcher for ¢ and ¢'.

3 Tree Transducers

Tree transducers [12] perform transformations on terms. They obtain a term as input
and return (another) term as output. Non-deterministic tree transducers may produce
different output terms on one input term. Here, we consider (non-deterministic) top-
down tree transducers with regular look-ahead [10], which work as follows: They read
the head symbol f of the input term f(t,...,t,—1), depending on the current state
replace it by some term, and then proceed to transform the subterms #; in the same
fashion. Before the transformation takes place, the transducer may check whether the
subterms ¢; belong to certain regular tree languages. In what follows, we first introduce
top-down tree transducers without look-ahead and then those with look-ahead.

Formally, a top-down tree transducer (TT) A is a tuple (Q,%,%, I, A) where @
is a finite set of states, considered as unary symbols, ¥ and ¥’ are ranked alphabets,
the input and output alphabet, respectively, I C @ is the set of initial states, and A
is a finite set of transitions of the form

Q(f(U07 s avn—l)) — C[QO(Uio)a R ;QZ—I(IU'L'I,I)] (1)
where [ > 0, ¢,q0,--.,q-1 € Q, f is an n-ary symbol, vg,...,v, 1 are distinct vari-
ables, C' € CZ(E’) is an [-ary context, and %g,...,%;_1 < n are not necessarily distinct

indices. If ¢ € Q, then A, denotes the TT A where g is the only initial state.
The computation of a TT A is defined as follows. If ,#' € T(XUX'UQ), then the
one step relation — 4 of A is given by: t — 4 t' iff there exists

b Q(f(v()a .. avn—l) — C[qO(Uio)a .. aQIfl(/Uil_l)] € A’
e a unary context C' € C}(Z U X' UQ), and
e ground terms t,...,th—1 € T(X)

such that t = Cl[q(f(t(), “en ,tnfl))] and t' = CI[C[CIO(tiO)a e >Ql—1(til,1)]]-

By —?* we denote the computation relation of A, i.e., the reflexive and transitive
closure of — 4. A ground term t € T(X) is transformed by A to a ground term
t' e T(X') if q(t) =% t' for some g € I. The transformation induced by A is the
binary relation

L(A) :={(t,t) € T(Z) x T(X') | q(t) =% t' for some g € I}.
We note that if in a TT A all transitions are of the form

Q(.f(vOa .- ,Un—l)) — f(qO(UO)a s ,qn—l(vn—l)),

then A can be interpreted as a top-down tree automaton (TDTA). A accepts a term ¢
iff g(t) —% t for some g € I. The set of terms accepted by A is also denoted by L(.A).



A top-down tree automaton with regular look-ahead (TTLA) A is a tuple (Q, X, ¥/,
I,A,G) where @, ¥, ¥, and T are defined just as for TTs, G is a top-down tree
automaton, the guard automaton, and A is a finite set of transitions of the form

a(f (o, -, vn—1)) P Clao(wig), - - - @1 (vip_,)] 2)

where py, . .., pp—1 are (not necessarily distinct) states of G, the guard of the transition,
and everything else is defined as in (1). Sometimes we omit the guard of a transition.
This is an abbreviation for the guard p,...,p with £(G,) = T (%), i.e., omitting the
guard means that there are no restrictions on the application of the transition. We
may assume that G always contains such a state p.

The one step relation — 4 of A is defined analogously to the one step relation
for TTs. The only difference is that a transition of the form (2) can only be applied
if t; € L(Gp,;) for every ¢ < n, where ¢; is the term substituted for v;. Again, the
computation relation —% is the reflexive and transitive closure of the one step relation
—A-

We now define another extension of T'Ts where the left hand-side of a transition
is some linear term and show that these transducers are not more powerful than
TTLAs. Using these transducers, it is easy to see that they can simulate all rewrite
rules ¢ — ¢/, as used in models for non-looping protocols, in case t is linear. Thus,
TTLAs can simulate these rules as well.

Formally, a TT with linear left hand-side (TTLL) A is a TT with transitions of
the form:

q(t(UOa s 7’071*1)) — C[qo(vio)’ s 7ql—1(vil—1)] (3)

where everything is defined as in (1), but (v, . .., vp—1) is some linear term containing
the variables vy, ...,v,—1. We assume that #(vg,...,v,—1) is not a variable. The one
step relation and the computation relation induced by A are defined in the obvious
way.

The following lemma states that every TTLL can be turned into an equivalent
TTLA.

Lemma 1 For every TTLL A= (Q,%,%',I,A) there exists a TTLA B = (Q', 3, %, 1,
A, G) of size polynomially bounded in the size of A such that L(Aq) = L(Bg) for every

q€q.

PROOF. The idea of the construction of B is as follows: We use the guards to check
whether a messages matches t(vg,...,v,—1) in (3). To reach a term substituted for
some v; we introduce transitions that navigate to the corresponding position.

Formally, let S denote the set of subterms occurring on the left hand-side of
transitions of \A. The guard automaton G of B is constructed in such a way that
G contains for every (linear) term t(vg,...,v,—1) € SNT(X,V) a state g; such that
L(Gq,) = {tlto,---,tn—1] € T(E) | t; € T(X),i < n}. It is easy to define such an
automaton with size polynomially bounded in the size of A.



Let P C w* be the (finite) set of positions of terms in S. We define Q' := QU{pr 4 |
m € P,q € Q}}. A state of the form p, , is identified with ¢g. For every n-ary symbol
f€X,qeQ,i>0,and 7 with ¢w € P, B contains the following transition:

Pin,g(f(00;- -, vn—1)) = Drq(vi),

where vy, ...,v,_1 are some distinct variables. Recall that p, ; = g.
For every transition of the form (3) in A with ¢(vg,...,v,_1) of the form

f(t()(’l)o, e ,’Un_l), e ;tn’—l('UOa . ;'Un—l))a

B contains the transition

Pigs---Pt r_q
Q(f(v()a s ’U’:'Llfl)) — C[pﬁuio ;QO(IU'EB)’ T ’pﬂvil_l ,Ql—l(vz{;_l)]
I.
J
the position of v;; in #; .

where 7; is the uniquely determined index such that v;; occurs in ¢; and o, denotes
J

One easily checks that B meets the required conditions. O

As explained in the introduction, the transformation induced by a rewrite rule ¢t — ¢/
with ¢ € T(Z, {’Uo, - ,’Unfl}) and t' € T(ZI, {’l)(), R ,’Unfl}) is

Lt —1t):={(s,s) € T(X) x T(X') |there exists a substitution o
such that s = o(t) and s’ = o(¢')}.

Using TTLLs, it is now easy to see that every transformation induced by a rewrite
rule with linear left hand-side can be simulated by a TTLL (and thus, by a TTLA).

Lemma 2 For every rewrite rule t(vo,...,vn—1) — t'(vo,...,vp—1) with Var(t') C
Var(t), t linear, and not a variable, there exists a TTLL (TTLA) A such that L(t —
t') = L(A).

PROOF. Due to Lemma 1, it suffices to show that there exists a TTLL A equivalent
to the given rewrite rule ¢ — t'. We define the following TTLL A: The set of states
consists of gr and gcopy Where gy is the initial state. The transitions are:

QI(t('UOa - afunfl)) - t,[%opy('uo)a - apry('Unfl)]a
QCopy(f('UOa .- avnfl)) — f(CIcopy('UO); .- aQCopy('Unfl))
for every n-ary symbol f € 3. That is, in state ¢; A performs the transformation

according to the rule ¢ — ¢ and in state g.qpy subterms are copied. Obviously, £(t —

#) = L(A). O



4 The Tree Transducer-based Protocol Model

The assumptions underlying our protocol model basically coincide with those for mod-
els of non-looping protocols in which security is decidable (see, for example, [23, 1, 19]):
The intruder is modeled by the standard Dolev-Yao intruder where no restrictions are
put on the size of messages; principals and the intruder cannot generate nonces; keys
are assumed to be atomic messages, i.e., constants, rather than arbitrary messages
(in some of the models cited above they may be arbitrary messages); the number of
sessions considered in the analysis of a protocol is bounded — more precisely, the
sessions considered are only those encoded in the description of the protocol itself.

The main difference between our model and other models is that receive-send
actions are described by tree transducers rather than by single rewrite rules that are
applied only once to the input message (see the introduction).

We now give the formal definition of our tree transducer-based protocol model by
defining messages, the intruder, protocols, and attacks.

4.1 Messages

The definition of messages is rather standard. Let N denote a finite set of atomic
messages, containing keys, names of principals, etc. as well as the special atomic
message secret. Let ¥z denote the signature consisting of the constants A/, the unary
symbols hash and enc, for every a € N, and the binary symbol <>. Instead of
<> (t,t") we write <t,t'>. The set of messages M (over N) is the set T(Xy) of
ground terms over Y. Message are usually denoted by m, z, or y or decorations
thereof.

4.2 The Intruder

We use the standard Dolev-Yao intruder model [9]. That is, an intruder has complete
control over the network and can derive new messages from his current knowledge by
composing, decomposing, encrypting, decrypting, and hashing messages. We do not
impose any restrictions on the size of messages.

The (possibly infinite) set of messages d(K) the intruder can derive from £ C M
is the smallest set satisfying the following conditions:

e K Cd(K);

e if <m,m'> € d(K), then m,m' € d(K) (decomposition);

e if enc,(m) € d(K) and a € d(K), then m € d(K) (decryption);

e if m,m' € d(K), then <m,m'> € d(K) (composition);

e if m € d(K) and a € N Nd(K), then enc,(m) € d(K) (encryption);
e if m € d(K), then hash(m) € d(K) (hashing).



Let an(K) denote the closure of K under decomposition and decryption, and syn(K)
the closure of K under composition, encryption, and hashing. Note that every message
in an(K) is a subterm of some message in K.

It is well-known that, since we only allow for atomic keys, d(K) can be obtained
by first taking the closure of K under decomposition and decryption, and from this
the closure under composition, encryption, and hashing (see, e.g., [21]):

Lemma 3 For every K C M: d(K) = syn(an(K)).

4.3 Protocols

Protocols are described by sets of principals and every principal is defined by a se-
quence of receive-send actions, which in a protocol run are performed one after the
other. Every receive-send action is specified by a certain tree transducer, which we
will call message transducer.

Definition 4 A message transducer A is a tuple (Q,N,I,A,G) such that (Q, Xnr, Zpr,
I,A,G) is a TTLA, where N and X are defined as above.

Roughly speaking, a principal is defined as a sequence of message transducers.

Definition 5 A (TTLA-based) principal IT is a tuple ((Aog,...,An—1),I) consisting
of a sequence (Ag,-..,An_1) of message transducers A; = (Qi, N, I;, A;, G;) and an
n-ary relation I C Iy X -+ X I, 1.

The single message transducers A4; in the definition of IT are called receive-send actions.
In a protocol run, II performs the receive-send actions one after the other. More
precisely, at the beginning of a protocol run, a tuple (qo, . --,gn—1) € I is chosen non-
deterministically where ¢; will be the initial state of A;. Now, if in the protocol run the
first message II receives is my, then II returns some message my with go(mog) 6 mg.
Then, on receiving the second message, say m1, I returns mj with ¢i(m1) =%, mj,
and so on. By fixing the initial states at the beginning, we model that II can convey (a
finite amount of) information from one receive-send action to another. For example,
if gy encodes that IT expects to talk to Bob, then ¢; might describe that in the second
message Il expects to see Bob’s name again.

We note that instead of a sequence of receive-send actions we could as well describe
principals by a partial ordering of receive-send actions (as in [23]) without any impact
on the decidability and complexity theoretic result.

A protocol is defined as a finite family of principals plus, since we are interested
in attacks on this protocol, the initial intruder knowledge.

Definition 6 A (TTLA-based) protocol P is a tuple ({I;}i<pn, K) where
o {II;}icn is a family of n (TTLA-based) principals, and

e K C M is a finite set, the initial intruder knowledge.



4.4 Attacks on Protocols

In an attack on a protocol, the receive-send actions of the principals are interleaved in
some way and the intruder, who has complete control over the communication, tries
to produce inputs for the principals such that from the corresponding outputs and
his initial knowledge he can derive the secret message secret. Formally, an attack is
defined as follows.

Definition 7 Let P = ({II;}i<n, K) be a protocol with TI; = ((A},..., A% 1), I;) and

. . »Vin;—1
I; C Iy x---x I 4 fori<mn. An attack on P is a tuple consisting of the following

components:

e a total ordering < on the set {(i,7) | i < m,j < n;} such that (i,7) < (3,7")
implies j < j' (the execution order of the receive-send actions);

e a mapping P assigning to every (i,7), 1 < n, j < n;, a tuple ¢ (3,j) = (q;'-,m;'-,m';-)

such that for every i <n and j < n;:
o (gb,... ,qfh._l) €l

m'; € M and ¢’(m}) =%, m';, and

o mt N
'

]7
o mied(Ku{my | (@,5) < ()}
An attack is called successful if secret € d(K U {m'; | <mn,j <ni}).

The decision problem we are interested in is the following:
ATTACK: Given a protocol P, decide whether there exists a successful attack on P.

A protocol guarantees secrecy if there does not exist a successful attack. In this case,
we say that the protocol is secure.

5 Undecidability Results

We show that different extensions of the TTLAs lead to undecidability of ATTACK.
This motivates the kind of TTLA we consider here and demonstrates the limitations of
automatic analysis of iterative protocols. More precisely, we show that in the following
cases ATTACK is undecidable.

e When we allow TTLAs where the terms on the left hand-side of transitions may
be non-linear, i.e., in (2) the variables v; are not necessarily distinct — in this
case, a principal can test arbitrary large messages for equality.

e When TTLAs can store one message of arbitrary size and compare it with the
input message for equality.

e When we allow TTLAs where in the right hand-side of transitions the state
symbols can occur everywhere in the term instead of only at variable positions.



Finally, we will show that when an intruder is allowed to use an unbounded number of
copies of a principal to perform an attack, i.e., the protocol is analyzed w.r.t. an un-
bounded number of sessions, then ATTACK is also undecidable. This is not surprising.
The same is true for models of non-looping protocols (see, e.g., [1]).

These undecidability results are shown in the following subsections.

5.1 TTLAs with Non-linear Left Hand-side

We define top-down tree transducers with non-linear left hand-side (TTNL) to be TT-
LAs with transitions of the form as defined in (2) but where the variables vy, ..., vy_1
are not required to be distinct. A protocol where the receive-send actions are defined
by TTNLs is called a TTNL-based protocol. Alternatively, to establish the undecid-
ability result, TTNLs could also be defined by TTLLs with transitions of the form as
specified in (3) but where t(vy,...,v,—1) may be non-linear.

We show the following:

Theorem 8 For TTNL-based protocols, ATTACK is undecidable.

The proof of the theorem is by reduction from Post’s Correspondence Problem (PCP).

An instance of PCP is defined as follows: Given an alphabet 3 with at least two
letters and two sequences «q,...,qa, and (31,...,03, of words over the alphabet X
(including the empty word ¢), decide whether there exist indices i, ...,ix_1, kK > 0,
such that a;y ..., = Biy ... Biy_,-

We will encode a word @ = ag...a;_1 € ¥X* with a; € ¥ by the term t, :=
<ap,<ai,...,<a;-1,L>--->, where L is a new constant. We also have to encode
the indices i € {1,...,n}. Let b be a new constant and let b* denote the word b- - - b of
length ¢. Then, 7 is encoded by ?; = t;:. In addition to b, we will use the new constants
b’ and b”. The set of atomic messages is defined to be N := X U {b,b',b", L, secret}.

The idea of the reduction is as follows: We use one principal who performs three
receive-send actions. The initial intruder knowledge is ¥U{b, L}. The intruder guesses
a sequence i, . ..,%g_1 of indices encoded as mo = <t;,, <t;;,...,<t;j,_,,L>--->and
sends mg to the principal. In his first receive-send action the principal duplicates
mo and encrypts it with ¥, i.e., the principal returns m{ = ency(<mg, mo>). The
encryption is done to prevent the intruder from changing this message. In the second
receive-send action the principal will only accept messages encrypted by &'. Thus,
the intruder must send my to the principal. Now, the principal performs the second
receive-send action by reading m{, and turning the mg’s into words over ¥ (encoded
as terms) by replacing every index i by the corresponding word «;, for the left my,
and f3;, for the right my. The message, m), the second receive-send action returns is
encrypted by b”, for the same reason the first message was encrypted by o’. Now, in
the last receive-send action the principal reads m) and checks whether the two words
encoded in m/ are equal. This can be done because the left hand-sides of transitions
may be non-linear. If the two words coincide, the secret message secret is given to the
intruder. It is easy to see that the intruder only obtains the secret if he was able to
guess a solution of the instance of the PCP.
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More formally, the TTNLs, call them Ag, A1, and As, describing the three receive-
send actions informally explained above are defined as follows. The state ¢; will always
denote the initial state. The TTNL Ap is given by one transition:

qr(<v,v'>) = ency (<<w,v'>, <v,v'>>).

By writing <v,v'> we make sure that the sequence of indices is not empty. The
transitions of A; are:

gi(ency (<v,v'>)) = ency (<ga(v),qs(v')>)

and for every i € {1,...,n} with o; = ap---a;_1:
qa(<ti,’U>) - <a’07<a17"'7<al—1aQOe(U)>"'>
go(Ll) — L.

The transitions for the (;’s are defined analogously. Finally, Ay is given by two
transitions:

gr(ency (v)) — g¢=(v),
g=(<v,v>) — secret.

One easily shows that the instance of the PCP has a solution iff there exists a successful
attack on the protocol just described. This shows Theorem 8. We point out that the
A;’s used in the reduction are deterministic. Also, instead of considering one principal
performing three receive-send actions one could have defined a protocol with three
principals each performing one receive-send action.

5.2 One Memory TTs

We define one memory top-down tree transducers (OMTTs) as follows: The generalized
state of an OMTT is a tuple (g, m) where g is an element of a finite state space and m
is a message or L. Just as for TTLAs, the transitions of an OMTT are of the form (2)
where the states are replaced by generalized states of the form (g, 1) — alternatively,
one could consider transitions of TTLLs. In addition, an OMTT can have a copy
transition

(g, L)(<z,y>) = (¢=,2)(y)

where ¢ is some element of the finite state space and ¢g- is a fixed state, the equality test
state. This copy transition allows the transducer to write a term into its memory. In
state ¢— the transducer then compares the memory with the input term. Formally, for
every l-ary symbol f, distinct variables v, ..., v 1,vg,...,v]_;, | > 1, and constant
a, an OMTT may contain the equality test transitions:

(g=,a)(a) — secret, and
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(g=, f(vo, . .. ,vl—1f)(f(06> )
<(g=,v0)(vp), <. ., <(g=,v1-2)(v]_s), (g=, v1—1)(vj_{)>--->

The computation of an OMTT is defined in the obvious way. Protocols where the
receive-send actions are defined by OMTTs are called OMTT-based protocols.

Clearly, with an OMTT one can describe the receive-send actions Ay, A1, and the
first transition of As from Section 5.1. The last transition of Ay can be simulated
by first applying the copy transition and then the equality test transition. The result
of the equality test is, if it succeeds, a term consisting of pairing symbols and secret.
Thus, the intruder will be able to derive secret. This shows:

Theorem 9 For OMTT-based protocols, ATTACK is undecidable.

5.3 TTs with Generalized Right Hand-side

A top-down tree transducer with generalized right hand-side (TTR) is defined as a
TTLA with transitions of the form

Q(f(U07 cee a'Unfl)) po,ﬂ_l C[Uim --- ’vil—l]

where C' is some [-ary context over Y U (). Thus, the difference to transitions of the
form (2) is that in C the state symbols need not be attached to the variables v;. Now,
TTR-based protocols are defined as expected. In the same way one can generalize
transitions of TTLLs.

With the following transitions, equality tests can be performed:

g—(<a,a>) — secret, and

q=(<f(U07 R avl—l)af(v()’ s 7U;71)>)
4

<g=(<vg,v(>), <+ <q=(<v1_2,V]_5>),q=(<vj_1,0]_{>)> >

These are generalized T'TLL-transitions. However, using a similar construction as in
the proof of Lemma 1, they can easily be turned into TTR-transitions.
As in the previous section we conclude:

Theorem 10 For TTR-based protocols, ATTACK is undecidable.

5.4 Unbounded Number of Sessions

So far, in an attack on a (TTLA-based) protocol P = ({IL;}i<pn, ) the intruder
can use every II; only once. We now generalize the notion of attack in that the
intruder can use an unbounded number of copies of every II; to conduct his at-
tack. Formally, there exists a successful oo-attack on P if there exists a successful

attack on some protocol Py, = (M, K) where M is a family of principals of the form
{ms, ... ,Héo_l, R | ,Hﬁ;‘:llfl} and every II7 is a copy of II;. In other words,

in an oo-attack on P, the intruder may use [; instances of II;, for any [/;, to perform
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an attack on P. We call co-ATTACK the problem of deciding whether there exists a
successful oo-attack on a (TTLA-based) protocol.

To see that oo-ATTACK is undecidable, consider the protocol P that consist of two
principals. One principal performs two receive-send actions described by Ag and A;
as defined in Section 5.1 and the other principal performs one receive-send action A
defined by the following transitions where a € X

gr(ency (<<a,v>,<a,v'>>)) — ency(<v,v'>),
gr(encyr (<L, 1>)) — secret.

It is easy to see that the instance of the PCP as defined in Section 5.1 has a solution
if and only if there exists an co-attack on P. This shows:

Theorem 11 For TTLA-based protocols, oco-ATTACK is undecidable.

6 The Decidability Result

We show the following theorem.
Theorem 12 For TTLA-based protocols, ATTACK is decidable.

To prove this theorem it obviously suffices to show that the following problem is
decidable.

MESSAGEPROBLEM. Given a finite set K C M and k > 0 message transducers Ay, ...,

A1 with A; = (Qi, N, {q!}, Ai, Gi) for i < k, decide whether there exist messages
mi,m, € M, i < k, such that

1. m; € d(KU{mg,...,mi_,}) for every i <k,
2. gl (m;) =%, my for every i <k, and
3. secret € d(K U {myg,...,mj_1}).

For simplicity of notation and w.l.o.g. we assume that all guard automata G; coincide.
In what follows, we denote this guard automaton by G. We write an instance of the
MESSAGEPROBLEM as (K, Ay, ..., Ax_1) and a solution of such an instance as a tuple
(mo, mg, ..., mE—_1,m)_,) of messages.

6.1 Deciding the Message Problem

To show that MESSAGEPROBLEM is decidable, we first show for every i < k:

(*) If (K, Ai,-.., A1) is a solvable instance of MESSAGEPROBLEM, then there
exists a solution (m;,m, ..., mg_1,m)_,) with depth(m;) bounded by an (effec-
tively computable) function in the size of the instance.
Given (*), the proof proceeds as follows. We observe that the depth of an output term
of a TTLA can be bounded by some (effectively computable) function in the depth of
the input term. Roughly speaking, the reason is that in every computation step of the
TTLA a subterm of the input message is replaced by a bounded number of subterms
of smaller depth. Using this idea, it is easy to show:
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Lemma 13 For every TTLA A there exists an effectively computable function depth 4 :
N — N, where N is the set of non-negative integers, such that for every state q of A
and ground terms t,t" with q(t) =% t': |t'| < depth 4(|¢]).

By induction on ¢, and using (*) and Lemma 13, we obtain:

Lemma 14 There exists an effectively computable function depthy;p : N — N such
that for every solvable instance I = (K, A, ..., Ax_1) of MESSAGEPROBLEM there ez-
ists a solution (mg,mg,...,mg_1,m)_,) with depth(m;) < depthyp(|I]) and
depth(m}) < depthy,p(|I]) for every i < k.

Now, given an instance I of MESSAGEPROBLEM, an algorithm can guess a solution
(mo, myg, ..., mE_1,m)_,) with the depth of the messages bounded by depth,,p(|I|)
and check whether all conditions 1. to 3. are met (which obviously can be decided).
As a consequence, we obtain:

Proposition 15 MESSAGEPROBLEM is decidable.

From this, Theorem 12 follows immediately.
In what follows, the proof for (*), which is stated more precisely in Proposition 21
below, is given.

6.2 Bounding the Depth of m;

We will apply a pumping argument to bound the depth of m;. To this end, first
different quasi-orderings, i.e., reflexive and transitive orderings, are introduced.

For messages m and m' we define m <g m/' iff for every state ¢ in G: m € L(G,)
implies m’ € L(G,).

For the following quasi-ordering we need some notation. For messages my, ...,
Mp—1, and K, K" C M we write an(my, ..., m,_1,K) instead of an({mg,..., my—1} U
K) and angs (myg, ..., my_1,K) instead of an({mg,...,m, 1} UK) N K"

Definition 16 The atom preserving ordering =< is defined as follows. For messages
m,m' € M: m Xm' iff for all N CN: any(m,N) C anp(m/,N).

Intuitively, m < m' says that in every context the set of atomic messages derivable
from m is a subset of the atomic messages derivable from m'. For example, for
a,a',a” € N, enc,(ency(a”)) X <d',ency (ency(a”))>.

The most important orderings are the solvability preserving ordering <; and the
computation preserving ordering C;, ¢ < k. These orderings depend on the mes-
sage transducers A;, ..., A, 1 and are defined simultaneously by induction. The idea
behind these orderings is as follows: We want to guarantee that if m =<; m' and
(K, Ai, ..., Ak_1) has a solution, say (m;, m!,...,mg_1,m)_,), then so has (K\{m}U
{m'}, Ai, ..., Ax—1). In other words, the ordering =; is solvability preserving. The
message m; may have been built up from submessages x of m. Now, if m is replaced
by m/, we need to make sure that in m' there is a submessage =’ that can be used
instead of z. This is why we need Condition 3. in the definition below. The relation
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m =< m' in this definition ensures that when replacing m by m' we have the same set
of atomic messages (or a superset) to construct new messages. Condition 1. makes
sure that <; refines <;1. The computation preserving ordering m C; m' says that
the transformation A; performs on m can also be carried out on m'. Condition 2. in
the definition of <; is needed to guarantee that =<; is closed under substitution.

Definition 17 For every i < k, the solvability preserving ordering =; is defined as
follows: for all m,m' e M, m <; m' iff m <m' and if i <k, then

1. m =i m,
2. mC; m, and

3. for every N C N and © € an(m,N), there exists ' € an(m',N) such that
zC; 2.

For i < k the computation preserving ordering C; is defined as follows: For messages
m,m' € M, we define m T; m' iff m <g m/, and for every ¢ € Q; and y € M,
q(m) =%, y implies that there ezists y' € M with g(m') —%. y and y Zi11 Yy’

To show that =; is solvability preserving, we first need to show that <; and C; are
closed under substitution (see Appendix A for the proof).

Lemma 18 Let xg,...,Zn_1,Zh,-..,2Zh_1 € M, i <k, and C be an n-ary context. If
zj =i 2§ for all j <n, then Clzo,...,2n-1] 2i Clzg,...,75_4]. Ifi <k and z; C; x}
for all j < n, then Clzg,...,zn_1] C; Clzg, ..., z5,_4].

Now, we can conclude (see Appendix B for the proof):

Proposition 19 Assume that (K, A, ..., Ax_1), © < k, is a solvable instance of
MESSAGEPROBLEM and_m € K. Then, for every m € M with m <; m, the instance
(K, Aiy ..., Ag—1) with K := K\ {m} U{m} is also solvable.

Let =; and =; denote the equivalence relations induced by C; and =;, respectively,
and let I(=;) and I(=;) denote the index of =; and =;, respectively, i.e., the number
of equivalence classes modulo =; and =;. Then (see Appendix C for the proof):

Lemma 20 For every i < k, I(=;) and I(=;) can be bounded by an (effectively com-
putable) function in the size of (K, Ai, ..., Ak_1).

We note that the function constructed in the proof of the lemma grows non-elementary
in k. Tt is open whether this can be improved. Together with the following proposition,
Lemma 20 implies that the depth of m; can be bounded. This shows (*) and concludes
the proof of Theorem 12.

Proposition 21 Let i < k, and assume that (K, A;, ..., Ax_1) is a solvable instance
of MESSAGEPROBLEM. Then, there ezists a solution (W, M, ..., Mg_1, My,_4) of this
instance with depth(m;) < I(=;) + depth(K) + 1.
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PROOF. Let (m;,m},...,mg_1,m}_,) be a solution of (K, A;, ..., Ax_1) and assume
depth(m;) > I(=;)+depth(K)+1. Then there exist unary contexts C, C' and messages
z,z' such that C' is not a variable and m; = C[C'[2']] with z = C'[z'], depth(z’) >
depth(K), and = =; z’. Note that depth(z’) < depth(z). Define m; := C|z'].

Since m; € d(K) and z’ is a subterm of m; with depth(z’) > depth(K), using
Lemma 3 it is easy to see that 2’ € d(K) and m; € d(K).

Thanks to Lemma 18 and x =; 2, we know that m; =; m;. Since g/ (m;) =%, M
there exists a mj such that g (m;) —%_. T} with m} <;,1 mj. Using Proposition 19, the

problem (KU{m}, Ai;1,. .., Ax_1) has a solution, say (41,7} 1, ..., Mg_1,T0,_,).
Thus, (7, ™5, ..., Mk—1,TM),_4) is a solution of (K, A;,..., Ag_1). Iterating this ar-
gument, the proposition follows. O

7 A Complexity Lower Bound

We prove the following theorem.
Theorem 22 For TTLA-based protocols, ATTACK is EXPTIME-hard.

In fact, in the reduction we only use TTLLs. Thus, the theorem also holds for TTLLs.
We first show:

Proposition 23 MESSAGEPROBLEM is EXPTIME-hard.

This is done by reduction from the intersection problem for TDTA, which has been
shown to be EXPTIME-complete by Seidl [24].

The finite intersection problem for TDTAs is defined as follows: Given k > 0
TDTA By,...,Br_1 with a common alphabet 3, decide whether there exists a term
t € T(X) accepted by B; for all 1 < k.

In his proof, Seidl only uses TDTAs over signatures with symbols of rank 0,1, or 2.
Using a suitable encoding of trees it is then easy to see that signatures with symbols
of rank 0 and one symbol of rank 2 suffice. Let ¥ denote such a signature, where we
assume that the symbol of rank 2 is the pairing function <-,->. Moreover, let N be
the set of constants in ¥ plus a new atomic message a and the atomic message secret.

In what follows, assume B; = (Q;, 2, I;, A;) is a TDTA. Given the B;’s, we define
the corresponding message problem as follows. The initial intruder knowledge K is the
set of constants of ¥.. The message transducer A; will correspond to B;. The idea is
that the intruder guesses a term ¢ that is accepted by all B;’s (A;’s). To make sure that
the intruder does not send different ¢’s to the different A;’s, Ay encrypts ¢ by enc,(t).
Also, Aj accepts t only if ¢ is accepted by By. This is ensured by simply simulating
By. Now, the other A;’s only accept terms encrypted with a and they accept a term
of the form enc,(t') only if ¢’ is accepted by B;. The A;’s simply copy their input to
the output. The only term encrypted with a the intruder knows is the one returned
by Ag, namely, enc,(t). Thus, all the A;’s must receive the same term enc,(t) for
the attack to be successful. The last transducer Aj_; returns <emnc,(t),secret> if he
accepts the term received. Consequently, the intruder obtains the message secret iff
he is able to guess a term ¢ accepted by all B;’s.
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Formally, the A;’s are defined as follows. The states g/, i < k, denote new states:

with A := Ag U {g(f(vo,---,vn-1)) — enca(f(q0(v0);---,qn—-1(va-1))) | ¢ € Io,
q(f(vo,---,vn-1)) = flgo(v0),---,qn_1(va_1)) € A;}. It is easy to see that ¢ (m) =
m' iff m is accepted by By and m' = enc,(m).

For every 1 =1,...,k — 2

Ai = (Qi U{g]}, X {af }, Ai U {g] (ency(v)) — enca(q(v)) | ¢ € I;}).

Obviously, g/ (m) —7%, m' iff there exists ¢ accepted by B; such that m = m' = enc,(t).
Finally,

Ar—1:= (Qr—1U{gf 1}, 5n, {gf 1}, A% 1)

with A} _; == Ag_1U{ql_;(enc,(v)) — <enc,(q(v)),secret> | ¢ € Iy 1}. Analogously
to the other transducers, q,ﬁfl(m) —>f4k71 m' iff there exists ¢ accepted by Bj_1 such
that m = enc,(t) and m' = <enc,(t), secret>.

It is now easy to see that (K, Ag, ..., Ax_1) has a solution iff there exists a term
t accepted by every B;, ¢ < k. This conclude the proof of Proposition 23.

We can basically employ the same argument for ATTACK. We define the protocol
to consist of one principal given by (Ao, ..., Ax—1,I) with I := {(¢{,...,q._;)}. The
intruder knowledge is defined as before. Then, this problem is the same as the message
problem defined above, and thus, Theorem 22 follows.

An alternative reduction would be to consider a protocol with & principals, where
the 4th principals performs exactly one receive-send action which is defined by A;. To
avoid that the intruder first sends a message, say the term ¢, to Ap, and then sends
the message enc,(t) returned by Ay immediately to Ay _1, one can add a “counter” to
the output messages. That is, Ay outputs enc,(<a,t>) instead of ency(t), A; only
accepts a message if it is of this form and outputs enc,(<a, <a,t>>), and so forth.

8 Comparison with Models for Non-looping Protocols

In this section, we point out important differences between the tree transducer-based
protocol model and models for non-looping protocols.

As mentioned before, the main difference between the two models is that in the
former receive-send actions are described by TTLAs whereas, in the latter, they are
basically described by single rewrite rules of the form ¢ — ¢', applied only once to the
input message. Recall from the introduction that, for this reason, we have called the
latter kind of receive-send actions non-looping.

The main advantage of the tree transducer-based model is that in this model
receive-send actions performing certain iterative processes on the input message can
be described, which is needed for iterative protocols (see Appendix D for an example).
Such receive-send actions are out of the scope of models for non-looping protocols, as
already explained in the introduction. At the same time, the computation power of
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TTLAs as regards the “non iterative” transformations is quite close to that of non-
looping receive-send actions: As stated in Lemma 2, every transformation described
by a rewrite rule ¢ — ¢’ can also be carried out by a TTLA as long as t is a linear
term. The word transducers considered in [15] cannot even describe all rewrite rules
where both t and t' are linear, and thus, they are much more restricted than TTLAs.

One restriction of the tree transducer-based model compared to models for non-
looping protocols is that receive-send actions in which messages of arbitrary size are
compared for equality cannot be modeled. This is, however, possible with non-looping
receive-send actions of the form ¢ — ¢ if ¢ is non-linear. Theorem 8 implies that
extending TTLAs to include this feature makes ATTACK undecidable. Another re-
striction is that, roughly speaking, TTLA-based principals have only finite mem-
ory whereas principals described by non-looping receive-send actions have unbounded
memory: In TTLA-based principals the relation I (see Definition 5) allows to con-
vey a finite amount of information from one receive-send action to another while in
models for non-looping protocols the different rewrite rules ¢ — ¢/, each representing
one receive-send action, may share variables, which can be substituted by messages
of arbitrary size, and thus, an unbounded amount of information can be transmitted
between different receive-send actions. Theorem 9 indicates that extending TTLAs
with unbounded memory leads to undecidability of ATTACK.

As a remedy for the restrictions of the tree transducer-based model one can try to
find weaker forms of equality tests and other ways to incorporate unbounded memory
(see, e.g., [7]). Also, assuming messages to be typed, which is often the case in real
protocols, can help to avoid general equality tests and might make unbounded memory
superfluous [14].

9 Conclusion

We have proposed a tree-transducer based protocol model designed to describe itera-
tive protocols and based on this model we have drawn a line between decidability and
undecidability of security for such protocols.

It remains to establish a tight complexity bound for security in the TTLA-based
protocol model. When simplifying the MESSAGEPROBLEM (Section 6), by basically
ignoring the intruder, the problem of deciding whether a certain output is produced by
a composition of TTLAs can be seen as an instance of the simplified MESSAGEPROB-
LEM — the complexity of composing tree transducers has been investigated in [2, 16].
It might be insightful to further study the connections between the two problems.
Also, a promising future direction is to combine the tree transducer-based model with
the models for non-looping protocols. Finally, different extensions also considered for
non-looping protocols such as complex keys shall be investigated.
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A Proof of Lemma 18

First, we note that <g is closed under substitution:

Remark 24 For messages to, ..., tn—1, ty,-..,t,_1 and an n-ary context C: t; =g t,
for every i < n implies Clty, ..., tn—1] <g Clty,---,th_4].

Now, Lemma 18 is proved by induction on ¢ < k, simultaneously for <; and C;.
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Base case

The base case, ¢ = k, amounts to showing that < is closed under substitution:

Lemma 25 Let zg,...,Tn_1,Z(,...,Tnh_1 € M be messages and C be an n-ary con-
text. If z; < :1:; for every j < n, then C[zo,...,zn_1] 2 Czh,. ..,z _4].

PROOF. Obviously, the statement holds if C' is an atomic message or a variable. We
now show that the statement holds for every C' = f(vp,...,vp—1) with f € £y and
distinct variables vy, ..., v,_1. By structural induction, the lemma then easily follows.
In what follows, let N C N.

Assume C = <wg,v1>. We show any(<zg,z1>,N) C any(<zp,z)>,N). Let ¢
be the the following mapping ¢ on N:

o(N") := anp/(zg, any (z1, N'))

for every N’ C N. Analogously, we define ¢ where z¢ and z; are replaced by zj,
and z, respectively. Note that ¢ and 1) are monotonic since anys(z,-) is a monotonic
operator for every message .

It is easy to see that any (<zg, 21>, N) is the least fixed point of ¢ containing N,
i.e., the set U;so @' (V) with ¢*(N) := N and ¢'t1(N) = ¢(¢!(N)). Analogously,
any(<z},z}>, N) is the least fixed point of ¢ containing N.

Now, z; = ) implies any(z;, N') C anyr(z, N') for j < 2 and N' € N. Thus,
©(N") C 9(N') for every N' C N. Hence,

any(<zo, 71>, N) = | ¢'(N) C [J 9" (N) = anp (<2}, 21>, N).
1>0 >0

Now, assume that C = enc,(v). If a ¢ N, it follows anp(enc,(z9),N) = N =
anyr(ency(zg)). Assume a € N. Then,

any(ency (o), N) = anpr(zo, N) C anp (g, N) = any(ency(zp), N).
For C = hash(v) we obtain anys(hash(zy), N) = N = anys(hash(zj), N). O

From this it immediately follows that < is closed under substitution. Note that for
C; nothing is to show since for ¢ = k, C; is not defined.

Induction step

We first need some notation: Let an.(7") denote the closure of T under decomposition,
i.e., an.(T) denotes the smallest set S such that T C S and if <m,m'> € S, then
m,m' € S. Given a term ¢t and N C N, we say that a subterm ¢’ of ¢ is N-accessible!
if

1. ¢ € an.(t), or

2. there exists enc, (") € an.(t) for some a € N such that ¢' is N-accessible in ¢".

!This notion was also used in [1]
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Define m := C[zo,...,zn—1] and m' := C[z,...,z,,_;]. Assume i < k.

Claim I. From z; C; z; for every j < n it follows m C; m'.

Proof of Claim I. By Remark 24, it follows m =g m/.
The remainder of the proof is by structural induction on C. If C is an atomic
message or a variable, the statement follows immediately.
Assume that C is neither a variable nor an atomic message, i.e., C = f(Cy,
.,Cpr_1) for some f € X and contexts C;. Let ¢ € @Q; and y € M such that
q(m) =%, y. We show that there exists y' with ¢(m’) =% ' and y <41 9/".
Assume that in the computation ¢(m) —7, y the first transition applied is

T: Q(f('UO, s 7'01"—1)) pO’ﬂ;—l Cl[qo(vio)a ) T’fl(virl_l)]'

Then, the computation is of the form:

Q(m) A Cl[qo(mio)a - ’QT'*l(miT'q)] _):kﬁlq, Y= Cl[yOa cee ,yr’fl]

with m; = Cj[zo,...,zn-1] € L(Gp;), 7 < 7, and gj(ms;) =%, v, § < r'. By
definition, m' = f(mg, ..., m;_y) with m; = Cj[z,...,2;,_,]. By Remark 24, m’ €
L(Gp;)- Thus, 7 can be applied to ¢(m') yielding

g(m') =4, C'lgo(miy), - - qr—1(m5 ,_ )]

By structural induction, m; C; m;-, j < r, and thus, it follows that there exist
Yy, § < ', with qj(m;-j) —%, ¥; and y; <41 y;. Then, the induction on i yields
Y =it1 C'[Yps -+ -, Yp 4] = y' and we know g(m') —%_ y'. This completes the proof of

Claim I.

Claim II. From z; %; z} for every j < n it follows m <; m'.

Proof of Claim II. By Lemma 25, we have m < m'. Since z; <; 7

induction on ¢ yields m <;11 m'. Moreover, z; <; :vg implies z; C; :1:;, and by Claim
I, m C; m'.

Let N C N and z € an(m, N). We need to show that there exists ' € an(m/, N)
with z C; 2/. We distinguish two cases:

implies .Tj ji+1 .T;-,

e There exists a subterm C’ of C such that z = C'[xg,...,T,_1]. Define ' :=
C'[zg, ... ,zl,_1]. We know that C” is anpr(m, N)-accessible in C. Using m < m/,

and thus, anyr(m, N) C any(m', N), it follows that C” is any(m/, N)-accessible
in C. In particular, z' € an(m/, N). Since z; C; 7, Claim I implies = C; z".

o There exists j < n with z subterm of z;, and z and z; any(m, N)-accessible
in m. Now, m <X m' implies that z’ is any(m', N)-accessible in m'. Also,
T € an(zj,any(m, N)). Because z; =; 7, there exists ' € an(z},any(m, N))
with z C; 2'. Finally, m < m' implies z € an(z},any(m', N)), and given that

} is anyr(m', N)-accessible in m' it follows z' € an(m/, N).
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B Proof of Proposition 19

The proof of Proposition 19 is by induction on ¢ < k.

Base case

The base case, ¢ = k, is a consequence of the following lemma.
Lemma 26 For allm,m' € M, K C M, if m X m/, then any(m,K) C any(m', K).

PROOF. The proof is similar to the case C = <wvg,v1> in the proof of Lemma 25. We
define the following mapping ¢ on atomic messages:

©(N) := anpr(m,any (K, N)).

The mapping 1 is defined analogously where m is replaced by m'. Note that ¢ and
1) are monotonic since any/(z,-) is monotonic. It is easy to see that ana(m, K) is the
least fixed point of ¢, i.e., the set ;s ©'(#). The same holds for 9 if m is replaced
by m/. Since m < m/, ¢(N) C 4(N) for every N C N. From this the claim follows
easily. O

Induction step

Assume ¢ < k. Define N := anp(K). Let (m;,m},...,mg_1, mj_,) be a solution
of (K, Ai,..., Ax—1). Thus, m; € d(K). Since d(K) = syn(an(K)), the derivation
of m; can be carried out by an analysis and a synthesis phase, in this order. Let
{zg,...,Zn—1} be the multiset of messages in an(m, N) used in the synthesis phase of
m;’s derivation such that there exists an n-ary context C with m; = Clzo, ..., Zp_1].
Since m =<; M, there exist messages T; € an(m, N) such that z; C; Z; for every j < n.
Define m; := C[Zy, - --,Tn_1]- To show m; € d(K) replace in the synthesis of m; the
message x; by z;. This yields m;. This construction of m; can in fact be carried
out in K since N C any/(m, K), every subterm of some term in K \ {m} used in the
synthesis belongs to an(K \ {m}, N), and every subterm of 7 used in the synthesis is
some Z; € an(m, N). Thus, m; € d(K).

Lemma 18 implies m; C; m;. Hence, with ¢! (m;) —%, m; there exists m; such
that ¢f (m;) —%, ™; and mj <1 ;.

By induction on %, the solvability of (K U {m}}, A;t1,...,Ak—1) implies the one

for (KU{m.}, Ai+1,--.,Ag—1). Moreover, since m =<; m implies m =<;;; T, induction
yields that (K U {m;}, Ait1,...,Ax—1) has a solution, say (M1, My, ..., Mk—1,
m),_,). Finally, we can conclude that (m;,m;,...,Mk_1,m)_,) solves (K, A, ...,
Ag_1).

C Proof of Lemma 20

If < is a quasi-ordering on a set S, then the relation = with ¢ = b iff a < b and
b < a for all a,b € S is an equivalence relation on S. The equivalence class of a
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w.r.t. = is denoted [a]= := {b | a = b}. The indez I(=) of = is the number of different
equivalence classes over S w.r.t. =.

In what follows, let =, =g, =;, and =;, denote the equivalence relations corre-
sponding to =<, =g, C;, and =;.

We show that the index of these equivalence relations is finite. For = and =g the
proof is straightforward.

Lemma 27

[N,
22N
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where @ denotes the set of states of G.
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The following lemma generalizes this to =; and =;. Note that =; is only defined for
1< k.

Lemma 28 For every i < k:
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PROOF. The statement is proved for both equivalence relations simultaneously by
induction on ¢. The case i = k, follows from Lemma 27. Note that for the computation
preserving equivalence relation nothing is to show. Now, assume that i < k.

Claim I. The index of =; is bounded as stated in the lemma.
Proof of Claim 1. We introduce a new equivalence relation on tuples (z,y) with z,y €
M. For every z,z',y,y" € M define: (z,y) =t (',9') iff

* y=i11Yy,and

o q(z) =%, y iff g(a) =%, v’ for every ¢ € Q.

To prove that =! has finite index, consider the mapping ¢! which takes every tuple

(z,y) to the tuple ([yl=,,,,{q | g(z) =%, y}). It is easy to see that oz, y) = @', y)
implies (z,y) =! (z',y’). From this, it immediately follows:

I(=}) < I(=i11) - 294,

To show the bound for =;, define M; , := {[(z,y)]_+ | y € M}. We show that for every
z,z' € M, ([z]=g, M;z) = ([¢']=4, M; ) implies :13 =; ': Obviously, z =g z’. Now,
let ¢ € Qi and y € M with ¢(z) =7, y. We know [(z,y)]-¢ € Mjz = M;p. Thus,
there exists y' € M such that [(z,y)]_: = [(z', 9 )]:‘5' Consequently, by definition of
=, y =1y and g(z') =%, y'. This shows z C; z'. By symmetry, z’ C; z.
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From this it immediately follows that
I(:Z) < I(Eg) . 2[(:5) < I(Eg) . 2I(Ei+1).2|Qi|.

This completes the proof of Claim I.
Claim II. The index of =; is bounded as stated in the lemma.

Proof of Claim II. For m € M and N C N let M, n = {[z]=, | € an(m, N)}. De-
fine ¢; to be the mapping that takes every message m € M to ([m]=,,,, [m]=,, (M;mn |
N C N)). The size of the range of ¢; is bounded by I(=;11) - I(=;) PUCHEL Thus,
to prove the claim it remains to show that ¢;(m) = ¢;(m’) implies m =; m/, for every
m,m' € M:

Assume ¢;(m) = ¢;(m'). Clearly, this implies m C; m' and m =<;11 m', and
thus, m < m'. Now, let N C N, = € an(m,N). Thus, [z]—; € M n = M N-
Consequently, there exists ' € an(m', N) with [z/]=, = [z]=,. In particular, z C; z'.
This shows m <; m'. By symmetry, m’ <; m. O

From this, Lemma 20 follows immediately.

D Modeling the Recursive Authentication Protocol

In Appendix D.1, we first provide an informal description of the recursive authenti-
cation protocol (RA protocol). Since this protocol uses message authentication codes
(MACs), in Appendix D.2 it is shown how MACs can be modeled. Then, AppendixD.3
contains the tree transducer-based model of the RA protocol.

D.1 Informal Description of the RA Protocol

The RA protocol was proposed by Bull and Otway [5] and it extends the authentication
protocol by Otway and Rees [20] in that it allows to establish session keys between an
a priori unbounded number of principals in one protocol run. Our description of the
RA protocol follows Paulson [21].

In the RA protocol one assumes that a key distribution server S shares long-term
keys with the principals. In Figure 1 a typical protocol run is depicted. In this run,
A wants to establish a session key with B and B wants to establish a session key with
C. The number of principals involved in a protocol run is not bounded. In particular,
C could send a message to some principal D in order to establish a session key with
D and D could continue and send a message to E and so on. In the protocol run
depicted in Figure 1, we assume that C' does not want to talk to another principal and
therefore sends a message to the key distribution server S, who is involved in every
protocol run.

In Figure 1, K, denotes the long-term keys shared between A and S. Similarly, Kj
and K, are the long-term keys shared between B, C, and S, respectively. With N,, Ny,
and N, we denote nonces (i.e., random numbers) generated by A, B, and C, respec-
tively. Finally, K, Kpe, and K¢ are the session keys generated by the server and used
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by the principals for secure communication between A and B, B and C, and C and S,
respectively. The numbers (1. — 6.) attached to the messages only indicate the order
in which the messages are sent and do not belong the protocol. The message hash,(m)
stands for the message authentication code (MAC) of m w.r.t. the key a concatenated
with m. For instance, hash,(m) could be the message <hash(<a, m>), m>. However,
there are other ways to represent the MAC of m w.r.t. a than by hash(<a,m>). We
abbreviate messages of the form <my,...,<mp_1,mp>---> by mg---my,.

We now take a closer look at the messages exchanged between the principals in the
order they are sent: In the first messages (1.), principal A indicates that she requests
a session key from the server for secure communication with B. The symbol “—”
says that this message started the protocol run. Now, in the second message (2.), B
sends something similar to C' but with A’s message instead of “—”, indicating that
he wants to share a session key with C. As mentioned, this step could be repeated
as many times as desired, yielding an ever-growing stack of requests. The process is
terminated if one principal contacts S. In this example, we assume that C' does not
request another session key, and therefore, sends the message received from B to S
(3.). This message is now processed by S.

The outer hash (request) indicates that C has called S. Therefore, the server
generates a fresh key K., intended to be used as a session key between C' and 5.2
Then, S prepares a certificate encg,(K.sSN.) which together with the certificates
prepared later will be sent to C. Finally, S remembers C’s name and the nonce N.
Now, the request is discarded and the next one is examined in the same way. This
request indicates that B has called C, i.e., the principal’s name S has stored from
the previous request. As before, S generates a fresh key Kj. intended to be used as
a session key between B and C, and prepares two certificates encg,(Kp.BN.) and
encg, (KpcCNp) which are added to the certificate prepared before. Note that to
generate the former certificate, S uses N., which was previously stored by S. Now,
S stores B’s name and the nonce Np. The last request hashg, (ABN,—) is processed
in the same way. The symbol “—” indicates that no more requests follow. Having
prepared all certificates, the server sends all of them to C' (4.). The line break is only
for layout purposes and does not have any meaning in the protocol.

Principal C accepts the first two certificates, extracts the two session keys, and
forwards the rest of the message to his predecessor in the chain (5.). Then, B does
the same, and forwards the last certificate to A (6.)

D.2 Modeling Message Authentication Codes

One can extend the TTLA-based protocol model to include different cryptographic
primitives. In this section, we consider the message authentication code (MAC), which
in Appendix D.3 is used to model the recursive authentication protocol. The purpose
of a MAC is to guarantee integrity of messages.

We will write the MAC over a message m with key a as hash,(m). This message
does not only represent the digest of m but also the message m itself. So on seeing

®Note that K.s is redundant since C and S already share a key. But including it allows to treat
the last principal in the chain like all others, except the first, who only receives one session key.
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4.
enck, (KesSNe)

6. encg, (KqapBNg)| |1. hashg, (ABNy,—) encg  (Kp. BN)
encg, (Kp.CNy)

3. hashpg, (CSNchaSth (BCthashKa (ABNG—))) ency, (KabANb)

encg, (Ko, BNa)

2. hashg, (BCthaShKa (ABNg—))

5. encg, (KpcCNp)encg, (Kqp BNy)enc g, (Kqp BNg)

Figure 1: A Run of the Recursive Authentication Protocol

hash,(m), everyone can read m but only those principals who know the key a can
create hash,(m). In particular, the intruder cannot change m, say to m’, without
knowledge of a because to create hash,(m') the intruder would need to know a.

Formally, we extend the TTLA-based protocol model as follows: The signature
Y pr will include for every a € N the unary symbol hash,. To the definition of d(K)
(see Section 4), and thus, the definition of the intruder, the following conditions are
added:

e If hash,(m) € d(K), then m € d(K).
e If m € d(K) and a € d(K) NN, then hash,(m) € d(K).

The first condition allows the intruder to look “inside” a MAC and the second allows
him to create MACs himself given that he knows the corresponding key. All unde-
cidability, decidability, and complexity theoretic results carry over to this extended
intruder model in a straightforward way. Basically, only the proof of Lemma, 25 needs
little change.

Instead of introducing a new kind of function symbol and extending the intruder,
one could model MACs by messages of the form <hash(<a, m>),m>, which does not
require to change the intruder model. However, on receiving this message, a principal
would need to check whether the message m inside of the hash and the one outside
coincide. But this requires to check equality of messages of arbitrary size, which is
not possible with TTLA-based protocols and as stated in Theorem 8, adding this
capability leads to undecidability of ATTACK. This is the reason why this alternative
of modeling MACs is not chosen here.

D.3 The TTLA-based Protocol Model

We now provide a formal description of the the RA protocol in the TTLA-based
protocol model extended with MACs as discussed in Appendix D.2. For convenience,
the TTLAs are described as TTLLs. By Lemma 1, a TTLL can easily be turned into
a TTLA.

First we note that although in the RA protocol the number of receive-send actions
performed in one protocol run is unbounded, in our model we assume a fixed bound
— extending the TTLA-based protocol model to handle an unbounded number of
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receive-send actions would lead to undecidability, just as for an unbounded number
of sessions, as mentioned in Section 5. Nevertheless, even with such a fixed bound it
is still necessary to model iterative processes. In the RA protocol, for instance, the
intruder can generate an unbounded sequence of requests which must be processed
by the server. We note that in other protocols in which the number of receive-send
action in a protocol run is fixed, iterative processes may also occur independent of the
intruder. One example is IKE [13].

In what follows, let P,..., P, be the principals participating in the RA protocol.
We assume that P, = S is the server. Every P;, i < n, shares a long-term key K;
with S. The nonce sent by P; in the request message is denoted N;, i < n.

D.3.1 Modeling the Agents

An agent P;, ¢ < n, performs two receive-send actions — one request action and one
receive action — and is given by the tuple (A%, A%, I'). The different component are
defined next.

The message transducer A} for sending the request message consists of the follow-
ing transitions:

(request, L, Py)(init) — hashg,(P;PjN;—),
(request, P;, Pj)(hashg,(P;P;a1v) — hashg,(P;PjN;hashg,(P;Paicopy(v)), and
COPY(f(UOa .. avl—l)) - f(COpy(’U()), cee ,Cop}/(’l)l_l))

where j' < n, j <n,ag,a1 € N, f is an l-ary symbol in X/ for some [, and init € S
is some constant known to the intruder. The first transition is applied if the P; initiates
a protocol run and calls Pj. The second transition is applied if F; is called by P; and
sends a message to Pj. The last transition only serves to copy the input message to
the output. The initial states of Af are (request, L, Pjr) and (request, P;, Pjr) for every
j' <mnandj<n.

The transitions of A}, the message transducer for receiving the session keys, are:

(key, L, Pj)(encg,(aPjN;)) — encg(secret) and
(key, Pj, Pj)(enck,(ao Py N;)enck, (a1 PjN;)) — ency,(secret)enc,, (secret),

where j' < n, j < n, and ag,a; € N. The first transition is applied if P; initiated
the protocol run for communication with P;. The session key received is a and secret
is encrypted with a to check whether the intruder can get hold of a. In the second
transition, P; called Py and was called by P;. The session keys for communication
with these principals are ag and a1, respectively. Again, secret is encrypted with these
keys. All the states occurring in A% are initial states.

It remains to define I*. We want to guarantee that P; remembers who he called
and who wants to communicate with P;. Therefore, we set

I = {((requeStaJ—an’)a (keYaJ—an’)) ‘ jl < n} U
{((request, Pj, Py), (key, Py, Pyr)) | j' <m,j < n}.
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D.3.2 Modeling the Server

Since the server S = P, performs only one receive-send action, it can be described by
a single message transducer, which we call A,,.

The states of A,, consist of three components. The first takes the values start and
read. In state start, A, reads the outer request of the message received and checks
whether this request is really addressed to S, and if so, generates the first certificate.
In state read, A, processes the rest of the requests. In the second component, A,
memorizes whose certificates are to be generated, and the third component stores the

corresponding nonce.
The transitions of A,, are specified as follows:

(start, L, 1)(hashg,(P;P,a—)) — enck,(KinPpha),
(start, L, 1)(hashg, (P;P,av)) — <encg,(K;nP,a),(read, P;,a)(v)>,
(read,P,-,aO)(hashKi, (H/Hal—)) — <encK1.(K,~/,~P,~/a0),encK1_, (K,':Z-Pia1)>, and

(read, P;, ao) (hashk,, (Py Piaiv))

!
<encg; (Kz’sz’ ao), <encg,, (Ki/,'.Pial), (read, Py, al) (U)>>,

where 7,1’ < n and a,aq,a; € N. The state (start, L, 1) is the only initial state of the
server.
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