
INSTITUT FÜR INFORMATIK

A fast approximation scheme for the

multiple knapsack problem

Klaus Jansen

Bericht Nr. 0916

February 2010

CHRISTIAN-ALBRECHTS-UNIVERSITÄT
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Abstract

In this paper we propose an improved efficient approximation scheme for the multiple knapsack
problem (MKP). Given a set A of n items and set B of m bins with possibly different capacities,
the goal is to find a subset S ⊆ A of maximum total profit that can be packed into B without
exceeding the capacities of the bins. Kellerer gave a polynomial time approximation scheme
(PTAS) for MKP with identical capacities and Chekuri and Khanna presented a PTAS for MKP
with arbitrary capacities with running time nO(1/ǫ8 log(1/ǫ)). Recently we found an efficient poly-
nomial time approximation scheme (EPTAS) for MKP with running time 2O(1/ǫ5 log(1/ǫ))poly(n).
Here we present an improved EPTAS with running time 2O(1/ǫ log(1/ǫ)4) +poly(n). If the modified
round-up property for bin packing with different sizes is true, the running time can be improved
to 2O(1/ǫ log(1/ǫ)2) + poly(n).

1 Introduction

The knapsack problem is a fundamental problem in combinatorial optimization [11, 17, 20]. One
interesting generalization is the multiple knapsack problem (MKP), in which we are given a set A of
n items and a set B of m bins or knapsacks. Each item a ∈ A has a size size(a) ∈ Q′ + and a profit
profit(a) ∈ Q′ + and each bin b ∈ B has a capacity or size c(b) ∈ Q′ +. The goal of MKP is to find
a subset S ⊆ A that can be packed into B without exceeding the capacities of the bins and that
has maximum total profit profit(S) =

∑

a∈S profit(a). The maximum total profit among all feasible
subsets S ⊆ A that can be packed into B is denoted by OPT (A,B). MKP has many applications
in computer science, operations research, and related disciplines; see also the books by Martello and
Toth [18] and by Kellerer, Pferschy, and Pisinger [15]. An interesting application arises in scheduling
jobs on identical processors where some machines are non-available during fixed time periods or where
some high priority jobs are preassigned to processors [5, 21].

A maximization problem X admits a polynomial-time approximation scheme (PTAS), if there is
a family of algorithms {Aǫ | ǫ > 0} such that for any ǫ > 0 and any instance I of X, Aǫ produces a
(1 − ǫ) - approximate solution in time |I|f(1/ǫ) for some function f . If ǫ is very small then the value
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|I|f(1/ǫ) can be very large. Two important restricted classes of approximation schemes were defined
to reduce the running time. An efficient polynomial-time approximation scheme (EPTAS) is a PTAS
with running time of the form f(1/ǫ)poly(|I|), while a fully time polynomial time approximation
scheme (FPTAS) runs in time poly(|I|, 1/ǫ).

Results. The decision version of MKP is to determine whether there is a feasible packing with
profit at least p; this is a generalization of the classical bin packing problem and, therefore, strongly
NP-complete. In contrast to the classical knapsack problem, MKP even with two bins with the
same capacity does not have an FPTAS unless P=NP [2, 4]. Kellerer [14] gave a polynomial-time
approximation scheme (PTAS) for MKP with identical capacities. This result has been generalized
by Chekuri and Khanna [4] who gave a PTAS for MKP with general capacities. The running time of
their PTAS is nO(1/ǫ8 log(1/ǫ)). Chekuri and Khanna [4] posed the question of whether there is a PTAS
with an improved running time and conjectured that an efficient polynomial time approximation
scheme (EPTAS) with running time f(1/ǫ)poly(n) for some function f might be possible. Fellows
[8] considered it as a significant open problem to determine whether MKP admits a fixed parameter
tractable (FPT) algorithm or it is W[1]-hard. Notice that if the standard parametrization of an
optimization problem is W[1]-hard, then the optimization problem does not have an EPTAS (unless
FPT=W[1]) [1, 3]. For a survey on approximation algorithms and parameterized complexity we
refer to [19]. Recently we [12] found an EPTAS for MKP with running time 2O(1/ǫ5 log(1/ǫ))poly(n)
answering the open question posed by Chekuri and Khanna in the affirmative. In this paper we prove
the following main result:

Theorem 1.1 There is an efficient polynomial-time approximation scheme (EPTAS) for the multiple
knapsack problem with running time 2O(1/ǫ log(1/ǫ)4) + poly(n).

Interestingly, if the modified round-up conjecture for the bin packing problem with different bin
sizes is true (showing that the integrality gap is bounded by a constant C), similar to the modified
round-up conjecture for the classical bin packing problem by Scheithauer and Terno [22], then we can
reduce the above running time to 2O(1/ǫ log(1/ǫ)2) +poly(n). Notice that the term poly(n) ≤ poly(n, 1/ǫ)
mainly depends on the approximate solution of a linear program relaxation of MKP [10, 12]. Further-
more, as a by-product we obtain an interesting result for the bin packing problem. If the minimum
number of bins OPT (I) ≤ poly(1/δ) for a constant δ > 0, then there is an approximation algorithm
for bin packing which computes a packing using OPT (I) + 1 bins and runs in time 2O(1/δ log(1/δ)2) + n.

Techniques. In contrast to the previous approaches by Chekuri and Khanna [4] and by Kellerer
[14], we use a linear program relaxation for MKP. This allows us to select fractional pieces of items
and to distribute them among different bin groups. We used this idea to obtain the first EPTAS for
MKP, but still with a large running time 2O(1/ǫ5 log(1/ǫ))poly(n). In contrast to our first approach, we
do not round the bin sizes in our new algorithm. To reduce the running time above we propose several
interesting new techniques. The first technique is a rounding method for the LP relaxation of MKP via
a network flow problem with integral capacities. For each bin group Bℓ with M = 1/δ log(1/δ)2 bins
(in general with different bin capacities), we generate a set of rectangles for the fractional selected
items and build stacks Stℓ for the wide rectangles using some ideas by Kenyon and Remila [16]
for 2-dimensional strip packing. To generate integral capacities in the flow problem, we add a few
dummy rectangles of total constant height < 1/δ2 to each stack Stℓ. After this step we round the
widths of the rectangles to a constant number of values and obtain an integral value for the total
height of rectangles for each rounded width. This implies also a smaller gap between the fractional
strip packing values of the set of rounded and original rectangles. The narrow rectangles are divided
into a polynomial number of groups according to their widths. Here we use intervals of sizes with
geometrically decreasing values δc

(ℓ)
max, δc

(ℓ)
max/(1 + δ), . . . , δc

(ℓ)
max/(1 + δ)k, where c

(ℓ)
max is the largest bin
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capacity in group Bℓ. This enables us to generate integral capacities in the flow problem also for the
narrow rectangles.

For the rounding phase we also generalize a classical result for bin packing by Karmarkar and Karp
[13] and Shmonin [23] to bin packing with different bin sizes: we prove that the additive integrality
gap between the corresponding ILP and LP formulations for instances with d different item sizes and
different bin sizes is bounded by O(log(d)2). For MKP with at least M = ⌈1/δ log(1/δ)2⌉ bins with the
same largest capacity (where δ = Θ(ǫ)) we obtain in this way an approximation scheme that computes
a solution with profit at least (1 − ǫ)OPT (A,B). The running time of the approximation scheme is
poly(n, 1/ǫ). Another technique improves the running time of the EPTAS for MKP with a constant
number γ ∈ [1/δ, poly(1/δ)] of bins to 2O(γ log(1/ǫ)2)n: In the first phase we guess and pack high profit
items into B. Then based on ideas for bin packing by Karmarkar and Karp [13] we round the sizes
of the medium size items with medium profit items. Furthermore, we show that the rounded items
can be packed into B plus one additional bin b whose size is a small fraction of the remaining space
in the bins after packing the high profit items. To eliminate the additional bin, we apply a shifting
strategy on B and b. This is possible, since B contains at least 1/δ pieces (where 1/δ is integral) that
lie completely inside of the bins each with size equal to the size of the additional bin b.

For general instances of MKP we combine the new techniques with a modified LP relaxation. Here
we split the set of all bins into two groups: B2 with a constant number ⌈1/δ log(1/δ)2⌉ of bins with
the largest capacities and B1 consisting of all remaining bins. Then, similar to the approach for a
constant number of bins, we guess the high and medium profit items for B2. Based on ideas for bin
packing by Karmarkar and Karp [13] we again round the sizes of medium size items with medium
profit. Furthermore, we show that these rounded items can be packed into B2 plus one additional bin
b whose size is a small fraction of the remaining space in the bins after packing the high profit items.
By an interesting exchange argument we can suppose that B2 contains the larger original medium
sizes for each subinterval of rounded items. Using this argument we are able to guess the rounded
medium sizes and to select the corresponding items for B2. To eliminate the additional bin, we apply
here a shifting strategy on B2 and b. Finally we introduce a modified linear program relaxation to
select the other items for the bin groups and generalize the rounding strategy also for the solution of
this linear program.

Organization of the paper. In Section 2 we focus on instances of MKP having many bins
with the largest capacity. Here we introduce the new rounding strategy for the solution of the linear
program relaxation. We present an improved approximation algorithm for MKP where the bin group
with the largest capacity has at least ⌈1/δ log(1/δ)2⌉ bins. Next we give an approximation algorithm
for bin packing instances with a constant number of bins. Then in Section 3 we present an improved
approximation scheme for instances of MKP with a constant number of bins. Finally, we study the
general case of MKP in Section 4. Here we combine the techniques of the previous sections (via a
modified linear program relaxation and a generalized rounding strategy).

2 Instances of MKP with Many Bins with the Largest Ca-

pacity

Let c1 ≤ . . . ≤ cm be the capacities of the m bins in an instance of MKP. In this section we consider the
case where there are at least ⌈1/δ log(1/δ)2⌉ bins with the largest capacity cm. The value δ depends
on ǫ and will be specified later. For simplicity we suppose also that 1/δ is integral. In the following
we give an outline of our algorithm for this case:

(1) Solve an LP-relaxation of MKP approximately, split the bins into blocks of size close to
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⌈1/δ log(1/δ)2⌉ and construct a 2D strip packing instance for each block.

(2) Round the corresponding rectangles block-wise and select items via a network flow computation.

(3) Use a bin packing algorithm with different bin sizes to pack the selected items into slightly more
than ⌈1/δ log(1/δ)2⌉ bins for each block.

(4) Apply a shifting strategy to select a subset of items that fits into the bins for each block.

For each bin bk with capacity ck, let C
(k)
1 , . . . , C

(k)
Hk

be the set of all configurations for the bin bk;
where a configuration is a subset S ⊆ A of items with total size

∑

a∈S size(a) ≤ ck. The main idea of
the relaxation is to use a fractional variable xi ∈ [0, 1] for each item ai (which selects a piece of each
item) and to distribute the corresponding piece as smaller fractional pieces among the configurations

for different bin capacities. The variable y
(k)
j in the LP denotes the length of configuration C

(k)
j

(similar to a configuration variable in bin packing [9]). As relaxation we use the following LP for
MKP instances; see also [12].

max
∑n

i=1 profit(ai)xi
∑m

k=1

∑

j:ai∈C
(k)
j

y
(k)
j = xi for i = 1, . . . , n,

∑Hk

j=1 y
(k)
j ≤ 1 for k = 1, . . . ,m,

y
(k)
j ≥ 0 for j = 1, . . . , Hk and k = 1, . . . ,m,

xi ∈ [0, 1] for i = 1, . . . , n.

The LP above is a relaxation of MKP; the fractional selected items can be interpreted as rectangles
and can be fractionally packed into rectangular regions of width ck and height 1. We can compute
an approximate solution (x̄, ȳ) of the LP relaxation where

∑Hk

j=1 ȳ
(k)
j ≤ (1 + 2α) for k = 1, . . . ,m and

whose objective value is at least (1− 3α)OPT (LP ) ≥ (1− 3α)OPT (A,B) where α = O(ǫ) [12]. This
solution which may violate some of the constraints slightly can be transformed into another solution
(x̃, ỹ) with objective value at least (1 − 5α)OPT (LP ) ≥ (1 − 5α)OPT (A,B) without violating the

constraints above. For this step we simply scale the values ỹ
(k)
j = ȳ

(k)
j /(1 + 2α) and x̃i = x̄i/(1 + 2α).

2.1 New rounding strategy

In this subsection we propose a new rounding technique in order to select the items more efficiently.
In the following we build t blocks Bℓ with M = ⌈1/δ log(1/δ)2⌉ bins each; with the exception of the
block B1 which might have fewer than M bins (see also Figure 1). We have t = ⌈m

M
⌉ bin groups where

Bt contains the M largest bins bm−M+1, . . . , bm, Bt−1 the next M largest bins bm−2M+1, . . . , bm−M

etc. By this construction the first group B1 consists of either {b1, . . . , bM} if m is dividable by M or

{b1, . . . , bm−⌊ m
M

⌋M} otherwise. We denote with c
(ℓ)
1 ≤ . . . ≤ c

(ℓ)
M the capacities of the bins in block Bℓ.

Furthermore, let c
(ℓ)
max = c

(ℓ)
M the maximum capacity in block Bℓ. Notice that Bt contains M bins with

the same capacity (using our assumption above).

Now consider an item ai with x̃i > 0. We denote with z
(ℓ)
i =

∑

bk∈Bℓ

∑

j:ai∈C
(k)
j

ỹ
(k)
j the fraction of

item ai assigned to block Bℓ for ℓ = 1, . . . , t. For each block Bℓ, all large pieces with size(ai) > δc
(ℓ)
max

can be interpreted as wide rectangles of the form (size(ai), z
(ℓ)
i ) with width size(ai) ≤ c

(ℓ)
max and height

z
(ℓ)
i ≤ 1. Next we stack all these rectangles ordered by their widths. We obtain a stack Stℓ of height

Hℓ (see Figure 2). Now we add to the stack Stℓ a set Xℓ of dummy rectangles of width δ2c
(ℓ)
max and

height 1 (with the exception of one rectangle with height at most 1) until the modified stack Stℓ has

4



B1 B2 Bt−1 Bt

...

Figure 1: Building the blocks Bℓ of bins with ℓ = 1, . . . , t.

total height Hℓ = dℓ/δ
2 where dℓ ∈ Z

+ and (dℓ − 1)/δ2 < Hℓ ≤ H̄ℓ. Notice that the total height of

the rectangles in Xℓ is at most 1/δ2. Let L
(ℓ)
wide and L̄

(ℓ)
wide be the sets of all rectangles on stack Stℓ and

Stℓ, respectively.

L
(ℓ)
wide

Hℓ H̄ℓ H̄ℓ

L̄
(ℓ)
supL̄

(ℓ)
wide

H̄ℓ

Figure 2: The construction of the stacks for L
(ℓ)
wide, L̄

(ℓ)
wide and L̄

(ℓ)
sup

Now we split the stack Stℓ into 1/δ2 groups of height δ2H̄ℓ = dℓ. If a piece lies in two groups of the
stack Stℓ (more than two groups is not possible, since the height of each rectangle is at most 1 ≤ dℓ),
then we split the rectangle into two rectangles that fit into their groups completely. Finally, we round
up each rectangle in group j on stack Stℓ to the maximal width in group j. Let L̄

(ℓ)
sup be the set of

rectangles obtained after the rounding (see also Figure 2 for the construction of the stacks and sets of

rectangles). Next we compare the minimum fractional strip packing height for the instances L
(ℓ)
wide and

L̄
(ℓ)
sup into a strip with different horizontal layers. Let c1 ≤ . . . ≤ cM be the widths of the M horizontal

layers. The first M −1 layers have height 1 and layer M has unbounded height. The widths c1, . . . , cM

are the bin capacities c
(ℓ)
1 , . . . , c

(ℓ)
M in block Bℓ. For a set L of N rectangles of the form ri = (wi, hi)

with heights hi ≤ 1, let R(k) be a set of rectangles (called a configuration) that fits into a horizontal

layer of width ck; i.e.
∑

ri∈R(k) wi ≤ ck. Let R
(k)
1 , . . . , R

(k)
Hk

be the set of configurations for width ck.

Use variables v
(k)
1 , . . . , v

(k)
Hk

to denote the heights of the configurations. The linear program LP (L,Bℓ)
for an instance L with N rectangles and block Bℓ has the following form:

min
∑HM

j=1 v
(M)
j

∑M
k=1

∑

j:ri∈R
(k)
j

v
(k)
j = hi for i = 1, . . . , N ,

∑Hk

j=1 v
(k)
j ≤ 1 for k = 1, . . . ,M − 1,

v
(k)
j ≥ 0 for j = 1, . . . , Hk and k = 1, . . . ,M .
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For each instance L, let LIN(L,Bℓ) be the value of the linear program above where the widths
c1, . . . , cM are the capacities of the bins in block Bℓ. This value is the minimum height of a fractional
strip packing into a strip consisting of M horizontal layers of widths c1 ≤ . . . ≤ cM . Notice that we
count in the objective function of the LP above only the packing into the widest layer of width cM .
Let AREA(L) be the total area of all rectangles in L. Since L

(ℓ)
wide fits fractionally into the M bins,

LIN(L
(ℓ)
wide, Bℓ) ≤ 1.

Lemma 2.1
LIN(L̄

(ℓ)
sup, Bℓ) ≤ δM + 3,

AREA(L̄
(ℓ)
sup) ≤ (1 + δ)AREA(L

(ℓ)
wide) + 2c

(ℓ)
max.

Proof: The area AREA(Xℓ) can be bounded by (H̄ℓ − Hℓ)δ
2c

(ℓ)
max ≤ (1/δ2)δ2c

(ℓ)
max = c

(ℓ)
max. This im-

plies that AREA(L̄
(ℓ)
wide) ≤ AREA(L

(ℓ)
wide)+ c

(ℓ)
max and LIN(L̄

(ℓ)
wide, Bℓ) ≤ LIN(L

(ℓ)
wide, Bℓ)+1 ≤ 2 (using

an extra layer of height 1 for the additional rectangles in Xℓ). Using the rounding of Kenyon and

Remila [16] we obtain LIN(L̄
(ℓ)
sup, Bℓ) ≤ LIN(L̄

(ℓ)
wide, Bℓ) + δ2H̄ℓ. Now H̄ℓ ≤ Hℓ + 1/δ2 and Hℓδc

(ℓ)
max ≤

AREA(L
(ℓ)
wide) ≤ Mc

(ℓ)
max. Therefore, δ2Hℓ ≤ δM . These inequalities together imply LIN(L̄

(ℓ)
sup, Bℓ) ≤

LIN(L
(ℓ)
wide, Bℓ) + δ2Hℓ + 2 ≤ δM + 3. For the area bound again using [16], AREA(L̄

(ℓ)
sup) ≤

AREA(L̄
(ℓ)
wide) + δ2H̄ℓc

(ℓ)
max ≤ AREA(L̄

(ℓ)
wide) + δ2(Hℓ + 1/δ2)c

(ℓ)
max ≤ AREA(L

(ℓ)
wide) + 2c

(ℓ)
max + δ2Hℓc

(ℓ)
max.

Finally, using δHℓc
(ℓ)
max ≤ AREA(L

(ℓ)
wide) we get AREA(L̄

(ℓ)
sup) ≤ (1 + δ)AREA(L

(ℓ)
wide) + 2c

(ℓ)
max.

L̄
(ℓ)
wide L̄

(ℓ)
sup

H̄ℓH̄ℓ

β
(ℓ)
2

β
(ℓ)
1

β
(ℓ)
3

β
(ℓ)
4

Figure 3: The heights β
(ℓ)
j for the groups j in L̄

(ℓ)
sup

L̄
(ℓ)
sup consists of a set of wide rectangles with a constant number a(ℓ) ≤ 1/δ2 of different widths

w
(ℓ)
1 > . . . > w

(ℓ)
a(ℓ), where w

(ℓ)
a(ℓ) > δc

(ℓ)
max, w

(ℓ)
1 ≤ c

(ℓ)
max. For each width w

(ℓ)
j , let β

(ℓ)
j be the total height

of rectangles in L̄
(ℓ)
sup with width w

(ℓ)
j . We obtain a stack with a(ℓ) groups with different rectangle

widths. Using the fact that the height of the stack Stℓ is equal to dℓ/δ
2 with dℓ ∈ IN0, the height of

group j in stack Stℓ corresponding to L̄
(ℓ)
sup is equal β

(ℓ)
j ∈ Z

+ (see Figure 3).

Let L
(ℓ)
narrow be the set of narrow rectangles (size(ai), z

(ℓ)
i ) with size(ai) ≤ δc

(ℓ)
max allocated to bins in

block Bℓ. The total area of these rectangles is denoted with AREA(L
(ℓ)
narrow) =

∑

i:size(ai)≤δc
(ℓ)
max

z
(ℓ)
i size(ai).

We divide this area into smaller areas as follows. For each interval intℓ,k = ( δ
(1+δ)k c

(ℓ)
max, δ

(1+δ)k−1 c
(ℓ)
max]

with k ∈ IN, let Area(ℓ, intℓ,k) =
∑

i:size(ai)∈intℓ,k
z

(ℓ)
i size(ai) be the total area of pieces of items ai

with size(ai) ∈ intℓ,k allocated to bins in block Bℓ. Using the smallest original item size in interval

intℓ,k, the maximum number of possible items in intℓ,k with this total area is ηℓ,k =

⌈

Area(ℓ,intℓ,k)
δ

(1+δ)k
c
(ℓ)
max

⌉

. In
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our algorithm, it is necessary to take all intervals intℓ,k for which δ
(1+δ)k c

(ℓ)
max ≥ 1

2n
c
(ℓ)
max. Let index(ℓ)

be the largest index k such that this inequality is satisfied. The inequality is also equivalent to
2δn ≥ (1+ δ)k or log(2δn) ≥ k log(1+ δ). This implies an upper bound k ≤ log(2δn)

log(1+δ)
. Therefore, we set

index(ℓ) = ⌊ log(2δn)
log(1+δ)

⌋ + 1 and obtain that index(ℓ) = O([log(ǫ) + log(n)]/ log(1 + ǫ)) using δ = θ(ǫ).

For items with size(ai) ≤
1
2n

c
(ℓ)
max we use an additional interval intℓ,index(ℓ)+1 = (−∞, δ/(1 + δ)index(ℓ)]

and set ηℓ,index(ℓ)+1 = n. Notice that this construction for the narrow items implies that the number
of intervals is bounded by a polynomial in n and 1/ǫ.

Lemma 2.2 If A(ℓ) ⊆ A is a set of small items with |{ai ∈ A(ℓ)|size(ai) ∈ intℓ,k}| ≤ ηℓ,k for each k,

then Area(A(ℓ)) ≤ (1 + δ)Area(L
(ℓ)
narrow) + (3/2 + δ)c

(ℓ)
max.

Proof: Using the bound above, the total area of {ai ∈ A(ℓ)|size(ai) ∈ intℓ,k, k ≤ index(ℓ)} can be
bounded by

ηℓ,k
δ

(1 + δ)k−1
c(ℓ)
max ≤ (

Area(ℓ, intℓ,k)
δ

(1+δ)k c
(ℓ)
max

+ 1)
δ

(1 + δ)k−1
c(ℓ)
max ≤ (1 + δ)Area(ℓ, intℓ,k) +

δ

(1 + δ)k−1
c(ℓ)
max.

For items with size(ai) ≤ 1/(2n)c
(ℓ)
max, the total area is bounded by c

(ℓ)
max/2. Summing up the total area

over all intervals and using the geometric sum
∑

k≥0 1/(1 + δ)k = (1 + δ)/δ, we obtain Area(A(ℓ)) ≤

(1 + δ)
∑

k≥1 Area(ℓ, intℓ,k) + c
(ℓ)
max

∑

k≥1
δ

(1+δ)k−1 + c
(ℓ)
max/2 ≤ (1 + δ)Area(L

(ℓ)
narrow) + (3/2 + δ)c

(ℓ)
max.

s xi t
≤ 1

≤ 1

≤ 1

size(ai) ∈ intℓ,k

size(ai) ∈ [w
(ℓ)
j+1, w

(ℓ)
j ]

≤ β
(ℓ)
j

≤ ηℓ,k

yℓ,j

ȳℓ,k

cost(s, xi) = profit(ai)

Figure 4: Flow network to select the items

Now we set up a flow network G = (N,E) of the following form (see also Figure 4 for an illustra-
tion). The vertex set consists of a source s and sink t, a node xi for each item ai and several nodes
for each block Bℓ with (at most) M bins. For each block, we have a node yℓ,j for each rounded wide

width w
(ℓ)
j where j = 1, . . . , a(ℓ) and a node ȳℓ,k for each interval intℓ,k where k = 1, . . . , index(ℓ) + 1.

The edge set E is defined by

{(s, xi)|i = 1, . . . , n} ∪ {(xi, yℓ,j)|w
(ℓ)
j+1 ≤ size(ai) ≤ w

(ℓ)
j } ∪ {(xi, ȳℓ,k)|size(ai) ∈ intℓ,k}∪

{(yℓ,j, t)|ℓ = 1, . . . , t and j = 1, . . . , a(ℓ)} ∪ {(ȳℓ,k, t)|ℓ = 1, . . . , t and k = 1, . . . , index(ℓ) + 1}

All edges have lower capacities 0. The upper capacities of the edges (s, xi), (xi, yℓ,j) and (xi, ȳℓ,k) are 1.

In addition the capacity of the edge (yℓ,j, t) is β
(ℓ)
j and the capacity of the edge (ȳℓ,k, t) is ηℓ,k. Notice

that all capacities are integral and that the number of vertices in G is bounded by a polynomial in n
and 1/ǫ using δ = O(ǫ). Furthermore, we have cost values for each edge: for each edge (s, xi) the cost
value c(s, xi) = profit(ai) and for each other edge the cost value is 0.
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Lemma 2.3 There is a fractional flow in the network G = (N,E) with profit at least (1−5α)OPT (LP ).

Proof: The LP solution (x̃, ỹ) has objective value at least
∑

i x̃iprofit(ai) ≥ (1 − 5α)OPT (LP ). We
can define a feasible flow in the network G as follows. For each arc (s, xi) ∈ E, we set f((s, xi)) =

x̃i ∈ [0, 1]. Suppose that a piece of a rectangle corresponding to item ai with size(ai) ∈ (w
(ℓ)
j+1, w

(ℓ)
j ]

lies on stack Stℓ, i.e. z
(ℓ)
i > 0 and size(ai) > δc

(ℓ)
max. Notice that items of original size w

(ℓ)
j might

be rounded up to the next larger value w
(ℓ)
j−1. Then either the entire rectangle (size(ai), z

(ℓ)
i ) lies

in group j − 1 or j of the stack corresponding to L̄
(ℓ)
sup or the rectangle is divided into two pieces

(size(ai), z
(ℓ)
i (0)) and (size(ai), z

(ℓ)
i (1)) with z

(ℓ)
i = z

(ℓ)
i (0) + z

(ℓ)
i (1) which lie in two consecutive groups

j − 1, j ∈ {1, . . . , a(ℓ)}. In the first case we set f((xi, yℓ,j−1)) = z
(ℓ)
i ∈ [0, 1] or f((xi, yℓ,j)) = z

(ℓ)
i and

in the second case we use f((xi, yℓ,j−1)) = z
(ℓ)
i (0) ∈ [0, 1] and f((xi, yℓ,j)) = z

(ℓ)
i (1) ∈ [0, 1]. Note that

the flow value
∑

i f((xi, yℓ,j)) = f((yℓ,j, t)) ≤ β
(ℓ)
j using the properties of the stack.

If a piece of a rectangle corresponding to item ai is narrow (i.e. z
(ℓ)
i > 0 and size(ai) ≤ δc

(ℓ)
max) and

size(ai) ∈ intℓ,k, then we define f((xi, ȳℓ,k)) = z
(ℓ)
i ∈ [0, 1]. For k ≤ index(ℓ) we can show that

f((ȳℓ,k, t)) =
∑

i

f((xi, ȳℓ,k)) =
∑

i:size(ai)∈intℓ,k

z
(ℓ)
i ≤ ηℓ,k.

Notice that

∑

i:size(ai)∈intℓ,k

z
(ℓ)
i

δc
(ℓ)
max

(1 + δ)k
≤ Area(ℓ, intℓ,k) ≤

∑

i:size(ai)∈intℓ,k

z
(ℓ)
i

δc
(ℓ)
max

(1 + δ)k−1
.

Therefore,
∑

i:size(ai)∈intℓ,k
z

(ℓ)
i ≤

Area(ℓ,intℓ,k)
δ

(1+δ)k
c
(ℓ)
max

≤ ηℓ,k. For k = index(ℓ) + 1, we have

f((ȳℓ,k, t)) =
∑

i:size(ai)∈intℓ,k

f((xi, ȳℓ,k)) ≤
∑

i

z
(ℓ)
i ≤ n = ηℓ,k.

This shows that the flow f is feasible and the cost of f is equal to
∑

(s,xi)∈E f((s, xi))c(s, xi) =
∑

i x̃iprofit(ai) ≥ (1 − 5α)OPT (LP ).
Taking negative profit values, there is a minimum cost flow in the network with cost ≤ −(1 −

5α)OPT (LP ). Since we have a totally unimodular constraint matrix, each basic solution in the linear
program corresponding to the flow problem is integral. Therefore, there is a minimum cost integral
flow (among all flow values) in the network with the same cost. By computing the minimum cost
flow for each integral flow value v = 1, . . . , n and taking the best solution, we obtain an integral
flow g : E → IN in the network with profit ≥ (1 − 5α)OPT (LP ). This integral flow gives us a
subset of selected items Aselect = {ai|g((s, xi)) = 1} with profit close to the optimum profit. For

each block Bℓ with M bins, let A
(ℓ)
wide = {ai|∃j ∈ {1, . . . , a(ℓ)} with g(xi, yℓ,j) = 1} and A

(ℓ)
narrow =

{ai|∃k ∈ {1, . . . , index(ℓ) + 1} with g(xi, ȳℓ,k) = 1} be the set of wide and narrow items for the block

Bℓ, respectively. Let Ā
(ℓ)
wide and Ā

(ℓ)
narrow be corresponding sets with rectangles of width equal to the

size(a) and height 1. We obtain the following result.

Lemma 2.4 The algorithm above computes sets A
(ℓ)
wide, A

(ℓ)
narrow of items for each block Bℓ for ℓ =

1, . . . , t with profit(
⋃

ℓ A
(ℓ)
wide ∪ A

(ℓ)
narrow) ≥ (1 − 5α)OPT (LP ) such that the following properties are

satisfied:

• |{ai ∈ A
(ℓ)
wide|g(xi, yℓ,j) = 1}| ≤ β

(ℓ)
j for each j = 1, . . . , a(ℓ) and ℓ = 1, . . . , t.
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• |{ai ∈ A
(ℓ)
narrow|g(xi, ȳℓ,k) = 1}| ≤ ηℓ,k for each j = 1, . . . , index(ℓ) + 1 and ℓ = 1, . . . , t.

Furthermore, Ā
(ℓ)
wide ≤ L̄

(ℓ)
sup, LIN(Ā

(ℓ)
wide, Bℓ) ≤ δM + 3, AREA(Ā

(ℓ)
wide) ≤ (1 + δ)AREA(L

(ℓ)
wide) +

2c
(ℓ)
max, and Area(Ā

(ℓ)
narrow) ≤ (1 + δ)Area(L

(ℓ)
narrow) + (3/2 + δ)c

(ℓ)
max.

2.2 Bin packing and shifting strategy

It remains to prove that we can pack the item set A
(ℓ)
wide ∪ A

(ℓ)
narrow into slightly more than M bins

for each ℓ = 1, . . . , t. In the following we prove an upper bound for the number of bins used for
A

(ℓ)
wide ∪ A

(ℓ)
narrow. Let OPTILP (S,Bℓ) be the minimum value of an integral solution for LP (S,Bℓ) for

a subset S ⊆ A of items. This value corresponds to the number of bins of capacity c
(ℓ)
max used for S,

where the M −1 bins of capacities c
(ℓ)
1 , . . . , c

(ℓ)
M−1 are not counted, but can be used as additional space.

To prove the upper bound, we first study a natural generalization of bin packing with d different
item sizes s1 > . . . > sd. In our problem, the bins in general have also different sizes. An instance I
consists here of ni items of size si, for i = 1, . . . , d and M bins b1, . . . , bM with sizes c1 ≤ . . . ≤ cM . A
configuration K(k) is a multiset {a1 : s1, . . . , ad : sd} such that

∑d
j=1 ajsj ≤ ck (i.e. the items fit into

a bin of size ck). Again, let K
(k)
1 , . . . , K

(k)
Hk

be the sequence of all configurations to bin size ck. We

use a variable v
(k)
j to indicate the fractional number of bins with configuration K

(k)
j . Furthermore, let

a(K
(k)
j , si) denote how often size si occurs in configuration K

(k)
j . The LP (and also the ILP ) for an

instance I = (A,B) with A = {n1 : s1, . . . , nd : sd} and B = {b1, . . . , bm} with item sizes s1, . . . , sd

and bin capacities c1, . . . , cM can be rewritten as:

min
∑HM

j=1 v
(M)
j

∑M
k=1

∑

K
(k)
j

a(K
(k)
j , si)v

(k)
j = ni for i = 1, . . . , d,

∑Hk

j=1 v
(k)
j = 1 for k = 1, . . . ,M − 1,

v
(k)
j ≥ 0 for j = 1, . . . , Hk and k = 1, . . . ,M .

b1 b2 b3 b4 b5 bM

cM

Figure 5: An instance for our bin packing problem with different capacities.

Notice that v
(k)
j ≤ 1 for k = 1, . . . ,M − 1 and that v

(M)
j are unbounded. In the objective function

we only count the number of bins with largest capacity cM (the structure of the bins where we use
an arbitrary number of extra bins of capacity cM is given in Figure 5). For a given instance I, let
LIN(I) be the minimum value of the linear program and let OPT (I) be the minimum value of the

corresponding integer program where all values v
(k)
j are integral. Furthermore, note that some of the

configurations are not maximal with respect to the capacities of the bins (and maybe empty sets).
The number of variables in the LP and ILP is exponentially large, but the number of equalities is
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only M − 1 + d. Therefore, each basic solution has at most M − 1 + d variables v
(k)
j with value larger

than 0. We can prove the following result:

Lemma 2.5 The number of bins with fractional variables v
(k)
j ∈ (0, 1) for k ≤ M −1 plus the number

of fractional variables v
(M)
j 6∈ IN is at most d.

Proof: Let x be the number of bins with index at most M − 1 with a fractional variable v
(k)
j and

let y be the number of fractional variables v
(M)
j for bins with capacity cM . Since

∑Hk

j=1 v
(k)
j = 1 for

k = 1, . . . ,M − 1, each of first M − 1 bins with a fractional variable v
(k)
j has at least two fractional

variables. Therefore, the total number of fractional variables is at least 2x + (M − 1 − x) + y =
M − 1 + x + y. If x + y ≥ d + 1, then we get at least M + d fractional variables. But this cannot
happen since as described above the maximum number of positive variables is at most M − 1 + d.

frac. bins config. for bM

instance I instance Ires

Figure 6: The instances I and Ires for a given solution of the linear program.

The proof also shows that the number of bins with fractional variables v
(k)
j ∈ (0, 1) for k ≤ M − 1

plus the number of variables v
(M)
j > 0 is at most d. Now consider an optimum basic solution (v) of

the LP for instance I. Removing the integral values from the solution v̄
(k)
j = v

(k)
j − ⌊v

(k)
j ⌋ and the

bins bk ∈ {b1, . . . , bM−1} with only an integral variable v
(k)
j = 1 generates a fractional solution (v̄)

for a residual instance Ires. The instance Ires has a reduced number of bins bounded by d or d + 1.
Notice that we obtain d + 1 bins, only if the values v

(M)
j = 0 for all configurations for bin bM . This

implies that in this case instance I does not use bin bM and that LIN(I) = 0. The reduction is
illustrated in Figure 6 where we remove the integral values for the original instance I and obtain the
residual instance Ires with smaller total size. Using the Lemma above and v̄

(k)
j < 1, the total size

Area(Ires) ≤ dcmax. To see this, notice that for each bin bk in Ires we get a size of at most ck ≤ cmax

and for each fractional variable corresponding to bM we get at most cmax. Since the number of bins
plus the number of fractional variables is at most d, Area(Ires) ≤ dcmax. Now we can prove an upper
bound for the integrality gap for bin packing with different bin sizes similar to a result for the classical
bin packing problem [13, 23].

Theorem 2.1 Let I be an instance of the bin packing problem with capacities c1, . . . , cM and d dif-
ferent item sizes. Then OPT (I) ≤ LIN(I) + C log(d)2, where C is a constant independent of I.

Proof: First notice the following Lemma comparing the original and residual instance:

Lemma 2.6 Let I be an instance of the bin packing problem with different sizes c1, . . . , cM , and let
Ires be its residual instance. Then, OPT (I) − LIN(I) ≤ OPT (Ires) − LIN(Ires).
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Proof: Notice that

LIN(I) =
∑

j

v
(M)
j =

∑

j

⌊v
(M)
j ⌋ +

∑

j

(v
(M)
j − ⌊v

(M)
j ⌋) =

∑

j

⌊v
(M)
j ⌋ + LIN(Ires).

Let A be the constraint matrix for instance I and b = (n1, . . . , nd, 1, . . . , 1)T ∈ IRd+M−1 the right
hand side of the system Av = b of equalities. Furthermore, let bres be the residual vector with
bres = (n′

1, . . . , n
′
d, y1, . . . , yM−1), where n′

i is the reduced number of items in Ires of size si, i = 1, . . . , d
and yj ∈ {0, 1} depending on whether the bin bj is covered by the integral part of the solution. Then,
b = Av = A(⌊v⌋) + A(v −⌊v⌋) = A(⌊v⌋) + bres. This implies that v −⌊v⌋ is feasible with respect to A
and bres. In other words, a feasible solution for Ires gives also a feasible solution for I by adding the
integral part ⌊v⌋. This gives the objective value LIN(I) =

∑

j⌊v
(M)
j ⌋+LIN(Ires). On the other hand,

OPT (I) ≤
∑

j⌊v
(M)
j ⌋+OPT (Ires). Therefore, we obtain OPT (I)−LIN(I) ≤ OPT (Ires)−LIN(Ires).

The lemma implies that the integrality gap is attained for a residual instance. Using a similar
argument as in Lemma 2.5, the number d′ of bins with fractional variables v

(k)
j ∈ (0, 1) for k ≤ M − 1

plus the objective value LIN(Ires) (counting the fractional packing into bins of size cM) is bounded
by d. This implies also that d′ + ⌈LIN(Ires)⌉ ≤ d. Since the total area Area(Ires) ≤ dcmax, we further
can eliminate the smaller sizes ≤ (1/d)cmax.

Lemma 2.7 Let Ires be a residual instance of the bin packing problem with different bin sizes bounded
by cmax, and let Ired be the instance obtained from Ires by eliminating all items of size bounded by
(1/d)cmax. Then OPT (Ires) − ⌈LIN(Ires)⌉ ≤ max{OPT (Ired) − ⌈LIN(Ired)⌉, 1}.

Proof: Taking an optimum packing for Ired, we use the first fit (FF) algorithm to pack the remaining
items of size bounded by (1/d)cmax. If FF does not use a new bin, then OPT (Ired) = OPT (Ires).
Using LIN(Ires) ≥ LIN(Ired), the inequality above follows directly.

Otherwise we obtain a packing, where each bin except the last, is filled up to the capacity of at
least ci − (1/d)cmax. In our residual instance, there are at most d′ bins with index at most M − 1
plus a number of bins with capacity cM . Suppose that OPT (Ires) > ⌈LIN(Ires)⌉ + 1 (otherwise
OPT (Ires)−⌈LIN(Ires)⌉ ≤ 1 and we are done). Notice that this assumption implies that OPT (Ires) ≥
2. Furthermore, all d′ bins with index at most M − 1 and ⌈LIN(Ires)⌉ bins with larger capacities
cM are filled up to at most (1/d)cmax. This holds also for the solution generated by FF. Since
d′ + ⌈LIN(Ires)⌉ ≤ d and Ires fits fractionally into d′ + ⌈LIN(Ires)⌉ bins, all items in Ires with the
exception of a set of items with total area d·(1/d)cmax = cmax are packed into the first d′+⌈LIN(Ires)⌉
bins. Since the remaining set must fit in one bin of size cmax, FF uses at most ⌈LIN(Ires)⌉ + 1 bins
of size cmax. Therefore, OPT (Ires) ≤ ⌈LIN(Ires)⌉ + 1.

Now we can prove Theorem 2.1 by induction on d. For d = 1, a greedy solution that packs as
many items of size s1 into the bins gives an optimum solution for the LP and ILP and, therefore,
OPT (I) = LIN(I). Suppose that d > 1 and consider a residual instance Ires of our bin packing
problem. Furthermore, we can eliminate all items of size at most (1/d)cmax and get either 2 or
OPT (Ired) − LIN(Ired) + 1 as integrality gap. Consider now Ired and reduce the number of item
sizes to d/2. Using our result for Ires, the total area Area(Ired) ≤ Area(Ires) ≤ dcmax. For simplicity
suppose that cmax = 1. Then, Ired contains only items of size at least 1/d and area Area(Ires) ≤ d.

We order the items according to their sizes a1 ≥ . . . ≥ an and split the item set into different
groups. For the first group G1 we take the largest k1 items with sizes a1, . . . , ak1 such that

∑k1

i=1 ai > 2

and
∑k1−1

i=1 ai ≤ 2. Then, we define the second group G2 in the same way, with items ak1+1, . . . , ak1+k2 ,
until their total size is also larger than 2. We repeat this process until all items are considered and
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obtain sets G1, . . . , GK with ki = |Gi| items for i = 1, . . . , K. The number K of groups is at most
⌊Area(Ired)/2⌋ + 1 ≤ ⌊d/2⌋ + 1. Since all items have size > 1/d, ki ≤ 2d for i = 1, . . . , K. Using the
ordering of the items, we obtain k1 ≤ . . . ≤ kK−1.

Now, let G′
i be the set of the largest ki−1 items from Gi for i = 2, . . . , K − 1. Then, Gi−1 ≥ G′

i

for i = 2, . . . , K − 1. Furthermore, let Hi be the set of items obtained from G′
i by rounding up the

sizes to the largest size in G′
i, for i = 2, . . . , K − 1. Then, G′

i ≤ Hi ≤ Gi−1, for i = 2, . . . , K − 1
where ≤ is a partial order on bin packing instances with the interpretation that IA ≤ IB if there
exists a one-to-one function f : IA → IB such that size(x) ≤ size(f(x)) for each item x ∈ IA. We
use now as new instance J =

⋃K−1
i=2 Hi with K − 2 ≤ ⌊d/2⌋ − 1 item sizes and a remaining item

set J ′ = G1 ∪ GK ∪
⋃K−1

i=2 (Gi \ G′
i). Below we will bound the total size of J ′. But first notice that

J ≤ Ired ≤ J ∪ J ′. This implies for the LP and ILP values for bin packing with different sizes:

OPT (J) ≤ OPT (Ired) ≤ OPT (J ∪ J ′),
LIN(J) ≤ LIN(Ired) ≤ LIN(J ∪ J ′).

This implies that the integrality gap OPT (Ired) − LIN(Ired) can be bounded by OPT (J ∪ J ′) −
LIN(J) ≤ OPT (J) − LP (J) + Bin(J ′) (where Bin(J ′) denotes the number of additional bins of
maximum size cmax = 1 for J ′). In the following we give a bound for the number Bin(J ′) ≤ 2Area(J ′)+
1. The total area Area(J ′) ≤ Area(G1∪GK)+

∑K−1
i=2 Area(Gi \G′

i) ≤ 6+
∑K−1

i=2 Area(Gi \G′
i). Since

ki − 1 items in Gi have total size at most 2, Area(Gi \ G′
i) ≤ 2ki−ki−1

ki−1
. This implies size(G′) ≤ 6 +

2
∑K−1

i=2
ki−ki−1

ki−1
≤ 6+2

∑K−1
i=2

∑ki−1
j=ki−1

1
j

= 6+2
∑kK−1−1

j=k1

1
j
≤ 6+2 ln(kK−1) ≤ 6+2 ln(2d). Therefore,

the number Bin(J ′) of bins for J ′ is at most 13 + 4 ln(2d) ≤ C ′ ln(d) ≤ C ′ log(d) for a constant C ′.
We set C = C ′ + 1. For d = 2, 3, the number K − 2 of item sizes is ⌊d/2⌋ − 1 = 0. In this case, J = ∅
and LIN(Ired) ≥ 0. This implies that OPT (I) − LIN(I) ≤ max{2, OPT (Ired) − LIN(Ired) + 1} ≤
Bin(J ′) + 1 ≤ C ′ log(d) + 1 ≤ (C ′ + 1) log(d)2 = C log(d)2 for d = 2, 3.

By induction for d ≥ 4 we have OPT (J)−LIN(J) ≤ C log(⌊d/2⌋− 1)2 (using that J has at most
⌊d/2⌋− 1 item sizes). Therefore, OPT (I)−LIN(I) ≤ max{2, C log(⌊d/2⌋− 1)2 + C log(d) + 1}. The
second term can be bounded by C log(d)2 − C log(d) + C + 1 ≤ C log(d)2 (using that C + 1 ≤ 4C ≤
C log(d)2 for d ≥ 4 and C ≥ 1).

Notice that the Theorem 2.1 also gives an algorithm for the bin packing problem with different
bin capacities that uses only C̄ log(d)2 additional bins (where C̄ is a constant that is slightly larger
than C). It is a generalization of the algorithm by Karmarkar and Karp for the classical bin packing
problem that computes in each recursive step an approximate solution of the linear program with
value LIN(I) + 1. We apply the Theorem above to the rounded wide items selected for block Bℓ.
Notice that the number of sizes d of large items is bounded by 1/δ2 for each block Bℓ.

Lemma 2.8
OPTILP (A

(ℓ)
wide ∪ A(ℓ)

narrow, Bℓ) ≤ C ′ log(1/δ)2

where C ′ is a constant.

Proof: Using our selection algorithm, Ā
(ℓ)
wide ≤ L̄

(ℓ)
sup. Rounding up all items in A

(ℓ)
wide according

to values of the stack for L̄
(ℓ)
sup generates a subset of items Ã

(ℓ)
wide with d = 1/δ2 item sizes. Us-

ing Theorem 2.1, OPTILP (A
(ℓ)
wide, Bℓ) ≤ OPTILP (Ã

(ℓ)
wide, Bℓ) ≤ LIN(Ã

(ℓ)
wide, Bℓ) + C(log d)2 where

C is a constant independent of the instance. In our algorithm, d = 1/δ2 in each block Bℓ and

LIN(Ã
(ℓ)
wide, Bℓ) ≤ LIN(L̄

(ℓ)
sup, Bℓ) ≤ δM + 3. This implies that OPTILP (A

(ℓ)
wide, Bℓ) ≤ δM + 3 +

C(log(1/δ2))2 ≤ C ′ log(1/δ)2 for a constant C ′. Since Area(L
(ℓ)
narrow ∪ L

(ℓ)
wide) ≤

∑M
i=1 c

(ℓ)
i , we obtain

AREA(Ā
(ℓ)
wide∪Ā

(ℓ)
narrow) ≤ (1+δ)Area(L

(ℓ)
narrow∪L

(ℓ)
wide)+4c

(ℓ)
max ≤

∑M−1
i=1 c

(ℓ)
i +δ

∑M−1
i=1 c

(ℓ)
i +(5+δ)c

(ℓ)
max ≤
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∑M−1
i=1 c

(ℓ)
i + [5 + log(1/δ)2 + δ]c

(ℓ)
max. Using this area bound, all items fit fractionally into the M − 1

bins of sizes c
(ℓ)
1 , . . . , c

(ℓ)
M−1 and at most ⌈log(1/δ)2 + δ⌉ + 5 bins of size c

(ℓ)
max.

Now, there are two cases depending on whether the greedy algorithm for the narrow items uses
extra bins or not. Let X be the number of bins generated by the greedy algorithm (starting with the
optimum solution for the wide items).

Case 1: X ≤ OPTILP (A
(ℓ)
wide, Bℓ). Here we do not use any further bins.

Case 2: X > OPTILP (A
(ℓ)
wide, Bℓ). Consider a packing into the first M ′ = [M +⌈log(1/δ)2 +δ⌉+4]

bins. If X ≤ M ′, then we obtain also a bound for the number of bins. If X is larger than M ′, then
the first M ′ bins are full except for an amount of at most δc

(ℓ)
max. Since all items fit fractionally into

the M ′ bins, an area of at most δM ′cmax is not covered. For this area δM ′c
(ℓ)
max, we need at most

y = ⌈δ/(1 − δ)M ′⌉ additional bins filled to at least (1 − δ)c
(ℓ)
max. The number y can be bounded by

⌈2 log(1/δ)2⌉ for δ ≤ 1/4. In this case 3⌈log(1/δ)2 + δ⌉ + 4 ≤ C ′ log(1/δ)2 additional bins of size c
(ℓ)
max

are sufficient to pack all items (using δ ≤ 1/4 and C ′ ≥ 5).

Therefore, OPTILP (A
(ℓ)
wide ∪ A

(ℓ)
narrow, Bℓ) is bounded by C ′ log(1/δ)2.

...

A
(2)
2A

(2)
1A

(1)
2A

(1)
1 A

(t−1)
1 A

(t−1)
2 A

(t)
1 A

(t)
2

Figure 7: The item sets A
(ℓ)
1 , A

(ℓ)
2 are placed via shifting into the blocks Bℓ for ℓ = 1, . . . , t.

In our algorithm we simply use δ = α (where α is the accuracy in the solution of the LP).
Notice that the above algorithm for bin packing with different bin capacities generates also a packing
for A

(ℓ)
wide ∪ A

(ℓ)
narrow into M + ⌊C̄ ′ log(1/δ)2⌋ bins or M ′ + ⌊C̄ ′ log(1/δ)2⌋ bins for B1 with M ′ ≤ M

bins where C̄ ′ is a constant. A subset A
(ℓ)
1 of items fits into the block Bℓ and the remaining set

A
(ℓ)
2 = A

(ℓ)
wide ∪A

(ℓ)
narrow \A

(ℓ)
1 fits into ⌊C̄ ′ log(1/δ)2⌋ bins of size c

(ℓ)
max. Using the shifting technique (see

Figure 7) we can prove the following result.

Lemma 2.9 For each ℓ = 1, . . . , t− 2, we can select a subset Xℓ+1 ⊆ A
(ℓ)
2 ∪A

(ℓ+1)
1 with profit at least

(1 − C̄ ′δ)profit(A
(ℓ)
2 ∪ A

(ℓ+1)
1 ) that can be packed into block Bℓ+1.

Proof: The total number of bins to pack A
(ℓ)
2 ∪ A

(ℓ+1)
1 is ⌊C̄ ′ log(1/δ)2⌋ + ⌈1/δ log(1/δ)2⌉. Removing

x = ⌊C̄ ′ log(1/δ)2⌋ bins generates a solution for Bℓ+1, since A
(ℓ)
2 is packed into bins of smaller capacities.

We split now the bins into groups with x bins where the last group has less than or equal to x bins.

The number of groups with exactly x bins is at least ⌊ ⌊C̄′ log(1/δ)2⌋+⌈1/δ log(1/δ)2⌉

⌊C̄′ log(1/δ)2⌋
⌋ ≥ ⌊ 1

δC̄′
⌋ + 1. One of

these groups has profit at most 1
⌊ 1

δC̄′
+1⌋

profit(A
(ℓ)
1 ∪A

(ℓ+1)
2 ). Using 1

⌊a/b⌋+1
≤ b/a for a, b > 0, the profit

loss is at most δC̄ ′profit(A
(ℓ)
1 ∪ A

(ℓ+1)
2 ). Removing this group of bins and the items gives an item set

Xℓ+1 with profit at least (1 − C̄ ′δ)profit(A
(ℓ)
1 ∪ A

(ℓ+1)
2 ).

For the last block Bt we use the property that all bins in this group have the same capacity.
Therefore we can select a subset Xt ⊆ A

(t−1)
2 ∪A

(t)
1 ∪A

(t)
2 with profit at least (1− 2C̄ ′δ)profit(A

(t−1)
2 ∪

13



A
(t)
1 ∪A

(t)
2 ) that can be packed into block Bt. For the first block B1 we simply take X1 = A

(1)
1 . Notice

that our solution satisfies
∑

ℓ profit(A
(ℓ)
wide ∪ A

(ℓ)
narrow) ≥ (1 − 5δ)OPT (A,B) using α = δ. Lemma 2.3

above implies that profit(
⋃

Xℓ) ≥ (1− (5 + 2C̄ ′)δ)OPT (A,B). Using δ ≤ 1
5+2C̄′

ǫ we obtain a solution

with profit at least (1 − ǫ)OPT (A,B). In our algorithm we set δ = 1/⌈5+2C̄′

ǫ
⌉ (to get δ ≤ 1

5+2C̄′
ǫ and

1/δ is integral).

Theorem 2.2 For any ǫ ≤ 1 and δ = 1/⌈5+2C̄′

ǫ
⌉, our algorithm generates a feasible solution with

profit at least (1 − ǫ)OPT (A,B) for MKP instances with M ≥ ⌈1/δ log(1/δ)2⌉ bins with the same
largest capacity. The running time is polynomial in n and 1/ǫ.

2.3 Bin packing with small objective value OPT (I)

In this subsection we describe an approximation algorithm for bin packing with a small number
OPT (I) ≤ γ of bins, where γ is a constant which is bounded by a polynomial in 1/δ. In the following
we suppose first that γ ≤ 1/δ3 and that 1/δ is integral. In addition we give an AEPTAS for bin packing
that uses max{OPT (I) + 1, (1 + ǫ)OPT (I)} bins and runs in time 2O(1/ǫ log(1/ǫ)4) + poly(n, 1/ǫ).

First we guess the optimum value k ∈ {1, . . . , γ}. Our algorithm below tries to compute a packing
into k or k + 1 bins. Using binary search with O(log(γ)) iterations we are able to compute a packing
into OPT (I) + 1 bins. Let us divide the instance I now into three groups:

Ilarge = {ai ∈ I|size(ai) > 1
2K

1
log(1/δ)

},

Imedium = {ai ∈ I|size(ai) ∈ (δ4, 1
2K

1
log(1/δ)

]},

Ismall = {ai ∈ I|size(ai) ≤ δ4},

where K is a constant specified later. In the first phase of our algorithm we consider the large
items. Since each bin has at most ⌊2K log(1/δ)⌋ large items and OPT (I) ≤ γ, the total number
of all large items in I is at most γ⌊2K log(1/δ)⌋. Suppose that Ilarge = {a1, . . . , aℓ} where ℓ ≤
γ⌊2K log(1/δ)⌋. We can assign large items to bins via a mapping f : {1, . . . , ℓ} → {1, . . . , k} where
k ≤ γ is the guessed value above. A mapping f is feasible, if and only if

∑

i:f(i)=j size(ai) ≤ 1 for
all j = 1, . . . , k. The total number of feasible mappings or assignments of large items to bins is at
most (γ)γ⌊2K log(1/δ)⌋ = 2O(γ log(γ) log(1/δ)). For γ = poly(1/δ), we have 2O(γ log(1/δ)2) assignments. Each
feasible mapping f generates a pre-assignment preass(bj) ∈ [0, 1] for the bins bj ∈ {b1, . . . , bk}; i.e.
preass(bj) =

∑

i:f(i)=j size(ai) ≤ 1. Notice that one of the 2O(γ log(γ) log(1/δ)) mappings corresponds to

a packing of the large items in an optimum solution (if there exists a packing of I into k bins).

≤ ⌈ 2r

K log(1/δ)⌉ = ⌈ 2r

K log(1/δ)⌉ = ⌈ 2r

K log(1/δ)⌉

Figure 8: The instance Ir for interval (2−(r+1), 2−r].

In the second phase we use a geometric rounding for the medium items. This method was intro-
duced by Karmarkar and Karp [13] for the original bin packing problem and all large items. Here, let

14



Ir be the set of all items from Imedium whose sizes lie in (2−(r+1), 2−r] where 2r > K log(1/δ) or equiv-
alently 1

K
1

log(1/δ)
> 1

2r (see Figure 8 for an example). Let r(0) be the smallest integer r such that 2r >

K log(1/δ). Then, 2r(0)−1 ≤ K log(1/δ) and 2r(0) > K log(1/δ). This implies that the interval with the
smallest index contains items of size in (1/2r(0)+1, 1/2r(0)] and that 1

2K
1

log(1/δ)
∈ (1/2r(0)+1, 1/2r(0)]. For

each r ≥ r(0) let Jr and J ′
r be the instances obtained by applying linear grouping with parameter or

group size g = ⌈ 2r

K log(1/δ)
⌉ to Ir. To do this we divide each instance Ir into groups Gr,1, Gr,2, . . . , Gr,qr

such that Gr,1 contains the g largest items in Ir, Gr,2 contains the next g largest items and so on.
Each group of items is rounded up to the largest size within the group (see Figure 9 for an illustration
of the linear grouping). Let G′

r,i be the multi-set of items obtained by rounding the size of each item
in Gr,i. Then, Jr =

⋃

i≥2 G′
r,i and J ′

r = G′
r,1.

Furthermore, let J =
⋃

Jr and J ′ =
⋃

J ′
r. Then, Jr ≤ Ir ≤ Jr ∪ J ′

r where ≤ is the partial order
on bin packing instances as described in the proof of Theorem 2.1. Furthermore, J ′

r consists of one
group of items with the largest medium items in (2−(r+1), 2−r]. The cardinality of each group (with
exception of maybe the smallest group in Ir) is equal to ⌈ 2r

K log(1/δ)
⌉.

instance Jr instance J ′

r

Figure 9: The rounded instance Jr and J ′
r for interval (2−(r+1), 2−r].

Lemma 2.10 For δ ≤ 1/2 and K = 8, we have size(J ′) ≤ 7/8.

Proof: Each non-empty set J ′
r contains at most ⌈ 2r

K log(1/δ)
⌉ items each of size at most 1/2r. Hence

size(J ′
r) ≤ ( 2r

K log(1/δ)
+1) 1

2r = 1
K log(1/δ)

+ 1
2r . This implies that the total size size(J ′) =

∑

r≥r(0) size(J ′
r) ≤

∑

r≥r(0)(
1

K log(1/δ)
+ 1

2r ). Let r(1) be the index with δ4 ∈ (2−(r(1)+1), 2−r(1)]. Then, the number of indices

r ∈ {r(0), . . . , r(1)} is equal to the number of intervals (2−(r+1), 2−r] which may contain a medium
item. Since 1

K log(1/δ)
> 1/2r(0), δ ≤ 1/2 and K ≥ 2, we have r(0) ≥ 2. Therefore, the number of such

intervals r(1) − r(0) + 1 can be bounded by ⌈log(1/δ4)⌉ ≤ 4 log(1/δ) + 1. Using 1
2r(0) < 1

K log(1/δ)
and

∑∞
r=0 1/2r ≤ 2, the total size size(J ′) is at most (4 log(1/δ) + 1) 1

K log(1/δ)
+

∑

r≥r(0)
1
2r < 4 log(1/δ)+3

K log(1/δ)
.

Therefore, for δ ≤ 1/2 and K = 8 we obtain log(1/δ) ≥ 1 and size(J ′) < 4 log(1/δ)+3
8 log(1/δ)

≤ 7 log(1/δ)
8 log(1/δ)

= 7/8.

The lemma above implies that OPT (J ′) = 1, since these items fit into one bin. Since
⋃

r≥r(0) Jr ≤

Imedium ≤
⋃

r≥r(0)(Jr ∪ J ′
r) and J ′ =

⋃

r≥r(0) J ′
r, we obtain:

Lemma 2.11

OPT (Ilarge ∪
⋃

r≥r(0)

Jr ∪ Ismall) ≤ OPT (Ilarge ∪ Imedium ∪ Ismall) ≤ OPT (Ilarge ∪
⋃

r≥r(0)

Jr ∪ Ismall) + 1.

Lemma 2.12 The number of rounded sizes for medium items is at most O(γ log(1/δ)).
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Proof: Let n(Ir) be the number of medium items in Ir, and let m(Ir) be the number of groups (or
rounded sizes) generated by the linear grouping for Ir. Then, size(Ir) ≥ 1

2r+1 n(Ir) ≥ 1
2r+1 [(m(Ir) −

1)
⌈

2r

K log(1/δ)

⌉

]. Notice that one group may have less than ⌈ 2r

K log(1/δ)
⌉ items. This implies that m(Ir)−

1 ≤ 2r+1size(Ir)

⌈ 2r

K log(1/δ)
⌉
. Using ⌈ 2r

K log(1/δ)
⌉ ≥ 2r

K log(1/δ)
, m(Ir) ≤ 2K log(1/δ)size(Ir) + 1. Since the number

of intervals for the medium items is at most 4 log(1/δ) + 1, the total number of rounded medium
sizes

∑

r≥r(0) m(Ir) ≤
∑

r≥r(0)(2K log(1/δ)size(Ir)+1) ≤ 2K log(1/δ)
∑

r≥r(0) size(Ir)+4 log(1/δ)+1.

Since all medium items fit into γ bins, size(Imedium) =
∑

r≥r(0) size(Ir) ≤ γ and
∑

r≥r(0) m(Ir) ≤

O(γ log(1/δ)). This implies that we have at most O(γ log(1/δ)) rounded medium item sizes.
For OPT (I) ≤ 1/δ, the number of rounded medium item sizes is at most O(1/δ log(1/δ)).

1 2 3 k...

(5 × , 4 × ) ∈ V3

Figure 10: The dynamic program for rounded medium items J = ∪jJr

Now we describe the third phase of our algorithm. The rounded medium item sizes lie in the
interval [δ4, 1

2K log(1/δ)
] and there at most R ≤ O(γ log(1/δ)) many different rounded item sizes. For

each j = 1, . . . , R let kj be the number of items for each rounded item size xj. Since xj ≥ δ4 and
OPT (I) ≤ γ, kj ≤ γ/δ4 for each item size xj. To describe a packing for one bin b we use a mapping
p : {1, . . . , R} → {1, . . . , 1/δ4} where p(j) gives the number of items of size xj in b. A mapping p
is feasible, if and only if

∑

j p(j)xj + preass(b) ≤ 1 where preass(b) is the total size of large items
assigned to b in the first phase of the algorithm. The total number of feasible mappings for one bin
is at most (1/δ4)O(γ log(1/δ)) = 2O(γ log(1/δ)2). Using a dynamic program we go over the bins from b1

up to bk where k ≤ γ is the guessed number of bins. For each A = 1, . . . , k, we compute a set VA

of vectors (a1, . . . , aR) where aj gives the number of items of size xj used for the bins b1, . . . , bA (see
also Figure 10). The cardinality of each set VA is at most (γ/δ4)O(γ log(1/δ)) = 2O(γ log(γ/δ) log(1/δ)). For
γ ≤ 1/δ, the cardinality is bounded by 2O(1/δ log(1/δ)2). The update step from one bin to the next can
be implemented in time 2O(γ log(γ/δ) log(1/δ)) · 2O(γ log(1/δ)2) · poly(γ, 1/δ) ≤ 2O(γ log(γ/δ) log(1/δ)). Again for
γ ≤ 1/δ, we obtain a running time 2O(1/δ log(1/δ)2).

If there is a solution for our bin packing instance I into k bins, then the set Vk contains a vector
(n1, . . . , nR) that corresponds to the number of rounded medium item sizes in

⋃

r≥r(0) Jr. Notice that

the other set
⋃

r≥r(0) J ′
r will be placed into an additional bin bk+1. We can also compute a packing of the

medium items into the bins as follows. First, we compute all vector sets VA for A = 1, . . . , k. If for two
vectors a = (a1, . . . , ak) ∈ VA and a′ = (a′

1, . . . , a
′
k) ∈ VA+1 the medium items given by the difference

a′− a and the preassigned large items fit into bin bA+1, we store the corresponding pair (a, a′) in a set
SA+1. By using a directed acyclic graph D = (V,E) with vertex set V = {[a,A]|a ∈ VA, A = 1, . . . , k}
and E = {([a,A], [a′, A + 1])|(a, a′) ∈ SA+1, A = 1, . . . , k − 1}, we may compute a feasible packing
of large and medium rounded items into the bins b1, . . . , bk. This can be done via depth first search
starting with the vector (n1, . . . , nR) ∈ Vk that corresponds to the number of rounded medium item
sizes. The algorithm to compute the directed acyclic graph and the backtracking algorithm can be
implemented in time 2O(γ log(γ/δ) log(1/δ)).
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In the last phase of our algorithm we add the small items via a greedy algorithm to the bins. Con-
sider a process which starts with a given packing of large and medium items into the bins b1, . . . , bk+1.
We insert a small item into the first bin in which the item fits, and open a new bin if necessary.

Lemma 2.13 If OPT (I) = k ≤ 1/δ3, then our algorithm packs all items into at most k + 1 bins.

Proof: Assume by contradiction that we use more than k + 1 bins for the small items. In this case,
the total size of the items packed into the bins is larger than (k +1)(1− δ4) = k +1− δ4(k +1). Since
δ4(k + 1) ≤ δ4(1/δ3 + 1) = δ + δ4 < 1 for each δ ≤ 1/2, the total size of the original items and, hence,
OPT (I) is larger than k.

The algorithm for bin packing works as follows. Given an instance I with n items a1, . . . , an and
size(ai) ∈ (0, 1] for i = 1, . . . , n and a constant upper bound OPT (I) ≤ γ, we test whether I can
be packed into k ∈ {1, . . . , γ} bins where the smallest number k of bins where I can be packed into
is obtained via binary search. We suppose that γ ≤ 1/δ3 where 1/δ is an integral constant and
size(I) ≤ k (as otherwise OPT (I) > k). To test whether I can be packed into k bins we use the
following algorithm.

(1) Set K = 8 and divide the instance I into three groups Ilarge, Imedium, and Ismall.

(2) Assign the large items to the k bins considering all different feasible pre-assignments.

(3) Use geometric rounding on the sizes of the medium items; for each interval (2−(r+1), 2−r] apply
linear grouping with group size ⌈ 2r

K log(1/δ)
⌉ to the item set Ir and compute rounded item sets Jr

and J ′
r.

(4) For each pre-assignment apply the dynamic program to assign the medium items in Jr to the bins
b1, . . . , bk, and place the set

⋃

j J ′
r into an additional bin bk+1 (if possible).

(5) If we are able to pack all large and medium items in the k+1 bins for at least one pre-assignment
then assign the small items via a greedy algorithm also to the bins b1, . . . , bk+1 and obtain
OPT (I) ≤ k + 1; otherwise OPT (I) > k.

We can generalize the algorithm also to larger number of bins where γ is bounded by a polynomial
function poly(1/δ). For γ ≤ 1/δℓ with constant ℓ, we simply use δℓ+1 as upper bound for the small
items. Then the number of intervals with medium items is bounded by (ℓ+1) log(1/δ)+1. This implies
that the number of rounded medium sizes is at most O(γ log(1/δ) + (ℓ + 1) log(1/δ)) = O(γ log(1/δ)).
The total number kj of items with rounded medium size xj is at most γ/δℓ+1 and the number of feasible
assignments to one bin is bounded by (1/δℓ+1)O(γ log(1/δ)) = 2O(γ log(1/δ)2). Therefore, the running time
of the dynamic program can be bounded as above. Furthermore, all items including the small ones
can be packed into k + 1 bins for OPT (I) ≤ k similarly as discussed above.

Theorem 2.3 For OPT (I) ≤ γ ≤ poly(1/δ) and δ ≤ 1/2, there is an approximation algorithm for
bin packing which computes a packing of the items in I into at most OPT (I) + 1 bins and runs in
time 2O(γ log(γ/δ) log(1/δ)) + n.

For OPT (I) ≤ γ ≤ 1/ǫ, the running time of the algorithm above is bounded by 2O(1/ǫ log(1/ǫ)2) + n.
Note that we can generalize the algorithm above also for bin packing with different sizes. With the
same running time we obtain a packing into at most OPT (I) + 1 bins where the additional bin has
size cmax = maxi c(bi).
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Notice the approximation algorithms by Karmarkar and Karp [13] generate solutions for bin pack-
ing with value (1 + ǫ)OPT (I) + 1

2ǫ2
+ 3 and value OPT (I) + O(log(OPT (I))2), but run in time

polynomial in n and 1/ǫ. On the other hand, the additive constants are larger in these algorithms.
For OPT (I) ≥ 8/ǫ3, the algorithm by Karmarkar and Karp [13] with accuracy ǫ/2 generates a
packing with at most (1 + ǫ/2)OPT (I) + 2

ǫ2
+ 3 ≤ (1 + ǫ)OPT (I) for each ǫ ≤ 2

√

1/6. Our
above algorithm for OPT (I) ≤ 8/ǫ3 computes a solution with OPT (I) + 1 bins for each ǫ ≤ 1/16.
Furthermore, for OPT (I) ∈ [C/ǫ log(8/ǫ3)2, 8/ǫ3], the algorithm by Karmarkar and Karp [13] gen-
erates also a packing into OPT (I) + C log(OPT (I))2 ≤ (1 + ǫ)OPT (I) bins. This follows from
C log(OPT (I))2 ≤ C log(8/ǫ3)2 ≤ ǫOPT (I). Our algorithm above for OPT (I) ≤ O(1/ǫ log(1/ǫ)2)
runs in time 2O(1/ǫ log(1/ǫ)4) + n. This discussion implies the following result.

Theorem 2.4 There is an approximation algorithm for bin packing which computes a packing of the
items in I into at most max{OPT (I) + 1, (1 + ǫ)OPT (I)} bins and runs in time 2O(1/ǫ log(1/ǫ)4) +
poly(n, 1/ǫ).

3 Instances of MKP with a Constant Number of Bins

Recently, we have proposed an approximation algorithm for MKP for an instance (A,B) with γ bins
that produces a packing into γ bins with profit at least (1 − ǫ)OPT (A,B) and has a running time
2O((γ/ǫ) log(γ/ǫ))n [12]. For γ ≤ 1/ǫ log(1/ǫ)2, this gives a running time 2O(1/ǫ2 log(1/ǫ)3)n. In this section,
we suppose that γ ≤ ⌈1/δ log(1/δ)2⌉ where δ = Θ(ǫ) is a constant that depends on ǫ and 1/δ is
integral (δ will be specified later). We show how to improve the running time above to 2O(1/ǫ log(1/ǫ)4)n.
Let APP (A,B) be an approximate value for MKP obtained by the greedy algorithm with accuracy
ǫ′/2 [4] where ǫ′ ≤ 1 is specified later; i.e. APP (A,B) ≥ (1/2 − ǫ′/4)OPT (A,B). Notice that
2(1+ ǫ′)APP (A,B) ≥ OPT (A,B). In the following we give an outline of our algorithm for a constant
number of bins.

(1) Reduce the number of high and medium profit items, guess high profit items and medium profit
items of large size for B and guess an assignment for these items (corresponding to an optimum
solution).

(2) Guess rounded medium sizes for medium profit items and number of items with rounded sizes
(corresponding to an optimum solution).

(3) Select medium profit items corresponding to the guesses above and pack these items into B plus
one additional bin of small size.

(4) Select small profit items for the remaining space via a fractional knapsack algorithm, distribute
the selected items to the bins, and eliminate items which are not completely inside a bin.

(5) Apply a shifting argument to eliminate the additional bin.

The main difficulty lies in the last step, if there are only few bins in the instance. To apply the shifting
argument, the maximum medium size has to be defined depending on the remaining total capacity
after assigning the high profit items to the bins.
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3.1 Largest bins and high profit items

In the first phase we place items with high profit, larger than 2ρ(1 + ǫ′)APP (A,B) ≥ ρOPT (A,B)
into the γ bins in B, where ρ = Θ(δ) is also a constant specified later. Notice that an optimum
solution can have at most 1/ρ = O(1/δ) items with high profit. Using the following Lemma we can
reduce the number of high profit items in our instance.

Lemma 3.1 [12] There is a set CAh of items of high profit in I with |CAh| ≤ O(1/δ2 log(1/δ2)) =
poly(1/δ) such that an optimum solution which selects only high profit items from CAh has profit at
least (1 − 3ǫ′) OPT (A,B) for ǫ′ ≤ 1/2.

c̄(b6)

c(b6)

A
(1)
guess

Figure 11: The pre-assignment of high profit items A
(1)
guess into the bins and modified capacities c̄(bi).

Since there are at most 1/ρ items with high profit in any optimum solution and using the above
Lemma, we can guess the high profit items out of the candidate set CAh. The number of choices is
at most (|CAh| + 1)1/ρ = 2O(1/δ log(1/δ)) using |CAh| + 1 ≤ poly(1/δ). For each feasible choice, we try
to pack the chosen candidates into the γ ≤ ⌈1/δ log(1/δ)2⌉ bins. This can be done via an assignment
from candidates to bins. The number of these assignments is at most (γ)1/ρ = 2O(1/δ log(1/δ)). An
assignment is feasible if the assigned candidates fit into the corresponding bins. The total number
of guesses in this phase is bounded by 2O(1/δ log(1/δ)). Let A

(1)
guess be the chosen candidates and let

AreaRem =
∑γ

i=1 c(bi) − size(A
(1)
guess) be the remaining space. Let c̄(bi) be the capacity of bi after the

placement of the high profit items. For an illustration of a pre-assignment of high profit items into
few bins and modified bin capacities we refer to Figure 11. Suppose for simplicity that the largest
capacity c̄(bi) among the bins is 1; i.e. maxi c̄(bi) = 1 (otherwise we scale the sizes of the items). This
implies that AreaRem ≤ γ ≤ ⌈1/δ log(1/δ)2⌉.

3.2 Medium profit items

In the second phase we consider items with medium profit profit(ai) ∈ [2(ρ/γ)(1+ǫ′)APP (A,B), 2ρ(1+
ǫ′)APP (A,B)). Since 2(ρ/γ)(1 + ǫ)APP (A,B) ≥ (ρ/γ)OPT (A,B), any feasible solution can have
at most γ/ρ = Θ(γ/δ) many items with medium or high profit using 1/ρ = Θ(1/δ). Using the same
arguments as for the high profit items we obtain:

Lemma 3.2 [12] There is a set CAm of items in I with medium profit with |CAm| ≤ O(γ/δ2 log(γ/δ))
such that the profit loss of an optimum solution which selects only medium profit items from CAm is
at most 3ǫ′OPT (A,B) for ǫ′ ≤ 1/2.
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In our case |CAm| ≤ O(1/δ3 log(1/δ)3). Note that any solution can have at most γ/ρ = Θ(γ/δ)
medium profit items. In the next phase of the algorithm, we assign medium profit items to the bins.
Depending on the sizes of these items we do the following steps.

Step A: Consider the medium profit items with large size size(ai) ∈ ( δAreaRem

2K log(1/δ)3
, 1] (where K is a

constant specified later). Then, there are at most ⌊2K/δ log(1/δ)3⌋ many items of this form in the bins.
Next, we guess the medium profit items of large size for the γ bins. This can be done via a guessing
step to select the candidates. Afterwards, we assign the chosen candidates to the bins (if possible). Let

A
(2)
guess be the chosen candidate set. The number of choices and assignments using K = O(1) is bounded

by (|CAm| + 1)⌊2K/δ log(1/δ)3⌋ = 2O(1/δ log(1/δ)4) and (γ)⌊2K/δ log(1/δ)3⌋ = 2O(1/δ log(1/δ)4), respectively.
Step B: Now we consider medium profit items with size smaller than or equal to δAreaRem

2K log(1/δ)3
.

The main idea is to round the medium sizes size(ai) ∈ [δ6AreaRem, δAreaRem

2K log(1/δ)3
] corresponding to the

optimum solution using linear grouping over sizes (2−(r+1), 2−r] and to reduce the number of different
medium sizes in the instance (similar to bin packing).

Let Ir be the set of all medium items whose sizes lie in (2−(r+1), 2−r] where 2r > K log(1/δ)3

δAreaRem
. For each

r let Jr and J ′
r be the instances obtained by applying linear grouping with group size g = ⌈2rδAreaRem

K log(1/δ)3
⌉.

To apply linear grouping divide each set Ir into groups Gr,1, . . . , Gr,qr such that Gr,1 contains the g
largest items in Ir, Gr,2 contains the next g largest items and so on. Each group is rounded up to the
largest size within the group. Let G′

r,i be the multi-set of items obtained by rounding the size of each
item in Gr,i. Then, Jr =

⋃

i≥2 G′
r,i and J ′

r = G′
r,1.

Lemma 3.3 Let Optmedium ∪ Optsmall be a set of (medium profit) items with medium and small size
that are packed into B. Then the rounded medium items and the small items fit into B plus one
additional bin of size δAreaRem

4 log(1/δ)2
for K = 56 and δ ≤ 1/10. Furthermore, the number of rounded medium

sizes is bounded by O(1/δ log(1/δ)3) and a packing of these items into the bins can be computed in
time 2O(1/δ log(1/δ)4).

Proof: Let J =
⋃

Jr and J ′ =
⋃

J ′
r be the set of rounded items for the medium items in Ir ⊆

Optmedium. Then, Jr ≤ Ir ≤ Jr ∪ J ′
r where ≤ is the partial order on bin packing instances. Using the

rounding we get
⋃

Jr ≤
⋃

Ir ≤
⋃

(Jr∪J ′
r). Therefore the items in Jr fit into B. Each non-empty set Ir

contains at most ⌈2rδAreaRem

K log(1/δ)3
⌉ items each of size at most 1/2r. Hence, size(J ′

r) ≤
δAreaRem

K log(1/δ)3
+ 1

2r . This

implies that size(J ′) ≤
∑

r≥r(0)(
δAreaRem

K log(1/δ)3
+ 1

2r ), where r(0) is the smallest r such that 2r > K log(1/δ)3

δAreaRem
.

Notice that δAreaRem

2K log(1/δ)3
∈ ( 1

2r(0)+1 ,
1

2r(0) ].

Since the number of sets J ′
r with at least one medium item is bounded by ⌈log(1/δ5)⌉ + 1 ≤

⌊6 log(1/δ)⌋ for δ ≤ 1/4, the total size size(J ′) ≤ 6 log(1/δ)δAreaRem

K log(1/δ)3
+

∑

r≥r(0)
1
2r ≤ 7δAreaRem

K log(1/δ)2
≤ δAreaRem

8 log(1/δ)2

for K = 56. The total number of medium profit items in any feasible solution is at most γ
ρ
≤ log(1/δ)2

δ2

using δ ≤ ρ and γ ≤ 1/δ log(1/δ)2. Therefore, all medium profit items of size ≤ δ6AreaRem in

the optimum solution have total size at most δ6 log(1/δ)2AreaRem

δ2 ≤ δ4 log(1/δ)2AreaRem ≤ δAreaRem

8 log(1/δ)2
for

δ3 ≤ 1
8 log(1/δ)4

or δ ≤ 1/10. For δ < 1/10, all of them together with the medium size items in J ′ fit

into the additional bin of size δAreaRem

4 log(1/δ)2
.

To prove the bound for the number of rounded sizes, compare the number n(Ir) of medium items
in Ir with the number m(Ir) of groups or rounded sizes generated by the linear grouping for Ir. Then,

size(Ir) ≥ 1
2r+1 (m(Ir) − 1)⌈2rδAreaRem

K log(1/δ)3
⌉. This implies that m(Ir) ≤ ⌊2K log(1/δ)3size(Ir)

δAreaRem
+ 1⌋. Since the

number of intervals for the medium items is at most ⌊6 log(1/δ)⌋, the total number of rounded medium

sizes
∑

r m(Ir) ≤ ⌊2K log(1/δ)3
∑

r
size(Ir)

δAreaRem
+ 6 log(1/δ)⌋. Since all medium items in

⋃

Ir fit into the
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bins in B,
∑

r size(Ir) ≤ AreaRem. This implies that we have at most ⌊(2K +6)/δ log(1/δ)3⌋ different
medium sizes.

In the next step we describe how the rounded medium profit items can be packed into γ bins.
Notice that the capacities c̄(bi) of the bins are different in general and that

∑

i c̄(bi) = AreaRem. We
use sets VA of vectors (a1, . . . , amed) to store how many rounded medium items are packed into the
first A bins. Each solution contains at most γ/ρ many items with medium profit. Therefore, each bin
contains at most γ/ρ = Θ(γ/δ) items. Furthermore, note that the high profit items are preassigned
in the first phase of our algorithm and are not counted in the capacities c̄(bi). On the other hand, the
medium profit items with large size have to be counted in this packing phase. A packing of medium
size items into one bin can be described by a mapping p : {1, . . . ,med} → {0, 1, . . . , γ/ρ} where
p(j) gives the number of items with the j.th rounded size. A mapping p for bin bi is feasible if the
corresponding rounded items plus the preassigned large items (with medium profit) fit into the bin bi.
The number of feasible mappings p is at most (γ/δ + 1)med = 2O(1/δ log(1/δ)4) using γ ≤ ⌈1/δ log(1/δ)2⌉
and med ≤ O(1/δ log(1/δ)3). Using a dynamic program similar to bin packing, we go over the bins
b1, . . . , bγ and compute the sets VA of vectors for A = 1, . . . , γ. The cardinality of each set VA is
bounded by 2O(1/δ log(1/δ)4). Notice that it is not necessary to pack the largest groups of items among
the intervals (2−(r+1), 2−r] into the γ bins. Here we have only to test whether the total size of these
rounded items and the items with small size ≤ δ6AreaRem is at most δAreaRem

4 log(1/δ)2
; if the total size is too

large then we discard the corresponding guess. The running time of the procedure including the time
to compute the packing is again bounded by 2O(1/δ log(1/δ)4).

k
(r)
1

k
(r)
ℓ(r)

...

Figure 12: Guessing the rounded medium sizes b
(r)
i and the numbers k

(r)
i of items with size in (b

(r)
i−1, b

(r)
i ].

Guessing the rounded medium sizes. In our algorithm, we now guess the rounded medium
sizes of the medium profit items that are placed in B (see Figure 12 for an illustration; the guessed
sizes are indicated by dark shaded rectangles). The number med of medium sizes is bounded by
⌊C/δ log(1/δ)3⌋ where C ≤ 2K+6 is a constant. Let Opt be an optimum set of items and Optmedium ⊆
Opt be a subset of medium profit items with medium size placed into B.

Lemma 3.4 Our algorithm guesses the rounded medium sizes b
(r)
1 < . . . < b

(r)
ℓ(r) of Optmedium within

each interval (2−(r+1), 2−r] and the numbers k
(r)
i of items of size within (b

(r)
i−1, b

(r)
i ] which are placed into

B. The number of different guesses is bounded by 2O(1/δ log(1/δ)4).

Proof: By guessing med items in CAm with medium size, we obtain for each interval (2−(r+1), 2−r] a

sequence s
(r)
1 ≤ . . . ≤ s

(r)
ℓ′(r) of the largest rounded sizes among the groups. The number of choices is

2O(1/δ log(1/δ)4). The number of items in each group (with exception of the group with the smallest items)
is exactly ⌈2rδAreaRem

K log(1/δ)3
⌉ (the value used in the bin packing approach). We also guess the cardinality xr of
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the group with the smallest items for each interval. Notice that each xr ≤ 1/δ5. Let b
(r)
1 < . . . < b

(r)
ℓ(r)

be the subsequence of s
(r)
1 , . . . , s

(r)
ℓ′(r) with different sizes. Notice that some of the s

(r)
i values might

be equal, since the optimum solution of MKP could have a large number of items of the same size.
Suppose that b

(r)
0 = 1/2r+1 for r < r(1), b

(r(1))
0 = δ6AreaRem (the smallest medium size), b

(r)
ℓ(r)+1 = 1/2r

for r > r(0) and b
(r(0))
ℓ(r(0))+1 = δAreaRem

2K log(1/δ)3
(the largest medium size). For each interval (b

(r)
i−1, b

(r)
i ] with

i = 1, . . . , ℓ(r) + 1 we can compute (using the sequence (s(r)) and the cardinalities of the groups) the

total number k̄
(r)
i of medium items with medium profit and rounded value b

(r)
i (see Figure 12).

In addition we can guess for each rounded medium size b
(r)
i−1 the number of items in B of this size

that are rounded up to the next higher number b
(r)
i . For each rounded medium size b

(r)
i−1 there are at

most ⌈2rδAreaRem

K log(1/δ)3
⌉ − 1 ≤ O(1/δ5) items that are rounded up. Therefore, the number of guesses is at

most ( 1
δ5 )

med = 2O(1/δ log(1/δ)4) using med ≤ O(1/δ log(1/δ)3). Using this information we can compute

the total number k
(r)
i of items for B with size in each interval (b

(r)
i−1, b

(r)
i ] (see also Figure 12 for an

illustration).

If our instance does not have at least k
(r)
i items with medium profit and size in (b

(r)
i−1, b

(r)
i ], then

we discard the corresponding guess. Notice that each number k
(r)
i ≤ γ/ρ, since there are at most γ/ρ

medium profit items in the optimum solution. Therefore, if k
(r)
i > γ/ρ we also discard the choice.

Notice that the algorithm above only selects the structure of the medium profit items, but not the
items themselves.

3.3 Selection of medium and small profit items

First we select the medium profit items in accordance to the structure guessed above. For the items
ai with size size(ai) ∈ [ δAreaRem

2K log(1/δ)3
, 1] we have chosen a subset A

(2)
guess to be packed in the γ bins. Using

our guessing step, we should take k
(r)
i medium profit items with size in (b

(r)
i−1, b

(r)
i ] for the γ bins. A

greedy algorithm that takes k
(r)
i items (that are in CAm and have size in (b

(r)
i−1, b

(r)
i ]) ordered by their

profits generates the best possible solution. Let K̄medium be the computed set of medium profit items
of medium size. Furthermore, our algorithm selects the subset K̄small of all small items with medium
profit. If the total size of K̄small is larger than δAreaRem

8 log(1/δ)2
, then there is a packing of a subset of these

items with total size δAreaRem

8 log(1/δ)2
+ δ6AreaRem into one bin of capacity δAreaRem

4 log(1/δ)2
with profit larger than

OPT (A,B). But this is not possible, since one of the γ ≤ 1/δ log(1/δ)2 bins has capacity at least
δAreaRem

log(1/δ)2
. Let Optmedium ∪Optsmall ⊆ Opt be the subset of medium profit items (of medium and small

size) placed into B (corresponding to the optimum solution with numbers k
(r)
i for the subintervals

(b
(r)
i−1, b

(r)
i ]).

Lemma 3.5 For the guess corresponding to the optimum numbers, the set A
(3)
guess = K̄medium ∪ K̄small

can be packed into B plus one bin of size δAreaRem

4 log(1/δ)2
and profit(K̄medium ∪ K̄small) ≥ profit(Optmedium ∪

Optsmall).

Proof: For the guess corresponding to the optimum solution, our algorithm computes a subset
K̄medium of medium size items that can be packed into B plus one additional bin; the set K ′

medium with
the largest ⌈2rδAreaRem

K log(1/δ)3
⌉ items among the intervals fits into the additional bin and the set Kmedium =

K̄medium \ K ′
medium fits into B. Notice that all medium profit items in our instance of small size

≤ δ6AreaRem have total size δAreaRem

8 log(1/δ)2
for δ ≤ 1/10 and can be placed into the additional bin. For

δ < 1/10 the subset K̄small together with the set K ′
medium fits into the additional bin as before.
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To choose the remaining items of small profit ≤ 2ρ/γ(1+ǫ′)APP (A,B), we use a classical fractional
knapsack algorithm. We simply take all remaining items with small profit and set the capacity of
the knapsack to cap − size(A

(2)
guess ∪ Jmedium) where cap =

∑γ
i=1 c̄(bi) and Jmedium is defined as below.

For the chosen medium items packed into B we use the lower bound size(Jmedium), where Jmedium

is a multiset with k
(r)
i items with rounded size b

(r)
i among all subintervals — without taking the

largest group for each interval (2−(r+1), 2−r]. Comparing with the set Optmedium of medium sized
items with medium profit packed into B, the rounded size size(Jmedium) ≤ size(Optmedium) for the
corresponding guess. Moreover, our algorithm computes a subset K̄medium for the guess above such that
size(Optmedium) ≤ size(K̄medium). On the other hand, our algorithm packs only the subset K ′

medium

without the largest ⌈2rδAreaRem

K log(1/δ)3
⌉ items among the intervals into B and size(K ′

medium) ≤ size(Jmedium).

Therefore, we can set the capacity cap =
∑γ

i=1 c̄(bi)− size(A
(2)
guess ∪Jmedium). Let AS be the computed

set of items with at most one fractional item. Suppose for simplicity that the last item in AS is
fractional (if there is any). Afterwards we distribute the computed set AS to the bins. By this
process, we have to split at most γ − 1 items (one for each bin bi with i < γ)) and have at most one
fractional item in the last bin bγ. Let SplitS ⊂ AS be the items which are not completely assigned
to a bin. The total profit of SplitS is at most 2ρ(1 + ǫ′)OPT (A,B). Our algorithm generates in this

way a packing for
⋃3

i=1 A
(i)
guess ∪ (AS \ SplitS), but uses an additional bin of small size δAreaRem

4 log(1/δ)2
. We

consider the bins after the first pre-assignment phase of high profit items. The capacities of the bins
are c̄(b1), . . . , c̄(bγ) and maxic̄(bi) = 1.

Lemma 3.6 The total area of the bins with small capacities c̄(bi) ≤ δAreaRem

2 log(1/δ)2
is at most

(1/2)AreaRem(1 + δ/ log(1/δ)2). Furthermore, there are at least 1/δ pieces with size δAreaRem

4 log(1/δ)2
that

lie inside the bins for δ ≤ 1/4.

Proof: Since we have at most ⌈1/δ log(1/δ)2⌉ bins, the total area of bins with small capacities is at
most ⌈1/δ log(1/δ)2⌉ δAreaRem

2 log(1/δ)2
≤ (1/2)AreaRem(1 + δ/ log(1/δ)2). This implies that the total area of

larger bins with capacities c̄(bi) > δAreaRem

2 log(1/δ)2
is at least (1/2)AreaRem(1 − δ/ log(1/δ)2). Splitting the

total remaining area of large bins into pieces of size δAreaRem

4 log(1/δ)2
, gives us at least

⌊

AreaRem( 1
2
− δ

2 log(1/δ)2
)

δAreaRem
4 log(1/δ)2

⌋

=

⌊2/δ log(1/δ)2 − 2⌋many pieces.
Next take each bin of large size c̄(bi) > δAreaRem

2 log(1/δ)2
separately and split this bin into pieces of size

exactly δAreaRem

4 log(1/δ)2
with exception of maybe one piece of size smaller than δAreaRem

4 log(1/δ)2
. Then, take all

smaller pieces (one per bin) and split the remaining area again in pieces. The number of pieces of the
second group is smaller than the number of bins; otherwise each bin contains an additional complete
piece of size δAreaRem

4 log(1/δ)2
and this contradicts to our construction. This implies that the number of these

pieces is also at most ⌊1/δ log(1/δ)2⌋.
Therefore, the first group contains at least ⌊2/δ log(1/δ)2⌋ − ⌊1/δ log(1/δ)2⌋ − 2 pieces. Since

⌊2x⌋ ≥ 2⌊x⌋, this number of pieces in the first group is at least ⌊1/δ log(1/δ)2⌋ − 2 ≥ 1/δ. The
last inequality holds (using that 1/δ is integral), whenever 1/δ log(1/δ)2 − 2 ≥ 1/δ. For δ ≤ 1/4,
1/δ log(1/δ)2 − 2 ≥ 4/δ − 2 ≥ 1/δ. By construction, the pieces of the first group lie completely inside
the bins.

The main idea now is to exchange one piece of size δAreaRem

4 log(1/δ)2
with the additional bin that contains

J ′ and the small items of medium profit (see Figure 13 for an illustration of the exchange step). The
fractional profit of one piece is at most δOPT (A,B). Removing all items that lie inside of the piece
plus at most two items that lie partially in the piece generates a gap of size at least δAreaRem

4 log(1/δ)2
inside of

one bin. The profit loss is at most δOPT (A,B) plus the profit of two medium profit items; in total at
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b

Figure 13: Shifting argument to eliminate the additional bin b.

most (4ρ(1 + ǫ′) + δ)OPT (A,B). Finally, we take among all feasible guesses a solution with highest
profit. In total we generate a solution of MKP with profit loss at most (6(1+ǫ′)ρ+6ǫ′+δ)OPT (A,B) ≤
14δOPT (A,B) ≤ ǫOPT (A,B) for ρ = ǫ′ = δ ≤ ǫ/14 and ǫ ≤ 1. We choose δ = 1/⌈14/ǫ⌉. We obtain
the following result:

Theorem 3.1 For each ǫ ≤ 1, there is an algorithm for MKP instances with γ ≤ ⌈1/δ log(1/δ)2⌉ bins
that computes a solution with profit at least (1−ǫ)OPT (A,B) and has a running time 2O(1/ǫ log(1/ǫ)4) ·n.

Using a modified analysis, the running time can be bounded also by 2O(γ log(1/ǫ)2)·n for γ ≤ poly(1/δ)
and γ ≥ 1/δ. For γ ≤ 1/δ, we obtain a modified algorithm with running time 2O(1/δ log(1/δ)2) ·n. Notice
that γ ≤ ⌈1/ǫ log(1/ǫ)2⌉ ≤ ⌈1/δ log(1/δ)2⌉ and that the algorithm generates in this case a solution of
MKP with value (1 − ǫ)OPT (A,B) and the running time above. In the next section we show how
to obtain an EPTAS for general instances with running time 2O(1/ǫ log(1/ǫ)4)poly(n) by combining the
ideas in Section 2 and 3.

4 General Instances of MKP

In this section we study general instances of MKP. Let δ > 0 be a constant such that 1/δ is integral (δ
will be specified later). If the number m of bins is smaller than the constant ⌈1/δ(log 1/δ)2⌉, then we
can use the approach in Section 3 and obtain a parameterized approximation scheme that generates a
solution of MKP with profit at least (1− ǫ)OPT (A,B) for δ ≤ 1/⌈14/ǫ⌉. Suppose from now that the
number m of bins is larger than ⌈1/δ(log 1/δ)2⌉. In the following we give an outline of our algorithm
for an instance with a large number of bins:

(1) Split the set B bins into blocks Bℓ of size close to ⌈1/δ log(1/δ)2⌉ and reduce the high and medium
profit items in our instance.

(2) Guess high profit and medium profit items for block Bt+1 with the largest bin sizes (corresponding
to an optimum solution).

(3) Solve a modified LP relaxation of MKP to select the other items for B (including small profit
items for block Bt+1).

(4) Construct 2D strip packing instances for each block Bℓ of bins, round the corresponding rectangles
and select items via a network flow computation.
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(5) Use a bin packing algorithm to pack items into slightly more than ⌈1/δ log(1/δ)2⌉ bins and select
items via a shifting argument for the first t blocks.

(6) For block Bt+1 pack the high and medium profit items into the bins plus one additional bin of
small size.

(7) Use a second shifting argument to reduce the number of selected items of small profit for Bt+1,
distribute these items to the bins and remove the fractional items.

(8) Finally use a third shifting argument to eliminate the additional bin.

B1 B2

...

A
(1)
guess

Bt Bt+1

Figure 14: Block structure for a general instance of MKP with guessed set A
(1)
guess for Bt+1 .

Let us order the bins corresponding to their capacities c(b1) ≤ . . . ≤ c(bm). Now we build t + 1 =
⌈ m
⌈1/δ(log 1/δ)2⌉

⌉ blocks Bℓ with M = ⌈1/δ(log 1/δ)2⌉ bins; with exception of the block B1 (that contains

the bins with the smallest capacities) with maybe less than M bins (see Figure 14 for an illustration).

We denote with c
(ℓ)
1 , . . . , c

(ℓ)
M the capacities of the bins in Bℓ for ℓ = 1, . . . , t + 1.

In the next phase we select high and medium profit items for block Bt+1 with the largest bin
capacities. To do this we first compute the candidate set CAh of high profit items and the candidate
set CAm of medium profit items. The cardinalities of the sets are: |CAh| ≤ O(1/δ2 log(1/δ)) and
|CAm| ≤ O(1/δ3 log(1/δ)3) (see also Section 3.1 and 3.2). By rounding the corresponding profits we
lose at most 6ǫ′OPT (A,B), but can suppose that our approximate solution contains only high and
medium profit items from the set CAm ∪ CAh. Now we guess the high profit items for Bt+1 that
contains only M = ⌈1/δ(log 1/δ)2⌉ bins and guess a packing for them into the bins (similar to Section

3). The total number of guesses in this phase is bounded by 2O(1/δ log(1/δ)). Let A
(1)
guess be the chosen

items and let AreaRem =
∑

bi∈Bt+1
c(bi) − size(A

(1)
guess) be the remaining space. Furthermore, c̄(bi)

denotes the remaining capacity of bin bi ∈ Bt+1 after the packing of A
(1)
guess. A feasible pre-assignment

of a set A
(1)
guess into Bt+1 is indicated in Figure 14.

Suppose for simplicity again that the largest remaining capacity is maxbi∈Bt+1 c̄(bi) = 1 (otherwise
scale all capacities and item sizes). This implies AreaRem ≤ ⌈1/δ(log 1/δ)2⌉. For the medium profit

items with large size ∈ ( δAreaRem

2K log(1/δ)3
, 1] we use a guessing step to select a subset A

(2)
guess and to assign

A
(2)
guess to the bins in Bt+1 (if possible). For each feasible guess above, we now guess the rounded

medium sizes for Bt+1, generate subintervals (b
(r)
i−1, b

(r)
i ] of medium sizes and numbers k

(r)
i of medium

items per subinterval for Bt+1 (similar to Section 3). For the selection step of the medium profit items
of medium sizes we use the following result.
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B2B1

Figure 15: Exchange medium items for each subinterval (b
(r)
i−1, b

(r)
i ] between B1 and B2.

Lemma 4.1 Suppose that there is a packing of a subset S ⊆ A of items into all bins
⋃t+1

ℓ=1 Bℓ. Then
we can generate a modified packing of S into two bin groups B1 =

⋃t
ℓ=1 Bℓ and B2 = Bt+1 plus one

additional bin of size δAreaRem

4 log(1/δ)2
such that B2 contains the larger medium sizes for each subinterval

(b
(r)
i−1, b

(r)
i ] where δ6AreaRem ≤ minr b

(r)
0 and maxr,i b

(r)
i ≤ δAreaRem

2K log(1/δ)3
.

Proof: Suppose that there is a packing of S into B1 ∪ B2. Let us exchange items aj in the packing

with size size(aj) ∈ (b
(r)
i−1, b

(r)
i ] between B1 and B2 such that B1 contains the smaller sizes for each

subinterval (see Figure 15 for an illustration). Clearly, the smaller sizes fit into B1 =
⋃t

ℓ=1 Bℓ. On the

other hand, B2 = Bt+1 gets now larger sizes for each subinterval (b
(r)
i−1, b

(r)
i ] that in general do not fit

in the corresponding bins. But we obtain the same number k
(r)
i of items for each subinterval. Using

the rounding, all items in the subinterval are rounded up to b
(r)
i . Using the arguments in the proof of

Lemma 3.3, the rounded sizes fit into B2 plus one additional bin of small size.

candidates for B1 candidates for B2

Figure 16: Guessing the index of the smallest item in B2 = Bt+1 for each subinterval (b
(r)
i−1, b

(r)
i ].

We use this exchange step above for all medium items with medium profit. Sort all medium items
of the set CAm in non-decreasing order of their sizes and guess the smallest index of a medium profit
item that is packed into B2 = Bt+1 for each subinterval (b

(r)
i−1, b

(r)
i ] (see Figure 16 where the index of

the item with smallest size for B2 is indicated by a dark shaded rectangle). Using the modification
above this implies that B2 contains only items with indices larger than or equal to the guessed index
for each subinterval. Since we have a constant number of candidates in each subinterval (bounded by
a polynomial in 1/δ) and the number of subintervals is O(1/δ log(1/δ)3), we can guess all these indices

in time (|CAm|)
O(1/δ log(1/δ)3) = 2O(1/δ log(1/δ)4). In each subinterval we choose k

(r)
i items in CAm with

index larger than or equal to the guessed index. A greedy algorithm that takes k
(r)
i feasible items

ordered by their profits generates the best solution for the guessed index. Let K̄medium be the selected
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set for the guess above. Similar to Section 3, the set K̄small of all medium profit items with small size
≤ δ6AreaRem in our instance has total size δAreaRem

8 log(1/δ)2
and can be placed into the additional bin of small

size. Let A
(3)
guess = K̄medium ∩ K̄small be the selected set of medium profit items of medium and small

size for B2 = Bt+1.

Let A
(r)
i be the set of medium profit items in the subinterval (b

(r)
i−1, b

(r)
i ] with index smaller than the

guessed index. Furthermore, let K̄large be the set of all medium profit items with large size. Notice

that A1 =
⋃

i,r A
(r)
i ∪ (CAh \A

(1)
guess)∪ (K̄large \A

(2)
guess) consists of items with medium and large profit

that may be selected for B1 =
⋃t

ℓ=1 Bℓ. Furthermore, the set A2 consists of items with small profit
≤ (ρ/γ)2(1 + ǫ′)APP (A,B) that may be selected for B1 ∪B2 where γ = |Bt+1| = ⌈1/δ log(1/δ)2⌉. On

the other hand, Ā
(r)
i denotes the set of medium profit items with index larger than or equal to the

guessed index for subinterval (b
(r)
i−1, b

(r)
i ]. Then, F =

⋃

i,r Āi,r ∪ K̄small ∪
⋃2

k=1 A
(k)
guess is the forbidden

set of medium profit items for B1 =
⋃t

ℓ=1 Bℓ.
Modified linear program relaxation. In the next phase we select the other items in A1 ∪ A2

via a modified LP. Let cap =
∑

bk∈Bt+1
c̄(bk) − size(A

(2)
guess) − size(Jmedium) be the remaining total

capacity in the largest bins, where Jmedium is the total size of all rounded medium size items with
medium profit for Bt+1 without the largest group for each interval (2−(r+1), 2−r] (see also Section 3.3).
For simplicity suppose that the first n′ ≤ n items have small profit and fit into the knapsack of size
cap; i.e. {a1, . . . , an′} ⊂ A2. Next suppose that the next n′′ − n′ items have either a small profit and
size larger than cap or have medium or high profit; i.e. {an′+1, . . . , an′′} = A1 ∪ (A2 \ {a1, . . . , an′}).

For each bin bk with capacity ck, let C
(k)
1 , . . . , C

(k)
Hk

be the set of all configurations for the bin bk; where
a configuration is a subset S ⊆ A of items with total size

∑

a∈S size(a) ≤ ck. The main idea of the
relaxation is to use a fractional variable xi ∈ [0, 1] for each item ai (which selects a piece of each item)
and to distribute the corresponding piece as smaller fractional pieces among the configurations for
different bin capacities. The variable y

(k)
j in the LP denotes the length of configuration C

(k)
j in bin bk

(similar to a configuration variable in bin packing [9]). For each of the first n′ items with small profit,
we use also a variable zi to indicate a fractional piece selected for the bins in Bt+1. The modified
linear program has the following form:

max
∑n′′

i=1 profit(ai)xi
∑m−M

k=1

∑

j:ai∈C
(k)
j

y
(k)
j + zi = xi for i = 1, . . . , n′

∑m−M
k=1

∑

j:ai∈C
(k)
j

y
(k)
j = xi for i = n′ + 1, . . . , n′′

∑Hk

j=1 y
(k)
j ≤ 1 for k = 1, . . . ,m − M

∑n′

i=1 size(ai)zi ≤ cap

y
(k)
j ≥ 0 for j = 1, . . . , Hk and k = 1, . . . ,m − M

zi ∈ [0, 1] for i = 1, . . . , n′

xi ∈ [0, 1] for i = 1, . . . , n′′

Lemma 4.2 The modified linear program LP is a relaxation of the MKP instance (A,B) where

B = B1 ∪ B2 after selecting the items of
⋃3

k=1 A
(k)
guess for B2 = Bt+1 and the additional bin; i.e. the

objective value of the LP is at least the maximum profit of a subset of A \ F packed together with

∪3
k=1A

(k)
guess into B where we allow to pack further high and medium profit items into B1 and small

profit items into B1 ∪ B2.

We suppose that all additional items with small profit that may be placed into B2 = Bt+1 have
size at most δ cap. We need this property in the rounding strategy later. Notice that there are at
most 1/δ small profit items of larger size in the bins. The total profit of these items can be bounded
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by (1/δ)2(ρ/γ)(1 + ǫ′)APP (A,B). Using γ = ⌈1/δ(log 1/δ)2⌉ and APP (A,B) ≤ OPT (A,B), the
assumption above implies a profit loss of at most 2ρ(1 + ǫ′)OPT (A,B). In the LP we simply remove
a zi variable, if the size of the corresponding item is too large. This implies for the modified linear
program LP ′ that OPT (LP ′) ≥ OPT (LP ) − 2ρ(1 + ǫ′)OPT (A,B).

Lemma 4.3 [12] We can compute an approximate solution (x̄, ȳ, z̄) of the modified LP ′ in time

poly(n, 1/α) where
∑Hk

j=1 ȳ
(k)
j ≤ (1 + 2α),

∑n′

i=1 size(ai)z̄i ≤ cap(1 + 2α), and whose objective value is
at least (1 − 3α)OPT (LP ′).

The solution of the linear program LP ′ can be transformed in another solution (x̃, ỹ, z̃) with
objective value at least (1 − 5α)OPT (LP ′) without violating the constraints above. Here again we

simply scale the values ỹ
(k)
j = ȳ

(k)
j /(1 + 2α), z̃i = z̄i/(1 + 2α) and x̃i = x̄i/(1 + 2α).

Now we describe how to round the (x̃, ỹ, z̃) solution of the modified LP. First we generate t stacks

and rounded sets of rectangles L
(ℓ)
wide for the blocks Bℓ, ℓ = 1, . . . , t (see also Section 2). Here L

(ℓ)
wide

consists of wide rectangles (size(ai), z
(ℓ)
i ) where size(ai) > δc

(ℓ)
max and z

(ℓ)
i =

∑

bk∈Blℓ

∑

j:ai∈C
(k)
j

ỹ
(k)
j . In

the same way as in Section 2 we add dummy rectangles to the stacks and generate the rounded wide
rectangles L̄

(ℓ)
sup for ℓ = 1, . . . , t. Moreover we define the set L

(ℓ)
narrow of narrow rectangles (size(ai), z

(ℓ)
i )

with size(ai) ≤ δc
(ℓ)
max and split these rectangles into groups depending on intervals intℓ,k. Furthermore,

we define the numbers ηℓ,k for ℓ = 1, . . . , t. Then we build one additional stack for the small profit
items placed into Blt+1. Sort the small profit items a1, . . . , an′ in non-decreasing order of their sizes
and put the items with sizes in [δ2cap, δcap] as rectangles (size(ai), zi) with width size(ai) and height

zi in the order above on a stack. This generates a stack Stt+1 of total height Ht+1. Let L
(t+1)
wide be the

corresponding set of rectangles. After adding few dummy rectangles with width zero and total height
at most 1/δ2, we obtain a modified stack Stt+1 with height H̄t+1 ≤ Ht+1 +1/δ2, where H̄t+1 = at+1/δ

2

with at+1 ∈ Z
+ and (at+1−1)/δ2 < Ht+1. Then we split Stt+1 into 1/δ2 groups of height at+1. Splitting

a rectangle into two pieces if necessary and rounding up the width of each rectangle in group j of
Stt+1 to the widest width in group j generates a set L̄

(t+1)
sup of rectangles with widths in [δ2cap, δcap].

The set L̄
(ℓ)
sup consists of a set of rectangles with at most 1/δ2 (a constant number) different widths

w
(ℓ)
1 > . . . > w

(ℓ)
a(ℓ) for each ℓ = 1, . . . , t+1 where a(ℓ) ≤ 1/δ2. For each width w

(ℓ)
j , let β

(ℓ)
j be the total

height of rectangles in L̄
(ℓ)
sup with rounded width w

(ℓ)
j for ℓ = 1, . . . , t + 1. Since the additional stack

Stt+1 has also height at+1/δ
2 where at+1 ∈ Z

+, the numbers β
(t+1)
j are also integral for each group j.

Lemma 4.4

Area(L̄
(t+1)
sup ) ≤ (1 + δ)Area(L

(t+1)
wide ) + δcap

Proof: The rounding of the stack Stt+1 implies the inequality Area(L̄
(t+1)
sup ) ≤ Area(L

(t+1)
wide ) +

δ2H̄t+1δcap, where H̄t+1 is the height of the stack and δcap is the maximum width of a rectangle. No-

tice that H̄t+1 ≤ Ht+1 +1/δ2 and δ2H̄t+1 ≤ δ2Ht+1 +1. Furthermore, the area Area(L
(t+1)
wide ) is at least

Ht+1δ
2cap. Therefore, Area(L̄

(t+1)
sup ) ≤ Area(L

(t+1)
wide ) + (δ2Ht+1 + 1)δcap ≤ (1 + δ)Area(L

(t+1)
wide ) + δcap.

Notice that Area(L
(t+1)
wide ) is bounded by cap. For the small profit items with size < δ2cap we form

intervals intt+1,k = ( δ2cap
(1+δ)k , δ2cap

(1+δ)k−1 ] for k ∈ IN. The total area of all small profit pieces allocated to

B2 = Bt+1 with size in intt+1,k is given by Area(t+1, intt+1,k) =
∑

i:size(ai)∈intt+1,k,profit(ai)small zisize(ai).

As capacity for the flow problem we use ηt+1,k =

⌈

Area(t+1,intt+1,k)
δ2cap

(1+δ)k

⌉

. Notice that the total area of ηt+1,k

items of sizes in intt+1,k is at most ηt+1,k
δ2cap

(1+δ)k−1 ≤ (1+δ)Area(t+1, intt+1,k)+
δ2cap

(1+δ)k−1 . Summing over
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all intervals intt+1,k, the total area is at most (1+ δ)Area(L
(t+1)
narrow)+ (1+ δ)δcap (see also Lemma 2.2)

where L
(t+1)
narrow is the set of rectangles (size(ai), zi) over all small profit items ai with size(ai) < δ2cap.

For items with very small size size(ai) ≤ (1/n)δcap, the total size is at most δcap. Define index(t+1)
as in Section 2 and use for intt+1,index(t+1)+1 the capacity ηt+1,index(t+1)+1 = n. In total we generate a
flow network for t + 1 blocks and compute an integral solution of the following form:

Lemma 4.5 The algorithm (via the solution of the flow network) computes sets A
(ℓ)
wide, A

(ℓ)
narrow of

items for each block Bℓ (ℓ = 1, . . . , t + 1) with profit(
⋃

ℓ A
(ℓ)
wide ∪ A

(ℓ)
narrow) ≥ (1 − 5α)OPT (LP ′) such

that the following properties are satisfied:

• |{ai ∈ A
(ℓ)
wide|g(xi, yℓ,j) = 1}| ≤ β

(ℓ)
j for each j = 1, . . . , a(ℓ) and ℓ = 1, . . . , t + 1.

• |{ai ∈ A
(ℓ)
narrow|g(xi, ȳℓ,k) = 1}| ≤ ηℓ,k for each j = 1, . . . , index(ℓ) + 1 and ℓ = 1, . . . , t + 1.

In addition, LIN(A
(ℓ)
wide, Bℓ) ≤ δM + 3, Area(A

(ℓ)
wide) ≤ (1 + δ)Area(L

(ℓ)
wide) + 2c

(ℓ)
max, and

Area(A
(ℓ)
narrow) ≤ (1 + δ)Area(L

(ℓ)
narrow) + (3/2 + δ)c

(ℓ)
max for ℓ = 1, . . . , t. Furthermore, Area(A

(t+1)
wide ∪

A
(t+1)
narrow) ≤ (1 + δ)Area(L

(t+1)
wide ∪ L

(t+1)
narrow) + 4δcap.

...

A
(2)
2A

(2)
1A

(1)
2A

(1)
1 A

(t)
1 A

(t)
2 A(t+1) b

Figure 17: Shifting strategy applied to a general instance of MKP.

In the following we show that most of the selected items can be placed into the bins. Using the
algorithm in Section 2 for α = δ, we generate a packing for A

(ℓ)
wide∪A

(ℓ)
narrow into M +⌊C ′ log(1/δ)2⌋ bins

for ℓ = 1, . . . , t: a subset A
(ℓ)
1 fits into the block Bℓ and the remaining set A

(ℓ)
2 fits into ⌊C ′ log(1/δ)2⌋

bins of size c
(ℓ)
max (see Figure 17 for an illustration). Via the shifting argument we select a subset

Xℓ+1 ⊂ A
(ℓ)
2 ∪ A

(ℓ+1)
1 with profit at least (1 − C̄ ′δ)profit(A

(ℓ)
2 ∪ A

(ℓ+1)
1 ) that can be packed into block

Bℓ+1 for ℓ = 1, . . . , t−1 (see Lemma 2.9). For the first block B1 we take X1 = A
(1)
1 . For the last block

Bt+1 with selected set A(t+1) = A
(t+1)
wide ∪A

(t+1)
narrow the situation is a bit more complicated. Suppose from

now that 1/δ is integral and a multiple of 5.

Lemma 4.6 We can compute a subset X ′
t+1 ⊆ A(t+1) = A

(t+1)
wide ∪ A

(t+1)
narrow with

profit(X ′
t+1) ≥ (1 − 5δ)profit(A

(t+1)
wide ∪ A(t+1)

narrow) − 4δρ(1 + ǫ′)OPT (A,B)

such that AREA(X ′
t+1) ≤ cap.
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Proof: Notice that Area(A
(t+1)
wide ∪At+1

narrow) ≤ (1+δ)Area(L
(t+1)
wide ∪L

(t+1)
narrow)+4δcap ≤ cap+5δcap. Pack

all these items into a bin of capacity cap+5δcap and split the bin into pieces of size 5δcap. The number
of pieces is cap+5δcap

5δcap
= 1 + 1

5δ
; an integral number using the assumption above. Then, there is at least

one piece with profit at most 1
1+ 1

5δ

profit(A
(t+1)
wide ∪A

(t+1)
narrow) ≤ 5δ profit(A

(t+1)
wide ∪A

(t+1)
narrow). Removing the

items that lie inside this piece of the bin plus two items of small profit that lie partially in the bin
gives a subset X ′

t+1 with profit(X ′
t+1) ≥ (1 − 5δ)profit(A

(t+1)
wide ∪ A

(t+1)
narrow) − 4δρ(1 + ǫ′)OPT (A,B).

In the next phase we distribute the small profit items in X ′
t+1 to the bins in B2 = Bt+1 (via a

greedy algorithm similar to section 3.3). Again we have to eliminate some fractional items and lose a
profit of at most 2ρ(1+ǫ′)OPT (A,B). Including the 2 additional items above, the profit of the placed

items Xt+1 is at least (1 − 5δ)profit(A
(t+1)
wide ∪ A

(t+1)
narrow) − 4ρOPT (A,B) (using ǫ′/2 + δ + δǫ′ ≤ 1/2).

This implies that profit(
⋃t+1

ℓ=1 Xℓ ∪ A
(t)
2 ) ≥ (1 − max{10, 5 + C̄ ′}δ)OPT (LP ′) − 4ρOPT (A,B).

Using our assumption about the modified LP ′ we have OPT (LP ′) ≥ OPT (LP )−2ρ(1+ǫ′)OPT (A,B).
In the guessing step for the medium and high profit items for B2, we lose at most 6ǫ′OPT (A,B) via
the rounding of the profits. Let us take an optimum solution for instance (A,B) with rounded high

and medium profits. Then, our algorithm guesses a subset of items
⋃3

k=1 A
(k)
guess corresponding to the

optimum solution such that OPT (LP ) + profit(
⋃

k A
(k)
guess) ≥ OPT (A,B) − 6ǫ′OPT (A,B).

Our algorithm computes for the set
⋃t+1

ℓ=1 Xℓ ∪ A
(t)
2 and the guessed sets

⋃

k A
(k)
guess a packing into

B1 ∪ B2 plus ⌊C̄ ′ log(1/δ)2⌋ bins of size cmax(B1) and one additional bin of size δAreaRem

4 log(1/δ)2
. Using the

shifting technique we remove the additional bin and the ⌊C̄ ′ log(1/δ)2⌋ bins (see also Figure 17 for an
illustration) and lose profit at most (4ρ(1+ǫ′)+δ)OPT (A,B)+C̄ ′δOPT (A,B). For the calculation of
the profit loss we refer to Lemma 2.9 and Section 3 (the shifting argument to eliminate the additional
bin b). Therefore, the profit of the selected set is at least

(1 − max{10, 5 + C̄ ′}δ)OPT (LP ′) + profit(
⋃

k A
(k)
guess) − (4ρ(2 + ǫ′) + δ + C̄ ′δ)OPT (A,B) ≥

(1 − max{10, 5 + C̄ ′}δ)OPT (LP ) + profit(
⋃

k A
(k)
guess) − (6ρ(1 + ǫ′) + 4ρ + δ + C̄ ′δ)OPT (A,B) ≥

(1 − max{10, 5 + C̄ ′}δ)OPT (A,B) − (6ǫ′ + 10ρ + ρ + δ + C̄ ′δ)OPT (A,B) =
(1 − max{28 + C̄ ′, 23 + 2C̄ ′}δ)OPT (A,B)

(using ǫ′ ≤ 1/6 and δ = ρ = ǫ′). For δ ≤ ǫ/ max{28 + C̄ ′, 23 + 2C̄ ′}, the profit of our solution is at
least (1 − ǫ)OPT (A,B). In our algorithm we set δ = 1/(5⌈max{28 + C̄ ′, 23 + 2C̄ ′}/5ǫ⌉) and obtain
the property that 1/δ is integral and a multiple of 5. The running time of our algorithm is dominated
by the guessing steps for B2 and can be bounded by 2O(1/δ log(1/δ)4)poly(n). By considering two cases
with poly(n) ≤ 2O(1/δ log(1/δ)4) and 2O(1/δ log(1/δ)4) ≤ poly(n), the running time also can be bounded by
2O(1/δ log(1/δ)4) + poly(n). This nice argument was used also by Downey et al. [7] for FPT algorithms.

5 Remark

If the modified round-up conjecture for our bin packing problem with different bin sizes OPTILP (A,B) ≤
LIN(A,B) + C is true (where (A,B) is an instance with item set A and bin set B and where C is a
constant) similar to the modified round-up conjecture for the classical bin packing problem by Schei-
thauer and Terno [22], then we can modify our algorithm and the rounding scheme. This bound
implies that we have to eliminate only a constant number of bins in the shifting phase instead of
C̄ ′ log(1/δ)2 many bins. Therefore, we can modify our construction such that B1 contains groups with
1/δ bins and B2 consists of one group with 1/δ bins. Then, the guessing steps for B2 = Bt+1 can be
implemented in time 2O(1/δ log(1/δ)2) and the running time of the entire algorithm can be bounded by
2O(1/δ log(1/δ)2) + poly(n).
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