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Chapter 1

Synopsis

1.1 Introduction

Freight and passenger transportation is one of the largest contributors to climate change
and global warming. In the United States, the transportation sector was responsible for
29% of anthropogenic greenhouse gas emissions in 2019, followed by the economic sectors
electricity, industry, commercial and residential, and agriculture with 25%, 23%, 13%,
and 10%, respectively (U.S. Environmental Protection Agency; 2021b). In this regard,
greenhouse gas emissions (GHG emissions or, simply, emissions) subsume those gases
that are known to be responsible for causing global warming. The most important GHG
is carbon dioxide (CO2), followed by methane (CH4), nitrous oxide (N2O), and fluori-
nated gases (U.S. Environmental Protection Agency; 2021a). Regarding transportation,
those gases are primarily emitted by vehicles like trucks or trains through the combus-
tion of fossil fuels (e.g., Demir et al.; 2015; Piecyk et al.; 2012). Inside the transportation
sector, the transport of freight plays an important role and, here, trucks are the domi-
nant mode of transportation. For example, 51.7% of freight’s total tonne-kilometer were
transported via road in the European Union (EU) in 2017, followed by transportation via
maritime waterways, rail, inland waterways, and air with 32.5%, 11.6%, 4.1%, and 0.1%,
respectively (European Environment Agency; 2021). Figure 1.1 illustrates this so-called
modal split in the EU between the years 1995 and 2017. The figure shows the billion
tonne-kilometers for each of the modes in each of the considered years.

Three notable conclusions can be drawn from the figure. First, total freight vol-
ume increases yearly except for the years following the economic recession that started in
2007/08. This demonstrates that emission-oriented policies are needed to enforce a green-
ing of the transportation sector. Second, the relative modal split is somehow constant
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Figure 1.1: Freight transport volume and modal split within the EU (European Envi-
ronment Agency; 2021, Figure 3).

over the years. This is surprising as shifting freight from trucks to more environmen-
tally friendly modes like trains is widely considered as a way to reduce transport-related
emissions (e.g., SteadieSeifi et al.; 2014). In this context, transport solutions that rely on
multiple modes for transporting a shipment are of vital importance as a limited network
coverage makes a complete shift of door-to-door shipments from road to rail usually not
practical. Thus, multimodal networks can work as a means to reduce the prominence
of trucks and, eventually, this can lead to more sustainable transport solutions. To this
end, a special case of multimodal transportation is the so-called intermodal transporta-
tion in which the same unit (e.g., a container) is used for the transportation of freight
shipments throughout an entire transport chain (Crainic and Kim; 2007). Third, land-
based transport modes (i.e., trucks and trains) generate a large share of freight-related
tonne-kilometres. One reason for this is that water-based transportation via maritime
and inland waterways depends on the geographical infrastructure that limits their appli-
cability. In contrast, rail networks are relatively well-developed and dense, especially in
Europe, which is why they play an important role in multimodal transportation.

It is for those reasons that this thesis comprises seven essays contributing to research
on emission-oriented freight transportation that takes place in land-based intermodal or
multimodal networks. Table 1.1 provides an overview of the essays, their titles, their
author(s), their year, and information about their publication status. The first six essays
form the main body of the thesis. Essay 7 is a methodological tutorial for the algorithm

2



Chapter 1. Synopsis

Table 1.1: Overview of the essays belonging to this thesis.

Title Author(s) Year Publication

Essay 1
(Chapter 2)

Emission Rates of Inter-
modal Rail/Road and
Road-only Transporta-
tion in Europe: A
Comprehensive Simula-
tion Study

Heinold, A.
Meisel, F.

2018 Transportation Research Part
D: Transport and
Environment, 65: 421–437.

Essay 2
(Chapter 3)

Emission-oriented vs.
Time-oriented Rout-
ing in the European
Intermodal Rail/Road
Freight Transportation
Network

Heinold, A.
Meisel, F.

2019 Logistics Management (LM19).
Lecture Notes in Logistics.
Springer, Cham, pp. 188–202.

Essay 3
(Chapter 4)

Comparing Emission
Estimation Models for
Rail Freight Trans-
portation

Heinold, A. 2020 Transportation Research Part
D: Transport and
Environment, 86: 102468.

Essay 4
(Chapter 5)

Emission Limits and
Emission Allocation
Schemes in Intermodal
Freight Transportation

Heinold, A.
Meisel, F.

2020 Transportation Research Part
E: Logistics and
Transportation Review, 141:
101963.

Essay 5
(Chapter 6)

Eco-Labeling of Freight
Transport Services: De-
sign, Evaluation and
Research Direction

Kirschstein, T.
Heinold, A.
Behnke, M.
Meisel, F.
Bierwirth, C.

2021 Journal of Industrial Ecology,
under review (2nd round after
major revision).

Essay 6
(Chapter 7)

Primal-Dual Value
Function Approxima-
tion for Stochastic
Dynamic Intermodal
Transportation with
Eco-labels

Heinold, A.
Meisel, F.
Ulmer, M. W.

2021 Transportation Science, under
review (1st round).

Essay 7
(Appendix A)

A Tutorial on Value
Function Approxima-
tion for Stochastic
Dynamic Transporta-
tion Problems

Heinold, A. 2021 4OR - A Quarterly Journal of
Operations Research, under
review (1st round).

used in Essay 6. The tutorial appears in the appendix of the thesis as it does not represent
a direct contribution to its main topic.

The journals in which the essays are published or to which they have been submitted
for possible publication are generally associated to the fields of logistics management
and operations research. According to VHB-JOURQUAL3 (2021), the ranking of the
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journals to which Essays 5 and 6 are submitted is ‘A’, the ranking of the journals in
which Essays 1, 3, and 4 are published is ‘B’, and the ranking of the journal to which
Essay 7 is submitted is ‘C’. Essay 2 is published in the proceedings series Lecture Notes
in Logistics, which does not appear in the VHB-ranking.

The rest of the thesis is structured as follows. The following three subsections com-
plete the synopsis: Section 1.2 describes the research agenda of the thesis, Section 1.3
reports about the state-of-the-art research and the thesis’ contributions to it, and Sec-
tion 1.4 outlines future research opportunities. After the synopsis, a distinct chapter is
devoted to each of the essays. Thereby, the tutorial on value function approximation is
part of the appendix. The thesis concludes with a detailed statement of the author’s
contribution to each essay and a declaration on the originality and novelty of the work.

1.2 Research agenda

This section outlines the thesis’ research agenda by depicting the main research questions
that are addressed by the essays. For this, each essay’s research focus is assigned to one of
the following three emission-oriented research fields: assessing emissions, communicating
emissions, and managing emissions. Figure 1.2 illustrates each essay’s assignment to one
of these fields, names each essay’s research topic, and indicates how the essays relate
to each other. The figure is further explained in the following by shortly outlining the
thesis’ research questions regarding the assessment, communication, and management of
emissions. Detailed descriptions of the relevant state-of-the-art research, the gaps that
are closed by the essays, and a concise description of how the essays address the research
questions are provided afterwards in Section 1.3.

Assessing emissions: This field spans around research regarding the accurate assess-
ment of emissions for a specific transport process. For this, the following research ques-
tions are addressed (the related essays are named in parenthesis at the end of each
question):

1. What are realistic emission rates for intermodal rail/road transportation in Europe?
(Essay 1)

2. What is the trade-off between an emission-oriented routing and a time-oriented
routing in a large-scale intermodal network in Europe? (Essay 2)

3. Which models can be used to obtain realistic emission estimates from rail freight
transportation? (Essay 3)
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Emission-oriented management of land-based freight transportation

Assessing Communicating Managing

Essay 5

Conceptual study on eco-labeling 

in freight transport services and 

its research directions

Essay 1 

Simulation of emission 

rates for intermodal 

freight transportation in 

Europe 

Essay 4 

Analysis of emission limits 

(eco-labels) and emission 

allocation schemes in a 

deterministic intermodal freight 

transportations setting

Essay 6 

Primal-dual Value Function 

Approximation for stochastic 

dynamic intermodal 

transportation with eco-labels
A

p
p

en
d

ix

Essay 7 

Tutorial on Value Function 

Approximation for stochastic 

and dynamic transportation 

problems

Essay 2 

Simulation of emission-

oriented vs. time-oriented 

routings for intermodal 

freight transportation in 

Europe

Essay 3 

Comparative study of 

emission estimation 

models for rail freight 

transportation

Figure 1.2: Research agenda of the thesis.

Communicating emissions: This field deals with the communication of emissions
between customers and transport companies. Here, the thesis’ main contribution is
the proposition of using so-called eco-labels as a way to evaluate (and communicate) a
shipment’s environmental impact. To this end, eco-labels refer to a (colored) grading-
system reflecting the relative amount of emissions for transporting a shipment. The
middle panel of Figure 1.2 shows an exemplary eco-labeling system. In this context,
the thesis addresses the following research questions (the related essays are named in
parenthesis at the end of each question):

1. What are realistic values in an eco-labeling system for freight transportation in
Europe? (Essays 1, 3, and 5)
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2. What research directions arise from using an eco-labeling system in the transporta-
tion sector? (Essay 5)

3. How can transport companies measure the eco-label of an individual customer
shipment in different transportation settings? (Essay 5)

Managing emissions: This field considers the management of emissions in transporta-
tion. To this end, the term management refers in this thesis to the decision making in
operational settings to achieve a more sustainable and environmentally friendly trans-
portation. That is, the goal is to find transport solutions for shipments in order to reduce
total emissions in the network. This thesis evaluates how eco-labels can be used as a way
to manage emissions. For this, it addresses the following research questions (the related
essays are named in parenthesis at the end of each question):

1. What is the impact of emission allocation schemes in the context of intermodal
transportation? (Essay 4)

2. How do eco-labels interact with ‘traditional’ objectives like costs or transit time?
(Essays 4 and 6)

3. What are ways to circumvent the additional (mathematical) challenges of solving
transportation problems that arise from considering eco-labels? (Essays 4 and 6)

4. How to create an efficient solution approach to deal with eco-labels in a stochastic
and dynamic setting? (Essay 6)

Regarding the fourth research question, it is noted that a shipment’s eco-label might
not be known with certainty at the time when an acceptance-decision is made for a
shipment because the actual emissions are determined by the mode of transport being
chosen, the routing of other (not yet known) shipments, and the allocation of emissions
among the jointly served shipments. To deal with this, Essay 6 makes a methodological
contribution to the field of reinforcement learning by enhancing the learning process
of value function approximation, an important solution class of approximate dynamic
programming (Powell; 2011). Essay 7 provides an introductory tutorial on value function
approximation and is included in the appendix.

1.3 State-of-the-art research and thesis contributions

This section describes the state-of-the-art research and the thesis’ contributions for the
introduced three fields of emission-oriented management of land-based freight transporta-
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tion: assessing emissions, communicating emissions, and managing emissions. For this,
the following subsections cover each of these fields in more detail and elaborate on how
the essays address the research questions that have been outlined in the previous section.
Still, this is no in-depth review of the essays’ contributions nor of the related literature,
as those can be found in the respective sections of each corresponding essay.

1.3.1 Assessing emissions

Assessing emissions of a shipment or a vehicle is typically seen as a multistage process.
This results from the fact that many freight transportation processes involve multiple
transportation legs (potentially performed by different modes of transportation) that each
require an environmental assessment on their own before aggregating the results for the
overall transportation process. The European norm EN 16258 (2012) describes a practical
approach in which transports are principally analyzed ‘leg by leg’. Thereby, a leg refers
to the smallest distinct section of a transport for which emissions can be determined,
and total emissions of a shipment or vehicle are then calculated by aggregating over all
applicable legs. There are two aspects in this process to which this thesis contributes:
(i) the estimation of emissions for a vehicle on a leg (Essay 3), and (ii) the allocation of
a vehicle’s emissions to shipments (Essay 4).

The first aspect (estimating a vehicle’s emissions while driving) has received consider-
able attention in the literature. This is mainly motivated by two reasons: first, estimates
are a prerequisite for considering the environmental impact in transportation planning
and, second, an exact calculation ex-post is often not practicable due to lack of data.
Consequently, several energy estimation models have been proposed in which the energy
estimate is then converted into an emission estimate. However, slightly different emission
estimates are obtained from them as these models rely on different levels of granularity
for the input data and on different computation schemes. Demir et al. (2011) provide a
comparative analysis of such models for trucks transporting freight but there had been no
such study for rail transportation, which is an important mode in freight transportation
too. Essay 3 (Heinold; 2020) has filled this gap by comparing five emission estimation
models for rail freight transportation. The study also includes a detailed experimental
section showing the impact of several relevant input factors, such as speed or slope profile,
on the estimated emissions per model. The essay’s electronic appendix provides Python
implementations of the considered models, allowing researchers and practitioners to use
the models on their own and to apply them to specific transportation settings.

The second aspect (allocation of a vehicle’s emissions to shipments using the vehicle)
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occurs after a vehicle’s emissions are estimated. There is rich literature on allocation
schemes for products using the same vehicle (or machine) or for companies in collabo-
rative settings but these schemes usually focus on allocating costs (e.g., Guajardo and
Rönnqvist; 2016). Some studies have also analyzed aspects specific to the allocation of
emissions (e.g., Kellner and Otto; 2012; Kellner and Schneiderbauer; 2019) but none of
the studies have considered the possibility of a company to select the ‘optimal’ allocation
model for each vehicle in transportation planning. However, the freedom of selecting a
scheme for each vehicle is generally permitted by the European norm. Essay 4 (Heinold
and Meisel; 2020) addresses this issue by providing a multi-objective mixed-integer linear
program to select transport services as well as allocation schemes per service. The study
considers the case of a company operating in an intermodal network in which emissions
of each vehicle can either be allocated equally among the shipments or in relation to each
shipment’s payload. Experiments with artificial shipments in a real-world infrastruc-
tural network demonstrate how the selection of allocation schemes can help to improve
emission-related service levels. The freedom of choosing an allocation scheme also raises
questions of fairness and validity regarding a shipment’s emissions, which are discussed
in the essay as well.

Following this, the thesis also comprises two simulation studies for assessing realistic
emission rates of intermodal transportation in Europe (Essays 1 and 2). Both essays
use the mesoscopic model to estimate emissions (Kirschstein and Meisel; 2015) and a
payload-based scheme to allocate emissions. Essay 1 (Heinold and Meisel; 2018) is a
comprehensive simulation study for emission rates from intermodal rail/road and road-
only transportation in Europe. Detailed infrastructural and geographical data is used
to create large data sets of realistic emission rates for shipping freight between 27 Eu-
ropean countries. With this, it is the first study to provide such comprehensive data
of emission-rates for a large-scale transportation network like the European rail/road
network. The results generally facilitate the emission-oriented research, for example, by
using simulated emission rates to benchmark a company’s performance or as inputs in
macroscopic analyses like the conceptual eco-labeling study in Essay 5 (which is explained
in the next section). Essay 2 (Heinold and Meisel; 2019) follows up on the simulation
study performed in Essay 1 by additionally measuring the transit time of the shipments.
It then provides an analysis comparing a shipment’s emission-oriented routing with its
time-oriented routing. The results show that routings of least emissions have a substan-
tially longer transit time compared to routings of least transit time. With this, the study
is among the first to quantify the trade-off between the two objectives (emissions vs.
transit time) for large freight shipments in Europe.
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1.3.2 Communicating emissions

Communicating emissions regarding the transportation of a freight shipment can gen-
erally go into one out of two directions. First, a customer can communicate to the
transport company the preference regarding a shipment’s emissions when the shipment
order is placed (ex-ante). Then, these preferences work as a kind of service level for
the company who has to ensure that preferences are met for transporting the shipment.
Second, the transport company can communicate a shipment’s emissions to the customer
after the shipment is completed (ex-post). Here, the information might work as a way
to gain a competitive advantage or as a way to provide the customer with the possibil-
ity to offset the emissions caused by the shipment. So far, studies on emission-oriented
transportation usually communicate emissions either as an absolute value (e.g., kilogram
CO2) or as a distance-weighted rate (e.g., gram CO2 per ton per km). A major contri-
bution of this thesis is the design, conceptualization, and application of using eco-labels
for communicating emissions in freight transportation.

Eco-labels generally refer to a standard way of communicating the ecological footprint
of products, services, or facilities. For example, eco-labels might be awarded to products
that meet certain ecological criteria like the consumption of water. In this thesis, an
eco-label refers to one particular class in a system evaluating the relative environmental
impact for transporting a shipment. An intuitive traffic light-coloring is used to visualize
an eco-label’s relative performance. Such eco-labels have received considerable atten-
tion in the industry of white goods (e.g., Lorenzo-Toja et al.; 2016) and there are also
some studies on eco-labeling in the maritime industry and in airline passenger trans-
portation (Poulsen et al.; 2017; Baumeister and Onkila; 2017; Baumeister et al.; 2020).
However, so far, no such labels have been implemented in real-world freight transport op-
erations nor have they been discussed in the respective emission-oriented research. Essay
5 (Kirschstein et al.; 2021) addresses this issue by providing the conceptional framework
for using eco-labels in transportation. Essays 4 and 6 provide studies on how to apply
such labels in realistic transport settings and are subject of the next section on managing
emissions.

Essay 5 elaborates on the design, evaluation, and future research directions of eco-
labels in transportation. It also is the first study to design an applicable eco-labeling
system for freight shipments. The system is based on the large-scale simulation study
of artificial freight shipments across Europe presented in Essays 1 and 2. An example
of such system is provided in the middle panel of Figure 1.2. Here, five labels (A to E)
with decreasing levels of strictness are proposed: eco-label ‘A’ is awarded to shipments
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whose transportation causes less than 130 gram CO2e per transport unit and per km
(gCO2e/TU·km) and eco-label ‘E’ is awarded to shipments whose transportation causes
more than 650 gCO2e/TU·km, where a transport unit (TU) refers to a 20-foot equivalent
container and CO2e subsumes all relevant GHG in the single measure of carbon diox-
ide equivalents. The essay also discusses issues regarding the interplay of the awarded
eco-label and the applied emission allocation scheme. Finally, the study compares the
awarded eco-labels of a heavy and a voluminous shipment using readily accessible inter-
modal transportation settings.

1.3.3 Managing emissions

This section describes the thesis’ contribution to the abundant literature on managing
emissions in transportation planning. Different ways have been considered to achieve
more sustainable transport solutions. One straight possibility is to convert emissions
resulting from transportation into costs, which, for example, can be done by using its
price determined by an emission trading system like the one of the European Union (e.g.,
Demailly and Quirion; 2008). It might also be the case that governmental regulations di-
rectly impact the set of feasible routing options, for example, by establishing low-emission
zones for heavy vehicles (e.g., Fensterer et al.; 2014) or precise emission reduction tar-
gets (e.g., Chen et al.; 2014). This thesis considers emissions from a customer-oriented
perspective by taking up upon the eco-labeling concept described in the previous sec-
tion. Essays 4 and 6 are among the first to consider such perspective in the context of
intermodal transportation. In particular, they examine settings in which eco-labels are
applied to a deterministic (Essay 4) and a stochastic and dynamic (Essay 6) transporta-
tion problem.

Essay 4 (Heinold and Meisel; 2020) uses emission limits to indicate the amount of
emissions that shall not be exceeded by a shipment. Such limits relate to eco-labels in
terms of that they describe the upper bound emissions of a corresponding eco-label. In
order to ensure that a routing plan complies with each shipment’s emission limit, it is
necessary to estimate emissions caused by the used transport services and to allocate rele-
vant emissions to the shipments. These two issues have already been discussed in Section
1.3.1 on the assessment of emissions. Essay 4 analyzes the impact of emission limits under
objectives costs, emissions, and service level for a deterministic transportation problem.
A mixed-integer linear program is formulated, several efficient cuts and pre-calculated
boundary values are described, and the problem is then solved to optimality using IBM’s
CPLEX solver. Experiments with artificial shipments in real-world intermodal networks
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demonstrate the interrelated impact of emission limits, emission allocation schemes, and
routing decisions. In particular, solutions that maximize the number of shipments that
are routed with emissions below their requested limit usually differ from solutions that
minimize total emissions. Following these results, the essay then critically discusses the
pros and cons of using emission limits per shipment in transportation planning.

Essay 6 (Heinold et al.; 2021) uses eco-labels in a stochastic and dynamic transporta-
tion problem. Here, a train operates on a known schedule whereas shipments appear
spontaneously over time between the train’s stops. The problem is modelled as a se-
quential decision process and solved via value function approximation (VFA) with basis
functions, a solution class from approximate dynamic programming belonging to the
broad field of reinforcement learning. Essay 7 (Heinold; 2021) provides a hands-on in-
troductory tutorial to VFA that is included in this thesis’ appendix. This tutorial uses
the taxicab problem, a well-studied and easy-to-understand problem from transportation
planning, and shows step-by-step how VFA approaches this problem. The tutorial also
explains how more advanced VFA methods can be integrated in the basic version of the
algorithm. Overall, the tutorial aims at providing readers with an intuition on VFA in or-
der to apply it to their own transport-related problems. With this, it addresses a broad
audience of researchers, lecturers, students, and practitioners from various disciplines
including business administration, computer science, and engineering.

Coming back to Essay 6, it is not only among the first studies to consider the idea
of eco-labels in a stochastic and dynamic setting but it also makes two major method-
ological contributions to the literature on VFA. First, the problem is solved under two
objectives using feature sets specific to each of the objectives. Computational exper-
iments for a real-world network show that such a careful design increases the average
solution quality. Second, a novel ‘primal-dual’ VFA learning approach is introduced to
enhance the VFA algorithm. While the classical VFA algorithm learns iteratively from
observations resulting from a combination of forward decisions and simulation (primal
observation), the proposed extension additionally learns from observations resulting from
re-solving the problem ex-post after each iteration (dual observation). The experiments
show the improved learning of the primal-dual VFA (in speed and solution quality) that,
ultimately, results in an improved real-time decision making. This is a general contribu-
tion to the literature on approximate dynamic programming and likely to improve the
performance of VFA in other problem classes as well.
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1.4 Future research

The synopsis is concluded by briefly describing four promising research directions re-
sulting from the author’s work on emission-oriented management of land-based freight
transportation: (i) applying eco-labels to collaborative transport settings, (ii) comparing
emission reduction strategies in transportation, (iii) analyzing eco-labels in the presence
of dynamic pricing, and (iv) applying primal-dual VFA to other problem domains. Fur-
ther topics of future research are stated in the concluding sections of each of the essays.

The first direction for future research concerns the application of eco-labels in collabo-
rative transport settings. Collaboration in transportation is done for many reasons, such
as cost benefits resulting from economies of scale or competitive advantages resulting
from an improved network coverage. Eco-labels describe yet another way of differentiat-
ing shipments as they refer to the relative environmental performance for transporting
a shipment. Essays 4 and 6 have shown that intermodal transportation can be a means
to route more shipments in accordance with their requested eco-labels. More gener-
ally, emission-oriented routing benefits from diverse and large networks, which might be
achieved by a horizontal collaboration among companies operating with different modes
of transportation. For example, a trucking company whose fleet consists of road vehicles
and a rail company that operates freight trains might collaborate to route more shipments
in accordance with their eco-label. A joint research project with Yimeng Zhang, Bilge
Atasoy, and Rudy Negenborn from the Technical University Delft (The Netherlands) and
Frank Meisel and Arne Heinold from Kiel University is currently investigating settings in
which eco-labels work as an incentive to collaborate. Several additional topics follow from
this research direction like the stability of collaborations or operational issues regarding
information sharing.

The second direction for future research takes up upon the various approaches de-
scribed in the literature to reduce emissions in transportation: emission taxation, low-
emission zones, emission limits, emission reduction target, eco-labels, and others. It
seems worth an investigation to identify settings in which these strategies work particu-
larly well and to provide some guidance to decision makers and politics on each strategy’s
relative performance. This direction might be combined with a general review on the
fast emerging research about emission-oriented transportation.

The third direction for future research aims at analyzing pricing schemes in the pres-
ence of eco-labels. The results of Essays 4 and 6 have shown that routing as many
shipments as possible in accordance with their eco-label comes along with higher overall
costs. Furthermore, Essay 2 has described the trade-off between routing a shipment un-
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der the objectives of minimizing emissions and minimizing transit time. Some of these
issues might be addressed by implementing a (dynamic) pricing scheme considering the
requested eco-labels. In this way, a transport company could receive a financial compen-
sation for the effort of routing a shipment according to its eco-label. In this context, it
might also be interesting to consider eco-labels in a more ‘flexible’ way, e.g., by consid-
ering not only whether or not an eco-label is met but also by considering of how much
emissions fall below or exceed a certain eco-label.

Finally, the fourth direction of future research addresses the primal-dual VFA, the
most significant methodological contribution of this thesis. Essay 6 has demonstrated
the benefits of this approach in an intermodal transportation setting with eco-labels. It
could be interesting to analyze the performance of the primal-dual VFA in other problem
domains. First preliminary results from a research group at the Analytics & Optimization
department at Augsburg University (Germany) already confirm the faster learning for a
complex machine scheduling problem. The overall benefits of the primal-dual VFA might
also become more apparent by using well-studied operational research problems like the
traveling salesman or the vehicle routing problem. More generally, it might be interesting
to analyze the impact of considering different observations of the same iteration in the
learning of a VFA algorithm.
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Abstract Intermodal rail/road transportation combines advantages of both modes of
transport and is often seen as an effective approach for reducing the environmental im-
pact of freight transportation. This is because it is often expected that rail transportation
emits less greenhouse gases than road transportation. However, the actual emissions of
both modes of transport depend on various factors like vehicle type, traction type, fuel
emission factors, payload utilization, slope profile or traffic conditions. Still, comprehen-
sive experimental results for estimating emission rates from heavy and voluminous goods
in large-scale transportation systems are hardly available so far. This study describes
an intermodal rail/road network model that covers the majority of European countries.
Using this network model, we estimate emission rates with a mesoscopic model within
and between the considered countries by conducting a large scale simulation of road-only
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transports and intermodal transports. We show that there are high variations of emission
rates for both road-only transportation and intermodal rail/road transportation over the
different transport relations in Europe. We found that intermodal routing is more eco-
friendly than road-only routing for more than 90% of the simulated shipments. Again,
this value varies strongly among country pairs.

Keywords Emission Rates, European Rail/Road Network, Intermodal Transportation,
Simulation, Mesoscopic Model

2.1 Introduction

In 2015, a total of 4,452 million tons of anthropogenic CO2 equivalent greenhouse gases
were emitted in the European Union (EU), see Eurostat (2018b). Around 20% of these
emissions resulted from transportation (Eurostat; 2018b), where road transportation is
the dominant mode in the freight sector. For example, 75.3% of the total inland freight
ton-kilometers (ton-km) in the EU were transported by truck, 18.3% by train and 6.4%
by inland waterways in 2015 (Eurostat; 2018a). Recent research and political initiatives
that seek for a reduction of the human-made environmental impact therefore also focus
on emissions from transportation, see e.g. McKinnon et al. (2012), Psaraftis and Konto-
vas (2016), or DIN EN 16258 (2012). The amount of greenhouse gases (GHG) emitted
per ton-km are used as a typical measure for the environmental impact of freight trans-
portation. Although greenhouse gases subsume various substances like carbon dioxide,
methane, nitrous oxide, hydrofluorocarbons, perfluorocarbons and sulphur hexafluoride,
their global warming potential can be expressed as carbon dioxide equivalents (CO2e)
and, therefore, the amount of CO2e per ton-km is considered a valid indicator of the envi-
ronmental performance of freight transportation. Shifting freight from road to rail is often
seen as an effective option to improve this measure (e.g. Dekker et al.; 2012, McKinnon
et al.; 2012). Thereby, an objective comparison of transport options requires to consider
well-to-wheel emissions that include not just the actual emissions of the transport op-
eration (so called tank-to-wheel emissions) but also the emissions caused by producing
and providing the fuel or energy to the vehicle (so called well-to-tank emissions), see
Hoffrichter et al. (2012), Moro and Lonza (2018).

Research in the field of environmental transportation focusses on the development
of eco-oriented routing and transport flow models (e.g. Bauer et al.; 2010; Behnke and
Kirschstein; 2017; Bektaş and Laporte; 2011; Ehmke et al.; 2016; Rudi et al.; 2016). Such
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studies usually consider emission rates obtained from emission estimation models or they
use aggregated empirical rates reported in the literature. Experimental results in such
papers typically refer to artificial networks or to relatively small real networks that cover
a specific region. A comprehensive overview of emission rates that are observed in large-
scale transportation systems like the European rail/road system is not provided by these
studies. With our paper, we fill this gap and provide a systematic and broad overview of
emission rates from intermodal rail/road and road-only transportation in Europe. More
precisely, we analyze intra- and inter-country freight shipments for 27 European countries.
We conduct a comprehensive simulation study that respects country specific attributes
like the electrification and density of the rail network and geographical characteristics. To
this end, we (i) collect data of an intermodal rail network across the considered countries,
based on the corridors from the Trans-European Transport Network policy (TEN-T), see
European Commission (2018), (ii) adapt a suitable emission estimation model for rail
and road transportation and (iii) present results from an extensive simulation study that
covers numerous experimental settings. We focus on relatively large shipments of several
truck loads of heavy and voluminous goods, as these are candidates for rail transportation.
Next to the differentiation between heavy and voluminous goods, we analyze the impact
of further vehicle characteristics, shipment characteristics, and route characteristics such
as traction type, electric emission factors, cargo size, gradient or traffic conditions. To
estimate emissions, we adapt the mesoscopic model from Kirschstein and Meisel (2015).
This model can capture both road and rail transportation and allows us to test the
relevance of the previously mentioned parameters for the European transport system. We
also contribute to the improvement of this estimation model by presenting an alternative
way of approximating the gradient of a route. With these contributions, we present a
broad and holistic overview of intermodal rail/road emission rates for European countries.
The results of this study can be used to further facilitate research in areas where emission
rates serve as an input to environmentally oriented decision problems, such as location
planning or routing problems. They might also be used for companies to benchmark their
environmental performance. In addition, the derived model of the European rail and road
network can be used for follow-up research in the field of intermodal transportation.

The paper is organized as follows. Section 2.2 formally describes the intermodal
rail/road network and the used data. Section 2.3 briefly reviews literature on emission
estimation models and provides details about the mesoscopic estimation model. Sec-
tion 2.4 describes the simulation settings and Section 2.5 presents the obtained results.
Section 2.6 concludes this paper. The paper is supplemented by an extensive appendix
that provides look-up tables for emission rates of road, rail and intermodal rail/road

19



Chapter 2. Simulation of Emission Rates in Europe

transportation for all country combinations and simulation settings considered in this
study.

2.2 Modelling the European Rail/Road Network

2.2.1 Multilayer Network Structure for Intermodal Transportation

Intermodal networks can be formally modelled as multilayer networks (e.g. Southworth
and Peterson; 2000). An example of such network models is the Geospatial Intermodal
Freight Transportation (GIFT) model for the United States that is also implemented as
a web-tool (WebGIFT; 2018). This model covers various modes (rail, road, water) and
enables the exploration of tradeoffs between cost, time and environmental measures. A
description of the model and case studies can be found in Hawker et al. (2010), Winebrake
et al. (2008) and Comer et al. (2010). For our study, we define here a rail/road network
G(N , E), where nodes N = N rail∪N trans∪N road∪N cust and edges E ⊂ N×N form four
interconnected layers with subgraphs Grail,Gtrans,Groad and Gcust, see Figure 2.1. Nodes
on these four layers are: (i) customer nodes N cust that are origins and destinations of
shipments, (ii) nodes N road that belong to the road layer, (iii) nodes N trans that enable
freight transshipment between the road and rail mode, and (iv) nodes N rail that belong
to the rail layer.

The railway network Grail(N rail, Erail) within the uppermost layer is an incomplete
network described by nodes N rail (nodes 19 to 25 in the example) and edge set Erail ⊂
N rail × N rail. The transshipment network Gtrans(N trans, E trans) represents the op-
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Figure 2.1: Exemplary routings through an intermodal multilayer network.
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erational transshipment processes and consists of nodes N trans (nodes 17 and 18 in
the example) and an empty set E trans = ∅ as there are no edges between transship-
ment nodes. The road network Groad(N road, Eroad) is an incomplete network described
by nodes N road (nodes 7 to 16 in the example) and edge set Eroad ⊂ N road × N road.
The bottom layer states the customer network Gcust(N cust, Eroad) and consists of all
customer nodes N cust (nodes 1 to 6 in the example) and an empty set Eroad as cus-
tomers are only connected with each other via the road network. The additional cross-
layer edge sets E trans−rail ⊂ N rail × N trans , E trans−road ⊂ N trans × N road and
Ecust−road ⊂ N cust × N road connect subgraphs Grail,Gtrans,Groad and Gcust. Railway
nodes that qualify for transshipment to the road mode (nodes 19 and 23 in the example)
are linked via dedicated transshipment nodes (nodes 17 and 18 in the example) to ded-
icated road nodes (nodes 9 and 16 in the example). Note that each node in N rail and
N road is linked to at most one node in N trans and that each node in N cust is linked to
exactly one node in N road.

We denote by (i, j) ∈ E the edge that connects node i ∈ N and node j ∈ N .
We consider asymmetric edge weights because edge characteristics (like gradient iα and
distance d introduced later in Section 2.3) might differ between edges (i, j) ∈ E and
(j, i) ∈ E in a real-world infrastructure network. Eventually, shipments from an origin
i ∈ N cust to a destination j ∈ N cust may use a road-only routing (Figure 2.1a) or an
intermodal routing (Figure 2.1b). The road-only routing uses merely the two bottom
layers whereas the intermodal routing uses all four layers. In other words, we assume
that customers do not have direct access to the rail network, although this could be
included in the model without difficulty.

2.2.2 Network Data for the European Rail and Road Network

We instantiate the theoretical network model from Section 2.2.1 to represent the rail/road
network of the current EU member states, excluding the island states Cyprus, Ireland
and Malta but including the non-EU member states Norway and Switzerland.

The railway network Grail orients along the core corridors of the TEN-T policy. The
use of TEN-T core corridors comes for several reasons: (i) the corridors define all rel-
evant infrastructural elements, (ii) they also define rail line specific restrictions (e.g. a
lack of electrification) and (iii) it can be assumed that all core corridors are relevant
for intermodal freight transportation. The set of railway nodes N rail is derived from
respective terminals in the TENtec Interactive Map (2018). All these nodes qualify for
rail/road transshipment. TEN-T contains at most one terminal for most of the cities.
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For cities with more than one terminal, we included only the most central one in our net-
work. This results for example in 14 transshipments nodes for Spain and 4 transshipment
nodes for Austria, see Table 2.1. Concerning railway edges Erail, we only consider exist-
ing tracks as derived from Raildar (2018). We supplement the rail network by auxiliary
nodes that split some of the edges into two or more parts. This is to represent different
edge characteristics, such as traction type or country borders. To increase the network
connectivity, we include the projected ‘Tallinn-Helsinki Tunnel’ between Helsinki (Fin-
land) and Tallinn (Estonia), the planned ‘Fehmarn Belt Tunnel’ between Puttgarden
(Germany) and Rødby (Denmark), the train ferry that connects Sicily with mainland
Italy and the train ferry that connects Rostock (Germany) with Trelleborg (Sweden),

Table 2.1: Descriptive network data for 27 European countries.

country transshipment rail line emission customer
country code nodes electrified not electrified coefficient nodes

[-] [-] [km] [km] [gCO2e/kWh] [-]

Austria AUT 4 1,103 66 322 226
Belgium BEL 7 838 0 261 83
Bulgaria BGR 4 1,114 0 618 297
Croatia HRV 2 378 0 487 153
Czech
Republic

CZE 6 1,216 75 657 212

Denmark DNK 2 343 121 364 116
Estonia EST 1 56 216 878 116
Finland FIN 5 520 0 207 384
France FRA 16 4,513 0 100 1,500
Germany DEU 26 5,176 524 599 956
Greece GRC 2 435 408 732 353
Hungary HUN 2 1,276 0 383 248
Italy ITA 22 3,919 0 413 806
Latvia LVA 2 45 374 1,110 170
Lithuania LTU 3 95 493 370 172
Luxembourg LUX 1 40 0 508 7
Netherlands NLD 9 585 0 555 92
Norway NOR 1 169 0 9 528
Poland POL 9 3,686 100 937 839
Portugal PRT 5 1,064 0 372 251
Romania ROU 9 1,494 112 449 630
Slovakia SVK 2 663 0 412 132
Slovenia SVN 2 397 109 309 55
Spain ESP 14 3,911 1,349 321 1,370
Sweden SWE 5 1,374 0 45 661
Switzerland CHE 1 509 0 29 108
United
Kingdom

GBR 9 1,227 494 593 663

∑
171 36,147 4,439 11,128

22



Chapter 2. Simulation of Emission Rates in Europe

(a) European railway network (b) customer nodes

Figure 2.2: Railway network and customer nodes.

see European Parliament (2017), European Commission (2015), BluFerries (2018) and
StenaLine (2018). The traction type of the locomotive on each railway track (either
diesel or electric) is derived from information of the TEN-T Compliance Maps (2014).
In total, Grail includes 40,586 kilometers of rail tracks, of which 36,147 kilometers are
electrified (89%) and 4,439 kilometers are not electrified (11%) and operated with diesel
locomotives, see Table 2.1. Figure 2.2a illustrates this railway network.

The road network Groad is derived from the Open Street Map (2018), as provided
by Geofabrik (2018). The road network consists of all roads of the type ‘motorway’,
‘trunk’, ‘primary’, ‘secondary’, ‘tertiary’, and ‘service’. To improve the connectivity,
we include heavy-good vehicle ferries, for example between Calais (France) and Dover
(United Kingdom) as well as between Helsinki (Finland) and Stockholm (Sweden).

2.3 Emission Estimation for Road and Rail Transportation

2.3.1 Literature Review

Numerous papers have investigated the environmental impact of transport activities and
reported emission rates for various transport scenarios. Table 2.2 shows a selection of
emission rates mentioned in the literature. Clearly, these values are valid only for the
particular context considered in the respective study. In addition, some of the studies
focus on carbon dioxide only and ignore other greenhouse gases and some of the studies
look at well-to-wheel emissions whereas others consider tank-to-wheel emissions only.
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Table 2.2: Some emission rates per ton-km for road, rail and intermodal transportation.

emissions
source value unit context

road
de Miranda Pinto et al. (2017) 115 gCO2 case study for paper transportation in Brazil
Craig et al. (2013) 78 gCO2 North America, varies between 55 and 106

gCO2/ton-km
DEFRA (2017) 77 gCO2e HGV (> 33 t) in the UK, 50% load
NTM (2017b) 72 gCO2e EU average for a 34-40 t truck with trailer,

50% load
Winebrake et al. (2008) 48 gCO2 case study for the USA (13 t/TEU)
MMEEC (2018) 40 gCO2 generic truck with two TEU containers (13

t/TEU)

rail
DEFRA (2017) 34 gCO2e freight train in the UK
NTM (2017a) 23 gCO2e EU average for diesel and electric locomotives
MMEEC (2018) 15 gCO2 generic line haul locomotive with 100 well

cars (13 t/TEU)
Winebrake et al. (2008) 10 gCO2 case study for the USA (13 t/TEU)

intermodal (rail/road)
Craig et al. (2013) 42 gCO2 North America, varies between 18 and 138

gCO2/ton-km
de Miranda Pinto et al. (2017) 18 gCO2 case study for paper transportation in Brazil

Therefore, the obtained emission rates might be taken up by other studies that demand
emission rates as an input (for example to do eco-oriented transportation planning) but
the comparability and explanatory power of the results is then limited. Therefore, it
seems reasonable to provide a holistic overview of emission rates that covers a large scale
transport system like the European rail/road network.

Generally, emissions caused by a particular transport activity can be computed us-
ing emission estimation models. In the literature, numerous models have been proposed
that differ in the used data sources and the level of detail of the estimation. Psaraftis
and Kontovas (2016) differentiate between top-down (or fuel-based) and bottom-up (or
activity-based) methods. Top-down methods use the actual fuel consumption or estimate
the fuel consumption of an already conducted transport. Emission factors for the respec-
tive fuel type are then used to quantify the GHG emissions. In contrast, bottom-up
methods exploit relevant parameters of the transport activity (used vehicle type, dis-
tance, etc.) and estimate emissions with the help of look-up values. Another way to
classify emission models is to differentiate between microscopic and macroscopic models
(Scora and Barth; n.d.). Microscopic models estimate emissions as precisely as possible

24



Chapter 2. Simulation of Emission Rates in Europe

by considering detailed physics of the moving vehicle, such as air resistance and rolling
resistance. Macroscopic models are less precise and use, similar to bottom-up methods,
empirical data to estimate emissions. Macroscopic models usually combine trip specific
information, such as road profile and average speed, with vehicle specific information,
such as tare weight and fuel type.

A large number of emission estimation models is designed either for road or for rail
freight transportation. An overview of models for road transportation is provided by
Demir et al. (2011). A popular model in this field is the Comprehensive Modal Emissions
Model (CMEM) from Scora and Barth (n.d.). A popular model for rail transportation
is the ARTEMIS (Assessment and Reliability of Transport Emission Models and Inven-
tory Systems) model from Lindgreen and Sorenson (2005b). Both models follow the
microscopic idea and derive emissions from a very detailed estimation of fuel or energy
demands. Emission estimation models that cover both road and rail transportation of-
ten follow a macroscopic approach. The EcoTransIT World Initiative (2016) developed
the EcoTransIT model that covers all major transportation modes (road, rail, water,
air). Another macroscopic model for road and rail is the MEET (Methodologies for Es-
timating Air Pollutant Emissions from Transport) model from Hickman et al. (1999).
The authors derive emission functions and parameters from real-world experiments for
various vehicle types. Kirschstein and Meisel (2015) propose a mesoscopic model for
road and rail transportation that combines the most relevant factors from microscopic
models with empirical data from macroscopic models. The authors follow the physical
base model from Ross (1997), which derives the required energy from factors like speed,
weight, grade or acceleration. The relevance of these factors has been discussed in several
other studies, such as Hickman et al. (1999) or Stead (1999). From the energy demand,
the mesoscopic model deducts the amount of emitted greenhouse gases through emis-
sion factors. This procedure is similar to other emission estimation models, such as the
model from DeLuchi (1991) or the GREET model from Wang (1999). Like Hickman
et al. (1999) and others, the mesoscopic model supports trip specific acceleration profiles
and thus allows for a consideration of various traffic conditions, like urban traffic and
highway traffic. Kirschstein and Meisel (2015) show that this differentiation can have
a significant impact on emission rates. Like all other models that cover road and rail,
also the mesoscopic model can be used for an environmental assessment of intermodal
rail/road transports. For the purpose of our study, the mesoscopic model describes a
good trade-off between the required input data and the accuracy of estimated emissions.
The next two subsections describe the methodology of the mesoscopic model for road
transportation and for rail transportation.
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2.3.2 Estimating Emissions from Road Transportation

The mesoscopic model derives emissions for road transportation by estimating the fuel
demand of a transport operation. Equation (2.1) represents the main formula for com-
puting GHG emissions and Table 2.3 shows the adopted notation. The formula first
estimates the energy demand Wtruck for moving the truck, taking into account the dis-
tance d of a considered trip, the gradient i of the route, the total weight m (including
payload mpayload and tare weight mtare), the average number of acceleration processes
per kilometer nacc and the average speed v of the expected traffic conditions. For details
of the corresponding computation, we refer to Kirschstein and Meisel (2015).

GHGtruck =

(
Wtruck(d, i,m, n

acc, v) · r
full − ridle

εt(v) · pvehicle
+ ridle · d

v

)
· k (2.1)

Formula (2.1) weights Wtruck to convert the energy demand into a fuel demand by
taking into account the transmission efficiency of the truck εt(v), which depends on the
average speed v, the maximal power of the engine pvehicle and the fuel consumption rate

Table 2.3: Notation of the mesoscopic model for road transportation.

notation value unit description

trip specific
Wtruck

∗ kWh required energy to move the truck
d ∗ km distance
i ∗ % gradient
m ∗ t total weight
mpayload ∗ t payload
nacc ∗ - average number of accelerations per km
v ∗ km/h average speed

truck and fuel type specific
mtare 14 t tare weight of the truck
εt(v) ~0.88 - transmission efficiency
pvehicle 300 kW maximal power of the engine
ridle 3 l/h fuel consumption rate if truck is idle
rfull 68.7 l/h fuel consumption rate if truck is at full power
A 9 m2 front surface area of the truck
cair 0.6 - air resistance coefficient
croll 0.006 - rolling resistance coefficient
p 0.0811 l/kWh well-to-wheel energy coefficient (diesel)
k 3.15 kgCO2e/l well-to-wheel emission coefficient (diesel)

∗ computed from other parameters or varied in the simulation
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if the truck is idle ridle or at full power rfull. The calculation requires further truck and
fuel type specific parameters, namely the front surface A of the truck, the air resistance
coefficient cair, the rolling resistance coefficient croll and the energy coefficient p for
diesel fuel. Corresponding values are also listed in Table 2.3. All values belong to a 40
t diesel truck, which is the vehicle type considered for road transportation throughout
our study. Eventually, Formula (2.1) multiplies the fuel demand with a well-to-wheel
emission coefficient k to convert the amount of diesel into an amount of CO2e.

One of the parameters that needs to be provided to the mesoscopic model is the
gradient i of the route. This gradient is then used to calculate the power to overcome
the difference in altitude, which becomes part of the total energy to move the truck
Wtruck. For a path that connects some origin location with some destination location, an
intuitive way to calculate this gradient i is to compare the altitude of the origin with the
altitude of the destination. However, this approach can result in the same gradient value
for two paths with very different slope profiles, see Figure 2.3. The path from A to B in
Figure 2.3a goes through a hilly terrain with partially steep gradients whereas the path
from C to D in Figure 2.3b goes through a terrain with a modest but constant gradient.
Since the altitude of origins A and C, the altitude of destinations B and D and the
distance d = 50 km are identical, the simple origin-destination altitude difference leads
to the same gradient for both routes and, thus, presumes an identical energy demand
for both routes. To resolve this issue, we introduce the concept of the adjusted gradient
iα, where we differentiate between positive and negative slopes. For this, we split the
path, which is of total distance d, into n equally sized segments. We refer to the ith

segment as zi and denote by alt(z1
i ) the altitude of the starting point of segment zi and

by alt(z2
i ) the altitude of the ending point of segment zi. Furthermore, we compute

by uzi = max{alt(z2
i ) − alt(z1

i ), 0} the positive altitude difference in segment zi and
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Figure 2.3: Two routes with different slope profiles.
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by vzi = max{alt(z1
i ) − alt(z2

i ), 0} the negative altitude difference in segment zi. The
calculation of the adjusted gradient iα is shown in Formula (2.2) where 0 ≤ α ≤ 1 is a
preset weight.

iα =
1

d
·
∑
zi

(uzi − α · vzi) (2.2)

The idea behind iα is to fully account for positive slopes (uzi) and to (partially)
subtract negative slopes (vzi). Note that negative slopes reduce the energy required
to overcome other physical forces, such as rolling resistance or air resistance, and thus
reduces the total energy demand (Ross; 1997). In addition, new technologies enable
energy recoveries from negative slopes, such as the deceleration energy of trains. However,
the original gradient i assumes that energy from negative slopes can be recovered totally.
This might even lead to situations where energy recovered from negative slopes exceeds
all other energy demands and results in a negative overall energy demand, which is
definitely unrealistic. With the introduction of α we can control to what extent this
energy is recovered. In case α = 0 only positive slopes are considered for the calculation
of the adjusted gradient and downhill segments are treated like segments with flat terrain.
In other words, α = 0 means that no energy is recovered from negative slopes at all.
With a value of α > 0 energy from negative slopes is partially recovered. The extreme
case of α = 1 represents a full recovery of energy from negative slopes, identical to the
original gradient i. In Table 2.4 we show iα for the examples from Figure 2.3 and for
α ∈ [0, 0.2, . . . , 1]. The adjusted gradient in Figure 2.3a increases with lower values of α,
because the negative slopes are gradually ignored. For the reversed path that goes from
B to A this leads to a change in the sign of iα. In Figure 2.3b, no segment of the path
going from C to D has a negative altitude difference (vzi = 0, ∀ i = 1, . . . , n), which
makes iα independent of the value of α. Respectively, for the reversed path that goes
from D to C, all segments have a negative altitude difference (vzi > 0, ∀ i = 1, . . . , n)
and iα decreases with higher values of α.

Table 2.4: Adjusted gradients iα (in %) for the paths from Figure 2.3.

Figure 2.3a Figure 2.3b

α A → B B → A C → D D → C

0.0 1.10 0.60 0.50 0.00
0.2 0.98 0.38 0.50 -0.10
0.4 0.86 0.16 0.50 -0.20
0.6 0.74 -0.06 0.50 -0.30
0.8 0.62 -0.28 0.50 -0.40
1.0 0.50 -0.50 0.50 -0.50
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2.3.3 Estimating Emissions from Rail Transportation

For rail freight transportation, the mesoscopic model differentiates between diesel and
electric trains. Still, the main idea for both types of power supply is to estimate the energy
demand Wtrain for moving the train and, then, either directly derive the emissions from
this amount of energy (electric train) or use an energy coefficient p to first convert the
energy demand into a fuel demand (diesel train). Formula (2.3) shows the calculation that
is common for both types of power supply. Table 2.5 lists the corresponding notation.

GHGtrain =
Wtrain(d, i,m, ncar, nacc, v)

ε
· p · k (2.3)

The energy demand Wtrain is computed from distance d, gradient i, total weight m,
number of rail cars ncar, number of accelerations per kilometer nacc and average speed
v. Here d, i, nacc and v are defined identical to the road model. In contrast, m depends

Table 2.5: Notation of the mesoscopic model for rail transportation.

notation value unit description

trip specific
Wtrain

∗ kWh required energy to move the train
d ∗ km distance
i ∗ % gradient
m ∗ t total weight
mpayload ∗ t payload
ncar ∗ - number of cars per train
nacc ∗ - average number of accelerations per km
v ∗ km/h average speed

train type specific
mcar 17.7 t tare weight of a car
mloc 123 t tare weight of the locomotive
ε ∗ - efficiency of the locomotive
p ∗ l/kWh energy coefficient
k ∗ ∗ well-to-wheel emission coefficient
A 10 m2 front surface area of the train
caircar 0.218 - air resistance car (3 transport units per car)
cairloc 1.1 - air resistance locomotive
crollaux1 0.0005 - rolling resistance (auxiliary 1)
crollaux2 0.0006 - rolling resistance (auxiliary 2)
crollcar 0.0006 - rolling resistance car
crollloc 0.004 - rolling resistance locomotive

∗ computed from other parameters or varied in the simulation
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on the payload mpayload, the number of rail cars ncar required for carrying this load, the
tare weight per car mcar and the tare weight of the locomotive mloc. The transmission
efficiency of the locomotive ε, the energy coefficient p and the emission coefficient k
depend on the type of power supply. For diesel trains, ε is set to 0.38, p is set to 0.0811

l/kWh and k is set to 3.15 kgCO2e/l. For electric trains, ε is set to 0.65 and p is set
to 1 (as it actually plays no role for electric trains). The emission coefficient k used by
the electric train is measured in kgCO2e/kWh and depends on the energy mix of the
country within which the train operates. The calculation of Wtrain requires further train
type specific parameters, which are listed in Table 2.5 but not described here in further
detail. All mentioned values are for a train with a 6-axle locomotive, carrying a varying
number of 19.64 m long four-axle ‘Sgis’ cars (Kirschstein and Meisel; 2015, Lindgreen
and Sorenson; 2005a,b). These cars can carry at most three 20-foot containers or a total
of 62 tons.

2.4 Simulation Settings

Our simulation study aims at estimating emission rates for shipments within and between
the considered European countries. Section 2.4.1 describes the creation of shipments and
their routing in the network. Section 2.4.2 describes the specification of trip specific
parameters for the mesoscopic model and derives an appropriate number of shipments to
simulate per country pair. Finally, Section 2.4.3 describes different configurations that
are later explored by experiments in Section 2.5.

2.4.1 Generation of Shipments and Routing

We generate shipments within and between 27 European countries. We denote by C the
set of these countries. Given a country pair (c1, c2), with c1 ∈ C and c2 ∈ C, we generate a
set of shipments Sc1,c2 for this transport relation. In case of c1 = c2 these shipments have
their origin and destination in the same country whereas in case of c1 6= c2 shipments
have their origin and destination in different countries.

Each shipment s ∈ Sc1,c2 is defined by its payload ls (in tons), its origin location os
and its destination location ds. For the payload ls, we first draw a random shipment
size ts ∈ [6, 7, . . . , 24] of transport units (TU). Each such unit corresponds to a 20-ft
equivalent container unit or a similar load device. Accordingly, the lowest shipment size
of 6 transport units refers to 3 full truck loads or 2 full rail cars whereas the largest
shipment size of 24 transport units refers to 12 full trucks or 8 full rail cars. We then

30



Chapter 2. Simulation of Emission Rates in Europe

assume a gross weight of 11 t per transport unit for heavy goods and 6 t per transport
unit for voluminous goods, which leads to the payload ls of shipment s. For the origin
os and the destination ds, we first preprocess a set of candidate customer node N cust

i

per country i ∈ C, with N cust =
⋃
i∈C N cust

i . Node locations are drawn uniformly from
latitude/longitude values that belong to the country, where we exclude locations that
are not connected to the road network Groad (for example small islands). The number
of candidate locations per country is proportional to the land area of this country. For
France, which is the largest country in C, we draw 1,500 random locations. For each other
country, the number of candidate locations derives from its land area in comparison to
France. For example, the land area of Latvia is 11.3% of the area of France and we thus
generate 170 customer nodes in Latvia. We exclude locations with a latitude north of 63◦

North, as these are sparsely populated areas in Norway, Sweden or Finland. Figure 2.2b
illustrates the nodes N cust and Table 2.1 shows the number of customer nodes |N cust

i |
per country. For a particular shipment s ∈ Sc1,c2 , we draw the origin os from set N cust

c1

and the destination ds from set N cust
c2 .

For each shipment s ∈ Sc1,c2 , we compare two possible routings: road-only (RO) and
intermodal (IM). For RO, shipment s goes from os to ds solely through the road network
Groad. For IM, shipment s goes from os to a transshipment node hos ∈ N trans in the origin
area via Groad, uses the rail network Grail for rail transportation to a transshipment node
hds ∈ N trans in the destination area and finally goes from hds to ds via Groad. We select
hos as the closest transshipment node to os and hds as the closest transshipment node to
ds, where hos is not necessarily within the same country as os and hds is not necessarily
within the same country as ds. The IM routing of shipment s is therefore os → hos

via road, hos → hds via rail and hds → ds via road. For short distance shipments, this
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might lead to a selection of the same transshipment node hos = hds . In this case, the
routing does actually not involve a rail transportation and we merely consider road-only
transportation for such shipments. Figure 2.4 shows the RO and the IM routing for an
exemplary shipment from Portugal to France. In the figure, the solid lines present the
pre- and post-haulage os → hos and hds → ds in the road mode, the two parallel solid lines
represent the rail transportation hos → hds and the dashed line corresponds to the direct
road transportation os → ds.

2.4.2 Specification of Emission Model Parameters

We now specify the trip specific parameters distance d, gradient i, payload mpayload,
number of rail cars ncar, average number of acceleration processes per kilometer nacc and
average speed v for a shipment s. We suppress here the shipment subscript s for reasons
of readability. Furthermore, we specify the emission coefficient k for electric trains and
derive an appropriate number of shipments to simulate for each pair of countries.

Distances d in the road-only mode and in the pre- and post-haulage of intermodal
routings refer to the fastest routes in the road network Groad and are calculated with the
Open Source Routing Machine (Luxen and Vetter; 2011). Distances d in the rail part
of an intermodal routing refer to the shortest routes in the rail network Grail and are
calculated with Raildar (2018).

We approximate the gradients iα in Groad and Grail as follows. We consider the
straight-line distance dos,ds from os to ds and split this into segments of 10 kilometers
each. We use Open Elevation (2018) to obtain the altitude for each segment’s start and
end point. The gradient is then calculated from the slopes of all segments as described
in Section 2.3.2.

For rail transportation, we assume a maximal total length of 740 meter per train
(European Parliament and Council; 2013), which limits the number of cars per train to
36. For the calculation of the actual number of cars ncar and the payload mpayload, we
assume a basic load of 24 cars, each holding 3 transport units à 9 ton. This load expresses
a default train utilization rate of 67% w.r.t. the number of allowed cars per train. This
rate is later varied in the experimental study. On top of that comes the shipment load
ls, which makes up the total payload of the train. The total emissions of the train on a
specific edge are equally distributed over all cargo units in mpayload.

Kirschstein and Meisel (2015) showed that also the average number of acceleration
processes per kilometer nacc and the average speed v have a high influence on transport
related emissions. We therefore use two settings for these values: one for congested traffic
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Table 2.6: Traffic conditions for road and rail transportation.

road rail

congested free-flowing congested free-flowing

average speed v [km/h] 40 80 70 80
average accelerations nacc [per km] 2.5 0.12 0.1 0.01

conditions and one for free-flowing traffic conditions, see Table 2.6. The parameter values
for road transportation are based on real-world European driving cycles of high powered
cars (André et al.; 2006). For rail transportation, the average speed is based on real-
world driving cycles of freight trains in Denmark (Lindgreen and Sorenson; 2005b). The
average number of acceleration processes is set to 1 per 100 km for free-flowing traffic
conditions and to 1 per 10 km for congested traffic conditions. Note that the average
travel speed for rail transportation is rather high for congested traffic conditions. This
reflects the freight trains’ stop-and-go behavior, which is characterized by an acceleration
to full speed between the stops.

For the well-to-wheel emission coefficient k for electric trains on edges Erail that
belong to country ci ∈ C, we use the energy mix of this particular country as reported
in Moro and Lonza (2018), see Table 2.1. Finally, if ferry transportation is part of the
routing, we use an emission rate of 51.35 gCO2e/ton-km for this leg, see DEFRA (2017).

Having discussed the generation and routing of shipments, as well as the emission
model parameters, we can now identify the number of shipments that needs to be simu-
lated for a country pair (c1, c2) to obtain a valid estimate of the average emission rate.
We derive this number from an analysis of the convergence index (Jung et al.; 2004).
The convergence index compares the deviation between the average rate observed after
n ∈ [1, 2, . . . , N ] simulated shipments with the average rate observed after simulating a
total of N shipments. For this purpose, we simulate N = 2000 heavy goods shipments
for country pairs (POL,PRT) and (FRA,FRA). For the first country pair, we expect
similar routings for major parts of the journey and thus low variations in the rates. For
the second country pair, we expect a high share of pre- and post carriages of variable
length and thus higher variations in the rates. Figure 2.5 illustrates the observed con-
vergence of emission rates. The rates are higher for road only transportation than for
intermodal transportation but converge in both cases quickly to the final rate observed
after N = 2000 simulated shipments. For example, the intermodal emission rates for
shipments within France are 20.06 gCO2e/ton-km after simulating 500 shipments and
20.13 gCO2e/ton-km after simulating 2000 shipments. For shipments between Poland

33



Chapter 2. Simulation of Emission Rates in Europe

Export Seite 2

0

10

20

30

40

50

60

70

0 250 500 750 1000 1250 1500 1750 2000

em
is

si
o

n
 r

at
e 

[g
C

O
2
e/

to
n

-k
m

]

number of shipments [-]

(POL, PRT) (FRA, FRA)

road-only

intermodal

Figure 2.5: Convergence of emission rates for country pairs (POL,PRT) and (FRA,FRA).

and Portugal the rate is 16.64 gCO2e/ton-km after 500 shipments and 16.62 gCO2e/ton-
km after 2000 shipments. From this analysis, we deduct that 500 shipments produce
valid average emission rates and, therefore, we simulate |Sc1,c2 | = 500 shipments for each
country pair (c1, c2).

2.4.3 Definition of Simulation Configurations

We conduct our simulation study to calculate average emission rates for various relevant
transport situations. We consider varied parameters for shipments (cargo type, size),
varied parameters for the emission model (traffic conditions, gradient calculation) and
miscellaneous settings of additional parameters (train utilization rates, empty return
trips, a green power scenario and emissions from transshipment operations). Table 2.7
provides an overview of all simulation settings. The default setting, configuration I,
estimates emission rates with random shipment sizes between 6 and 24 transport units
(TU), free-flowing traffic conditions, a value of α = 0.5 for computing the adjusted
gradient, a train utilization rate of 67%, no empty return trips, the country specific
electric power mixes, the current degree of rail line electrification and no emissions from
transshipment operations. Since we expect that the cargo weight has a major impact on
the emission rates, we differentiate the cargo type in this configuration and all following
configurations between heavy and voluminous goods.

In configuration II, we estimate emission rates with the assumption that all ship-
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Table 2.7: Configurations of simulation parameters.

configuration

I II III IV V VI VII VIII

shipment
cargo type∗ [-] h/v h/v h/v h/v h/v h/v h/v h/v
shipment size ts [TU] [6-24] [7,15,24] [6-24] [6-24] [6-24] [6-24] [6-24] [6-24]

emission model
congested traffic [%] 0 0 50 0 0 0 0 0
negative slopes α [-] 0.5 0.5 0.5 [0-1] 0.5 0.5 0.5 0.5

miscellaneous
train utilization [%] 67 67 67 67 [50,78] 67 67 67
empty return trips [-] no no no no no yes no no
power mix & electrification [-] as is as is as is as is as is as is green as is
transshipment [kgCO2e/TU] 0 0 0 0 0 0 0 [1-25]

∗ h: heavy, v: voluminous

ments have an identical size cs of either 7 or 15 or 24 transport units. Configuration
III analyses a setting where 50% of the distance in Groad and in Grail is traveled under
congested traffic conditions. Configuration IV looks at the impact of varying values for
the parameter α, which determines the consideration of negative slopes in the calculation
of the adjusted gradient iα. Configuration V elaborates the impact of a train utilization
rate of 50% and 78%, instead of the default 67%. Configuration VI includes empty
vehicle trips in Groad and Grail for the estimation of emissions from shipment s. With
configuration VII we simulate the hypothetical case of a fully electrified rail network in
Europe that is powered completely with ‘clean’ electricity. For this purpose, we apply
the emission coefficient k from Sweden, which is the lowest k among all the EU member
states, to the whole rail network. Finally, with configuration VIII, we consider emissions
from transshipment processes in Gtrans as it is a relevant issue in green intermodal trans-
portation (Dekker et al.; 2012; Marchant and Baker; 2012). Here, the amount of emitted
greenhouse gases reflects the total energy demand of the terminal operations, such as
crane liftings, warehousing or administrative actions, that is then allocated to single ter-
minal tasks, see Clausen et al. (2013), Geerlings and Van Duin (2011) and Miodrag et al.
(2016). In the study from Geerlings and Van Duin (2011), the authors estimate values
of 14 and 23 kgCO2 per container for two sea-rail transshipment terminals in the Port of
Rotterdam and elaborate that terminal layout is important for an accurate estimation.
An estimation of transshipment emissions for a 40-foot container in Clausen et al. (2013)
yields 6 kgCO2e for a transshipment from sea to land and 12 kgCO2e for a transshipment
between rail and road. Since rail-road freight terminals can differ substantially in their
layout, see Ballis and Golias (2002), we simulate in configuration VIII values between 1
and 25 kgCO2e per transport unit and per rail/road transshipment operation. With 27
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countries considered in our study, 500 shipments per country pair, and a differentiation
between heavy and voluminous goods, we simulate a total of 729,000 shipments for each
of the eight configurations.

2.5 Results

Our results comprise estimated well-to-wheel emission rates in gCO2e/ton-km for 729
country pairs. Emission rates reported for a country pair (c1, c2) are averages over the
shipments s ∈ Sc1,c2 . For the notation of the country pairs we use the country codes as
reported in Table 2.1. We discuss in the following the results of selected country pairs
only and refer to the Appendix A for a complete overview of all obtained results. A
comprehensive summary of the results is shown in Table 2.8. Details of the results for
configuration I and II are described in Section 2.5.1. Section 2.5.2 provides insights into
the mesoscopic emission estimation model, including results from configurations III and
IV. Finally, Section 2.5.3 presents results from configurations V, VI, VII and VIII.

2.5.1 General Findings

In this section, we look at the spread of emission rates for the 729 country pairs under
configuration I. We analyze emission rates from heavy and voluminous goods and we
compare rates from road-only routing with rates from intermodal routing. Furthermore,
we analyze the impact of the shipment size using configuration II.

A comparison of the emission rates across all country pairs shows that there is a
wide spread of emission rates. Figure 2.6 shows the relative frequency of emission rates
from heavy shipments (Figure 2.6a) and voluminous shipments (Figure 2.6b) over all 729
country pairs. In general, intermodal routing (black bars) leads to lower average rates
than road-only routing (grey bars), which confirms the advantage of rail transportation
with respect to eco-friendliness. This finding is in line with other studies like those in

Table 2.8: Aggregated results for simulation configurations I to VIII.

emission rates for heavy goods [gCO2e/ton-km] emission rates for voluminous goods [gCO2e/ton-km]

conf. road (RO) intermodal (IM) rail section IM-share∗ road (RO) intermodal (IM) rail section IM-share∗

I 56.8 23.8 18.1 92.7 86.7 29.2 19.4 94.9
II [55.5-60.7] [23.1-24.9] [17.6-18.7] [92.7-93.1] [84.3-93.6] [28.9-30.2] [19.3-19.4] [94.8-95.3]
III 64.8 25.7 19.0 93.5 95.6 31.2 20.2 95.2
IV [48.8-64.9] [17.7-30.0] [12.5-23.8] [89.6-94.6] [75.9-97.4] [22.5-36.0] [13.5-25.3] [93.8-95.7]
V 56.8 [23.6-24.3] [17.9-18.7] [92.3-92.8] 86.7 [28.8-30.1] [19.0-20.4] [94.7-95.0]
VI 92.6 32.3 21.9 94.7 152.2 44.7 26.4 95.7
VII 56.8 10.1 2.2 96.9 86.7 14.5 2.3 97.0
VIII 56.8 [23.8-26.6] 18.1 [89.1-92.7] 86.7 [29.2-34.4] 19.4 [91.7-94.9]

∗ intermodal share (IM-share) in %, see Section 2.5.1
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Figure 2.6: Relative frequency of emission rates.

Table 2.2. From our extensive simulation, we observe that emission rates from IM rout-
ings are on average 58% below rates from RO routings for heavy goods. For voluminous
goods this measure is 66%. Emission rates for IM routings of both heavy and voluminous
goods are mostly within a range of 15 to 45 gCO2e/ton-km. For RO routings, emissions
for heavy goods are mostly between 50 to 70 gCO2e/ton-km and for voluminous goods
between 80 to 100 gCO2e/ton-km. The distribution of RO emissions is positively skewed
at rates of about 50 for heavy shipments and about 80 gCO2e/ton-km for voluminous
shipments, see Figure 2.6. This is because the gradient of a route is a major driver of RO
emissions, where all country pairs with negligible altitude differences get close to these
lower bounds. In contrast, for IM shipments, many more relevant drivers exist (traction
type, power mix, etc.) which affects a more symmetric distribution of emission rates.

Figure 2.7 shows the average and extreme emission rates from RO and IM routings
of heavy goods under configuration I. The analysis shows that the extreme values for RO
routing result from geographical characteristics, such as mountains. Routes with high
emission rates pass the Alps, the highest mountain range in Europe, and routes with low
emission rates typically involve flat terrain, as is found in Denmark, the Netherlands,
Belgium, etc.. In contrast, extreme values from IM routing result from the character-
istics of a country’s rail system, such as the share of electrification or the used power
mix. High emissions are found for Greece, where just about half of the rail lines are
electrified in combination with an unfavorable emission coefficient (see Table 2.1) that
results from using lignite (brown coal) as a major source of energy (Public Power Cor-
poration S.A.; 2016). Low emissions are found for routes where substantial parts of the
rail transportation goes through France, such as (PRT,LUX) or (ESP,BEL), as most of
the rail network is electrified in combination with a low CO2e-emission coefficient (see
Table 2.1) that results from using nuclear power as a major source of energy (Réseau de
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Figure 2.7: Top 5 and bottom 5 emission rates for RO and IM heavy shipments.

Transport d’Électricité; 2017). The spread of emission rates for heavy RO transporta-
tion is between 48.0 and 89.8 gCO2e/ton-km with an average of 56.8 gCO2e/ton-km. For
heavy IM transportation, the spread is between 10.9 and 52.4 gCO2e/ton-km with an
average of 23.8 gCO2e/ton-km. These observations indicate that the use of a single av-
erage emission rate for a large area like Europe can lead to large errors in the estimation
of emissions for a particular transport relation or a particular shipment.

The emission rates from shipments with voluminous goods are higher than the emis-
sion rates from shipments with heavy goods, see Table 2.8. For example, the average
rate over all country pairs from RO routing is 56.8 gCO2e/ton-km for heavy goods and
86.7 gCO2e/ton-km for voluminous goods. For IM routing, the rate is 23.8 gCO2e/ton-
km for heavy goods and 29.2 gCO2e/ton-km for voluminous goods. This finding shows
that emission rates from road-only and intermodal routing are both sensitive to addi-
tional weight. This motivates presenting separate emission rates for heavy goods and for
voluminous goods in all considered simulation configurations. We furthermore observe
that the direction of a route can have an impact, i.e. that the results for country pair
(c1, c2) and country pair (c2, c1) are not necessarily identical. However, such differences
primarily exist for countries with significantly different average altitudes. For example,
emission rates of shipments originating in Switzerland are usually lower than emission
rates for shipments that go to Switzerland. This is hardly surprising as Switzerland is
the country in Europe with the highest average elevation above sea level.
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The comparison of emission rates per ton-km might lead to the conclusion that the
intermodal routing of a shipment causes a lower amount of greenhouse gases than a road-
only routing. However, this is too short sighted as the actual amount of emissions caused
by a shipment also depends on the transport distances in the road and the rail mode,
which can differ substantially in the RO and the IM routing. For the further analysis,
we define the intermodal-share IM-share as the rate of those shipments where the inter-
modal route emits a lower amount of greenhouse gases than the road-only route. The
average IM-share over all country pairs is 93% for heavy goods and 95% for voluminous
goods. Around 80% of all country pairs have an IM-share of 90% or higher. These high
values are because many shipments can use the rail mode for a substantial part of their
routing. Likewise, short RO distances and high shares of pre- and post-carriages by truck
characterize country pairs with low IM-shares. Examples are country pairs that include
Finland, Norway or Sweden because the sparse rail network in these countries requires
substantial pre- or post-carriages by truck. The IM-share is also low for country pairs
with low electrification of the rail network or with high emission coefficients. For exam-
ple, the IM-share for (GRC,BGR) is 48% for shipments with heavy goods and 79% for
shipments with voluminous goods. This is because only half of the rail lines in Greece are
electrified and both countries Greece and Bulgaria have a power mix with high emission
coefficients, see Table 2.1.

The size ts of a shipment s influences the number of trucks required, respectively
the number of rail cars in the IM routing. Figure 2.8 shows the average rates across all
country pairs for shipments with random sizes (configuration I) and fixed sizes of 7 or
15 or 24 transport units (configuration II). The results show that the shipment size has
only a small impact on the observed emission rates in RO routings. Since we consider
quite large shipments of multiple transport units in all experiments, road-only emissions
do not differ between even numbers of transport units and the only variance results from
shipments with an uneven number of transport units. In this case, the relative impact of
the emissions of the single half-filled truck depreciates with larger shipment size and the
average emission rates tend towards the emission rates with even numbers of transport
units. The impact of the shipment size is even lower in IM routings. The marginal
emissions of an additional transport unit are very low, which is because of the high tare
weight of trains and their substantial base utilization of 67%.
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Figure 2.8: Emission rates from fixed shipment sizes (grey bars) and random sizes (black
bars).

2.5.2 Emission Model Analysis

In this section, we look at the gradient of a route and the traffic conditions, which are two
of the drivers of energy demand in the mesoscopic emission model. To further facilitate
the understanding of transport related emissions, we analyze the composition of the total
energy demand W . According to Kirschstein and Meisel (2015), W composes of energy
to overcome air resistance, energy to overcome rolling resistance, energy to overcome
grade and energy to perform accelerations, following the same physical laws for trucks
and trains.

Figure 2.9 shows the relative contribution of each of these parts to the total energy
demand over all heavy goods shipments in configurations I and III. We see that the
energy to overcome air resistance and rolling resistance accounts for more than 50% of
the total energy demand, be it for trucks or for trains.

We observe that congested traffic has a stronger impact in RO routing than in IM
routing, which is because the power to perform accelerations is more relevant in the road
mode. The emission rates across all countries increase for RO routing by 14% (heavy)
and by 10% (voluminous) and for IM routing by 8% (heavy) and by 7% (voluminous)
when comparing free-flowing traffic and congested traffic, see Table 2.8. The impact of
congested traffic conditions on the IM-share is 0.9% (heavy) and 0.3% (voluminous). We
thus conclude that traffic conditions are important in estimating the height of emissions
for a specific transport relation but they hardly determine which routing (RO or IM) is
more eco-friendly.

40



Chapter 2. Simulation of Emission Rates in Europe

(a) road transportation

0%

20%

40%

60%

80%

100%

free-flowing traffic

(configuration I)

congested traffic

(configuration III)

air roll grade acceleration

(b) rail transportation

0%

20%

40%

60%

80%

100%

free-flowing traffic

(configuration I)

congested traffic

(configuration III)

air roll grade acceleration

Figure 2.9: Composition of the energy demand of heavy shipments.

With configuration IV, we look at the influence of considering energy from negative
slopes through the average adjusted gradient iα. For α = 0, the adjusted gradient
considers no energy from negative slopes at all. For α = 1, where all energy from
negative slopes is recovered, iα reflects the simple origin-destination altitude difference
and is identical to gradient i. For these extreme values, the average emission rate for
heavy shipments over all country pairs is 17.7 (α = 1) and 30.0 (α = 0) for IM routings
whereas it is 48.8 (α = 1) and 64.9 (α = 0) for RO routings. This supports the observation
from Figure 2.9 where the relative energy demand to overcome grade is higher for rail
transportation than for road transportation. Clearly, these results vary among country
pairs. Figure 2.10 shows individual rates for six exemplary country pairs where shipments
originate in the Netherlands with values of α being set to 0, 0.2, . . . 1. All country pairs
have a similar emission rate for the case α = 1, although their geographical characteristics
are quite different. Shipments to Denmark, Estonia and Poland do not pass significant
elevations, while shipments to Portugal, Bulgaria and Italy have to go through mountain
ranges. Emission rates that are calculated with α = 1 do not reflect these differences,
whereas for lower values of α we see a clear spread in the emission rates that reflects
these geographical characteristics. We thus conclude that the adjusted gradient iα can
better capture the characteristics of the diverse transport relations.

2.5.3 Further Configurations

This section looks at the impact of varying train utilization (configuration V), empty
returns trips (configuration VI), a fully electrified railway network (configuration VII) and
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Figure 2.10: Exemplary emission rates of heavy goods from configuration IV.

emissions from transshipment operations (configuration VIII). For these configurations,
we focus on discussing the aggregated results from Table 2.8. While configuration I
assumes a train utilization rate of 67%, configuration V addresses utilization rates of
50% and 78%. We observe that a higher train utilization rate, expressed through a larger
number of transport units and rail cars for the basic load, causes less marginal greenhouse
gases from shipment load ls and thus reduces the emission rate of shipment s. Likewise,
a lower train utilization rate allocates more greenhouse gases to s. However, the absolute
change is very low such that the average rate for heavy goods in IM routings varies
between 23.6 for a train utilization of 78% and 24.3 gCO2e/ton-km for a utilization of
50%. For voluminous goods the rate varies between 28.8 and 30.1 gCO2e/ton-km. Since
there is hardly any impact on the IM emission rate, there is also hardly any change on
the IM-share.

The European Norm DIN EN 16258 (2012) states that emissions from transportation
should also include vehicle operations from empty trips. Our results so far completely
ignored empty trips. With configuration VI, we now consider this and assume empty
vehicle return trips for all shipments. For this, we consider for a shipment s a corre-
sponding shipment s′ with os′ = ds and ds′ = os and load ls′ = 0. The IM routing for
the return trip s′ of shipment s is then ds to hds via road, hds to hos via rail and hos to os
via road. As expected, the consideration of empty return trips leads to a strong increase
in the average emission rates of the freight shipments. The rate across all country pairs
increases for RO routing by 63% (heavy) and by 75% (voluminous) and for IM routing
by 36% (heavy) and by 53% (voluminous), respectively. Despite of this, we only observe
a small increase in the IM-share by 2.0% (heavy) and 0.8% (voluminous), see Table 2.8.
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With configuration VII, we analyze the scenario of a fully electrified railway network.
Furthermore, we apply a low emission coefficient of k = 45 gCO2e/kWh to the whole
network. This coefficient stems from Sweden, which is the EU member state with the
lowest k. As expected, the emission rates from freight transportation on rail sections
decrease for nearly all country pairs with an average reduction of around 88%, see Table
2.8. This also leads to increasing IM-shares. Since the majority of country pairs already
have high IM-shares in the base setting (configuration I) we see an increase of this
measure of merely 4.2% for heavy goods and 2.1% for voluminous goods in configuration
VII. Still, for some country pairs, we observe a much stronger impact of the green and
fully electrified rail system. This is the case for countries that currently have high electric
emission coefficients, like Latvia, Poland or Estonia. With a total of 438 billion ton-km of
rail freight transport in the EU in 2016 (Eurostat; 2018c) and an average reduction of rail
emission by 88% in a completely green rail network, the total amount of anthropogenic
CO2e emissions could be reduced by approximately 7.25 million tons.

Finally, in configuration VIII, we consider emissions released during transshipment
processes in the intermodal routing. Each of these routings includes two transshipment
operations (one from road to rail and one from rail to road) where we assume an identical
emission rate per transshipment operation. We varied this rate in the range 1 to 25
kgCO2e per transshipped transport unit. Figure 2.11 shows the average IM-share across
all countries depending on the emission rate per transshipment operation. Surprisingly,
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Figure 2.12: Change of IM emissions rates for transshipment emissions of 25 kgCO2e/TU.

we only observe a very small and constant decrease of about 0.1% per kgCO2e added to
the transshipment emission rate. However, we observe that the impact on the intermodal
emission rates can be high for some country pairs. Here, the distance between shipments
is the most important driver. This is because the emissions from transshipments are
a fixed amount per shipment, which leads to a depreciation of these emissions with
increasing distance. Figure 2.12 illustrates this relationship for a very high emission rate
per transshipped TU of 25 kgCO2e. It reports the increase in the intermodal emission rate
per ton-km (4 emission rate), when we compare configuration VIII with configuration I,
i.e. if emissions from transshipments are added to the consideration. The five countries
with the highest/lowest change in the emission rate per ton-km are shown in Figure
2.12a and the relationship between the change of the emission rate per ton-km and the
distance between country pairs is shown in Figure 2.12b. Country pairs with low average
distances, like (BEL,BEL) or (NLD,NLD), show the highest increase and country pairs
with high average distances, like (FIN,PRT) or (PRT,GRC), show the lowest increase.
The change in the emission rate is below 4 gCO2e/ton-km for around 80% of all country
pairs for heavy goods. For voluminous goods it is below 7 gCO2e/ton-km for around 80%
of all country pairs. Overall, we conclude that emissions from transshipment processes
are relevant in estimating the height of emissions for a specific transport relation and
in estimating the IM-share, especially for transport relations with low average distances,
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whereas we see hardly any impact for transport relations with high average distances.

2.6 Conclusion

In this paper, we have calculated emission rates of intermodal rail/road and road-only
transportation of large cargo shipments in Europe. We have described the intermodal
rail/road network, the various data sources and the results from a comprehensive sim-
ulation study. We found that the average emission rate across all country pairs from
road-only routing is 57 gCO2e/ton-km for heavy goods and 87 gCO2e/ton-km for vo-
luminous goods. For intermodal routing, we determined rates of 24 gCO2e/ton-km for
heavy goods and 29 gCO2e/ton-km for voluminous goods. However, there are high vari-
ations. Rates for road transportation range from 48 to 131 gCO2e/ton-km over the
considered 729 country pairs. Rates for intermodal transportation range from 11 to 72
gCO2e/ton-km. The highest emission rates are observed for transports that go through
the Alps. Furthermore, we found that intermodal routings emit less greenhouse gases
than road-only routings for over 90% of the simulated shipments. Again, this value varies
among country pairs and is significantly lower for countries with many non-electrified rail
tracks and high emission coefficients for their electricity. In our study, we have identified
emission factors that quantify the value of road-only and intermodal emission rates and
thus determine which routing is more eco-friendly. Some of these factors are of geo-
graphical or physical nature, such as gradient of the route or vehicle size, and thus rather
hard or even impossible to change by decision makers from industry. Other factors, like
average speed or the share of electrified rail lines, are set by transport operators or public
authorities and thus could be addressed by policies that target a reduction of greenhouse
gases from freight transportation.

Overall, our results indicate that the use of a single average emission rate for a large
area like Europe can lead to substantial errors in the estimation of emissions for indi-
vidual shipments or particular transport relations. The appendix of this study therefore
provides look-up tables for all country pairs and shows the respective emission rates from
road, rail and intermodal rail/road transportation as well as the IM-share for all consid-
ered scenarios. Future research should put a scope on smaller shipments and the impact
of freight consolidation. It is also of interest to identify realistic values for the gradi-
ent parameter α and to validate our emission estimates through real-work experiment.
Finally, we see the in-depth consideration of emissions from transshipment processes as
another field of research for gaining deeper insights into the drivers of eco-friendly freight
transportation.
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Supplementary data associated with this article can be found in the online version of this
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schung/research-data).
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Abstract This study compares emissions and transit times from an environmentally ori-
ented and a time oriented routing of large freight shipments in the European rail/road
transportation network. We use the terminal-and-service selection problem (TSSP) to
find the optimal routings under the different objectives. We show that substantial dif-
ferences exist between the emission oriented routing and the time oriented routing. A
large-scale simulation study reveals that shipments in the emission minimizing routing
emit on average almost half as much emissions as if they were routed with the objective
to minimize transit time. At the same time, the average transit time of shipments in the
emission oriented routing almost triples compared to the transit time in the time optimal
routing. This shows by experiment that substantial emission reductions can be achieved
in the European freight transport sector by a corresponding routing of shipments but
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that this comes at the cost of a much lower service quality.

Keywords Emission Rates, Transit Time, European Rail/Road Network, Intermodal
Transportation, Mesoscopic Model

3.1 Introduction

Recent studies show that intermodal rail/road freight transportation is usually less harm-
ful to the environment than unimodal road-only transportation, see for example de Mi-
randa Pinto et al. (2018) or Heinold and Meisel (2018). However, using intermodal
rail/road transportation also impacts performance measures like transit time or cost.
Quantifying the trade-off between these measures is required in order to make informed
transportation decisions, but literature provides little in this regard so far. In particular,
there is a need for more analysis of large-scale transport systems. In this study, we com-
pare results from an environmentally oriented routing and a time oriented routing within
the rail corridors from the Trans-European Transport Network (TEN-T). Our results are
based on fixed-sized shipments with random origins and destinations across continental
Europe. For these orders, we design a terminal-and-service selection problem (TSSP) to
find a desirable path through the considered rail/road network. In total, our network
covers more than 11,400 rail services per week and connects more than 19 European coun-
tries. The results of our simulation show that there are substantial differences between
the emission oriented and the time oriented routings. These differences can be observed
for absolute measures of emissions and transit time as well as for distance adjusted rates
per kilometer.

The paper is organized as follows. Section 3.2 briefly discusses relevant literature and
Section 3.3 describes the considered problem. In Section 3.4, we present the mathematical
notations, the optimization model and the used network data. Section 3.5 describes the
results from our simulation experiments. Section 3.6 concludes this paper.

3.2 Literature review

In this section, we provide a short overview of selected studies that focus on long-distance
road, rail and/or intermodal rail/road transportation with objectives that are either
related to the environment and/or related to time. Due to this scope of our study, we do
not discuss here related paper that address different transport settings, such as emission
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Table 3.1: Selected relevant literature for this study.

modes objectives
references type sizea road rail envir. time

Figliozzi (2010) EVRP med.
√

-
√ √

Bektaş and Laporte (2011) PRP small
√

-
√ √

Bauer et al. (2010) SND small
√ √ √ √

Demir et al. (2016) GISND-TTU med.
√ √ √ √

Lam and Gu (2016) INO med.
√ √

-
√

Winebrake et al. (2008) SPP small
√ √ √ √

Heinold and Meisel (2018) SPP large
√ √ √

-
de Miranda Pinto et al. (2018) SPP small

√ √ √
-

Kim and Van Wee (2014) SPP small
√ √ √

-

this study TSSP large
√ √ √ √

a instance size, such as number of nodes or number of rail services

minimization in urban transportation, see Ehmke et al. (2016). Table 3.1 shows an
overview of those studies that we discuss in more detail.

Figliozzi (2010) formulates the emissions vehicle routing problem (EVRP) with time
windows, capacity constraints and time-dependent travel times. The EVRP considers
emissions either as part of a multi-objective function or as a secondary objective in a
hierarchical approach. Bektaş and Laporte (2011) present the pollution routing problem
(PRP), which is based on a vehicle routing problem with time windows for homogeneous
trucks. The authors consider several objectives, such as minimizing distance, travel time
or greenhouse gas emissions. The mentioned studies consider merely the road mode. For a
detailed review of green vehicle routing problems we refer to Lin et al. (2014). Bauer et al.
(2010) present a service network design (SND) formulation that considers greenhouse
gas emissions as a primary objective with both modes, road and rail. The authors
test their model on a small real-world network between Austria and Poland. Demir
et al. (2016) also investigate a service network design problem and introduce the green
intermodal service network design problem with travel time uncertainty (GISND-TTU).
The authors apply their model on a small intermodal network, covering trains, trucks
and inland vessels, and compare results for the objectives time and emissions. Lam and
Gu (2016) present a bi-objective intermodal network optimization (INO) for hinterland
transportation, including the road and the rail mode. The authors use cost and time
as objectives and model governmental carbon emission restrictions per transport unit as
additional constraints in their mathematical model. Winebrake et al. (2008) describe the
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geospatial intermodal freight transport (GIFT) model, which allows a path evaluation
for the dimensions time and emissions. The model is demonstrated as a shortest path
problem (SPP) in three case studies in northern USA. A recent study of Heinold and
Meisel (2018) uses a simulation approach to estimate emissions of the shortest path
for road-only and intermodal rail/road transportation for 27 countries in Europe. The
authors show that intermodal transportation is less harmful to the environment for more
than 90% of the simulated orders. However, the selection of the used transshipment
terminals at the origin area and at the destination area is solely based on distance, which
might not be optimal if scheduled rail services have to be considered and transit time is
to be minimized. Similarly, de Miranda Pinto et al. (2018) use the nearest train station
in a shortest path based case study for the Brazilian paper and cellulose pulp sector.
The authors show that intermodal transportation could reduce emissions by up to 77.4%
compared to road-only transportation. Kim and Van Wee (2014) assess shortest paths
with emissions in road-only, intermodal rail/road and intermodal vessel/road transports
between Rotterdam and Gdansk. The authors use fix road-distances of at most 50 km
for road transportation at each end of the intermodal transport chain. In contrast,
the TSSP in our study considers multiple transshipment terminals for the orders and,
thus, includes a terminal selection problem when searching for the time- and emission-
minimizing routings of freight shipments all across Europe.

3.3 Problem description

The problem addressed in this study is to find optimal paths for orders with origins
and destinations across Europe. For an individual order, the problem corresponds to a
shortest path problem in a directed network with arc weights corresponding to transit
times and/or emissions. Thereby multiple time-sensitive arcs can exist between two
nodes as there might be multiple rail services offered between two terminals, see Figure
3.1. In the figure, the three arcs represent three scheduled rail services between the
two Portuguese rail stations Entroncamento and Lisbon. The trains operate on different
weekdays, depart and arrive at different times and emit different amounts of greenhouse
gases. The latter is because transit time is closely related to speed, which is an important
factor in estimating emissions from rail transportation.

Common shortest path algorithms, such as the algorithms of Dijkstra et al. (1959) or
Floyd (1962), cannot be used to solve this kind of problem because they cannot deal with
multiple time-dependent arcs between a pair of nodes. Instead, we model the problem
addressed in this paper as a special case of a service network design problem, see Crainic
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Figure 3.1: Representation of rail services as multiple time-sensitive arcs.

(2000). Here, we consider only one order at a time and assume enough capacity for
this order for all services in the rail network. We name this modified service network
design problem a terminal-and-service selection problem (TSSP). Clearly, the routing of
an individual order could also be considered as a time-dependent shortest path problem.
Anyhow, we model it here as a variant of the service network design problem because
the TSSP can be extended towards multiple orders in future research easily. For the
considered order, we measure emissions for the path that minimizes total transit time
and measure the transit time for the path that minimizes total emissions. In other words,
we solve the TSSP once under the objective to minimize transit time and once under the
objective to minimize emissions but analyze in both cases also the secondary performance
measure.

3.4 Methodology and data

3.4.1 Terminal-and-service selection problem (TSSP)

We search here for the path of a single freight shipment with origin o, destination d and
departure time t̄ through a network with multiple time-sensitive arcs. We model this as
a TSSP. For this, we define with N the set of nodes in the network, which consist of
transshipment terminals T , the order’s origin o and the order’s destination d. Each node
i ∈ N is associated with emissions etshipi that are caused by transshipping the order at
this facility and time ttshipi that is required for the transshipment of the considered order
at node i. With S we denote the set of services, which include road services and rail
services. Here, for a service s ∈ S, os ∈ N is the origin node, ds ∈ N is the destination
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Table 3.2: Sets, parameters and decision variables in the TSSP.

name description

N set of nodes
T set of transshipment terminals
S set of services
o origin of the order
d destination of the order
t̄ departure time of the order

os origin of service s ∈ S
ds destination of service s ∈ S
etranss emissions caused by using service s ∈ S for shipping the order
tdeps scheduled departure time of service s ∈ S at node os
tdurs transit time of service s ∈ S
sucs succeeding service (sucs ∈ S) of rail service s ∈ S

etshipi emissions caused by a transshipment process at node i ∈ N
ttshipi required time for a transshipment process at node i ∈ N

xs = 1 if service s ∈ S is used
ys = 1 if transshipment at the end of service s ∈ S (at node ds) is required
ti ready-for-departure time at node i ∈ N

node, etranss are the emissions emitted from transporting the order from os to ds using
service s, tdeps is the scheduled departure time at node os, tdurs is the transit time and
sucs ∈ S the succeeding service of service s that is conducted by the particular vehicle
that performs service s. We use sucs to model trains with multiple stops, as each link
between two stops is modeled as a service on its own. Transshipment processes between
a service s and a subsequent service s′ are only required if s′ is not the succeeding service
sucs ∈ S of the same train, i.e. if s′ 6= sucs. Note that we set tdeps = t̄ for all services
s ∈ S where os = o, which means that the departure times of truck services that depart
at origin o is set to the orders departure time. Binary decision variable xs is equal to 1
if service s ∈ S is used in the routing and variable ys is equal to 1 if a transshipment is
required at node ds ∈ N . Decision variable ti states the "ready-for-departure" time at
node i ∈ N , which is the arrival time of a service s at node ds = i plus the transshipment
time ttshipi if transshipment is required at node i. Table 3.2 provides an overview of sets,
parameters and decision variables. The mathematical formulation of the mixed integer
linear program is as follows.
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min td − t̄ (3.1)

min
∑
s∈S

(etranss · xs) +
∑

s∈S: ds 6=d
(etshipds

· ys) (3.2)

subject to

∑
s∈S: os=o

xs =
∑

s∈S: ds=d

xs = 1 (3.3)

∑
s∈S:os=d

xs =
∑

s∈S:ds=o

xs = 0 (3.4)

∑
s∈S:os=i

xs =
∑

s∈S:ds=i

xs ≤ 1, ∀ i ∈ T (3.5)

(xs = 0) =⇒ (ys = 0), ∀s ∈ S (3.6)

(xs = 1) =⇒ (ys = 1− xsucs), ∀s ∈ S (3.7)

ti =
∑

s∈S:ds=i

xs · (tdeps + tdurs ) + ys · ttshipds
, ∀ i ∈ T (3.8)

(xs = 1) =⇒ (tos ≤ tdeps ), ∀ s ∈ S, ds 6= d (3.9)

(xs = 1) =⇒ (tos + tdurs = td), ∀ s ∈ S, ds = d (3.10)

xs, ys ∈ {0, 1}, ∀ s ∈ S (3.11)

ti ≥ t̄, ∀ i ∈ N (3.12)

Objective (3.1) finds the path with the shortest transit time and Objective (3.2) finds
the path that emits the lowest amount of greenhouse gases. Constraints (3.3) state that
the order has to leave the origin and that the order has to arrive at the destination.

59



Chapter 3. Emission-oriented vs. time-oriented routing in Europe

Figure 3.2: Randomly created locations (left) and TEN-T railway corridors (right) for
continental Europe.

Constraints (3.4) ensure that the routing of the order does not use services that end at
the origin o or that start at the destination d, which guarantees a cycle-free routing.
The balance of flow for the rail stations is described by Constraints (3.5). The binary
transshipment variable is set by Constraints (3.6) and (3.7). Constraints (3.8) to (3.10)
state time-related restrictions. Finally, the domains of the decision variables are defined
in Constraints (3.11) and (3.12). We implement this TSSP formulation with Version
12.7.1.0 of the IBM ILOG CPLEX Optimization Studio software and solve the problem
with a time limit of 300 seconds per order.

3.4.2 European road and rail network data

We solve the TSSP repeatably for a large amount of randomly drawn orders across
continental Europe where each order has a load of 18 tons (i.e. about one truckload).
Regions that can only be reached via ferries, tunnels or large road-detours (e.g. Sicily,
Norway, Ireland) and regions that are located east of longitude 19° East are excluded
(e.g. Greece, Bulgaria, Romania). Overall, we consider 6,213 randomly created locations
as potential origins and destinations of the orders, see Figure 3.2 (left).

The infrastructural rail network data is based on maps from the Trans-European
Transport Network which are provided by the European Commission, see TEN-T Com-
pliance Maps (2019) and TEN-T Interactive Maps (2019). If these maps indicate the
traction type of a rail section as electric, we consider the country specific electric power
mix as described in Moro and Lonza (2018) for computing the emissions of trains. Oth-
erwise, we assume diesel traction for a train. For the time oriented routing, we use

60



Chapter 3. Emission-oriented vs. time-oriented routing in Europe

Table 3.3: Parameter values for the emission estimation.

parameter truck traina

acc.b 0.12 0.05
distance Open Source Routing Machine Raildar (2019)
gradientc Open Elevation (2019) Open Elevation (2019)
payload 18 tons 646 tons
rail cars n/a 24 rail cars
speed Open Source Routing Machine PaP Catalogue (2019)d

a these values are identical for both electric and diesel trains
b number of acceleration processes per kilometer
c adjusted gradient with α = 0.5, see Heinold and Meisel (2018)
d combined with distance from Raildar (2019)

timetables provided at the TEN-T Customer Information Platform, which are available
for eight core corridors, see PaP Catalogue (2019). The rail services considered in this
study are thus limited to these corridors, see Figure 3.2 (right). We assume that ev-
ery stop mentioned in the timetables qualifies for rail/road transshipment. We combine
the information from the timetables with distances from Raildar (2019) to calculate the
average speed of trains. For some rail services, this can lead to very high or very low
values, for example if the timetables do not mention waiting times at intermediate stops.
Therefore, we require the speed to be at least 40 km/h and at most 120 km/h for such
services. We model rail services for one full week, which is sufficient to reach every po-
tential destination from every potential origin. For the road network, we use raw data
from Open Street Map (2019), as is provided by Geofabrik (2019), and calculate travel
time and distance with the Open Source Routing Machine, see Luxen and Vetter (2011).
The calculated time is the pure driving time and, thus, does not conform to regulations
about drivers’ working hours, which may vary between countries. As a general rule the
"daily driving time shall not exceed nine hours", see Article 6 in EC Regulation 561/2006
(2006). Therefore, for reasons of simplicity, we do not include break times, if a truck
service takes at most 9 hours. However, for truck services where the driving time exceeds
9 hours, we add another 15 hours break time for each full 9 hours of driving time. Ad-
ditional information on the processing of the road and rail network data can be found in
Heinold and Meisel (2018).

For estimating emissions from road and rail transportation, several models were de-
veloped, see Hickman et al. (1999), Lindgreen and Sorenson (2005), Scora and Barth
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(2006) or Wang (1999). In these studies, emissions usually refer to carbon dioxide equiv-
alents (CO2e) to convert all kinds of greenhouse gases that occur in vehicle operations
into CO2-equivalents. We use the mesoscopic emission estimation model from Kirschstein
and Meisel (2015) to estimate emissions from road and rail transportation in the TSSP.
The mesoscopic model allows an individual setting of model parameters while keeping
the computational effort at a moderate level. Table 3.3 provides an overview of relevant
parameters and their data sources. Note that the payload set for the trains corresponds
to a utilization rate of around 70%. Although this rate could be varied, it was shown
in Heinold and Meisel (2018) that its impact on the emission rate of an order is rela-
tively low. For each transshipment operation we assume a processing time of 30 minutes
and emissions of 20 kgCO2e for all terminals T , see Geerlings and Van Duin (2011) and
Clausen et al. (2013). For additional information on the mesoscopic model, we refer to
Kirschstein and Meisel (2015), Behnke and Kirschstein (2017) and Heinold and Meisel
(2018).

3.5 Simulation

3.5.1 Generation of orders

We model intermodal transportation as a three-leg transport chain, consisting of rail
transportation between two selected rail/road transshipment terminals (which might con-
sist of multiple consecutive rail services) as well as a road service from the orders origin
o to a starting rail terminal and a road service from the last rail terminal to destination
d. Thus, we disregard truck transportation between rail services (e.g. road-rail-road-rail-
road), although the model presented in Section 3.4.1 could cover such transport chains
too. We consider the twenty closest terminals to the origin and destination as candidates
for rail/road transshipment and leave it to the optimization to find the most appropriate
transshipment terminals for each order.

Each order is associated with a randomly drawn origin and destination. To simulate
orders that are relevant for intermodal transportation, we require the air-line distance
between origin and destination to be at least 300 kilometers. The departure time t̄ of
each order is a randomly generated timestamp in minutes between [1, 2, ..., 10 079], where
1 stands for Monday at 0:01 and 10 079 for Sunday at 23:59. If an order uses a rail service
s ∈ S, we apply a payload based allocation scheme and allocate 18t/646t = 2.8% of the
total emissions etrans(s) that are caused by the whole train to the considered order.

We use the convergence index from Jung et al. (2004) to find a sufficient number of
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Figure 3.3: Convergence of the average emission rate and transit time.

simulated orders for a reliable estimation of emission rates and transit times, see Figure
3.3. We see that 2000 orders lead to negligibly low variations in the average estimated
emissions per ton-km and in the average estimated transit time per km. Therefore, all
results reported in the following stem from a simulation of 2000 transport orders.

3.5.2 Results

For all simulated orders, we compare the emission oriented routing and the time oriented
routing. Table 3.4 presents relevant measures from both routings. As expected, the
average emissions (in kgCO2e) are lower and the average transit times (in h) are higher
for orders that are routed with an emission oriented objective. More precisely, in the
time oriented routing, orders have an average transit time of 35 hours and arrive at the
destination on average 65 hours earlier compared to the emission oriented routing. This
decrease in transit time corresponds to an average increase of emitted greenhouse gases of
563 kgCO2e per order. In other words, orders that are routed with an emission oriented
objective require on average 890 kgCO2e which is 40% less than in the time oriented
route, while the average transit time almost triples to 101 hours on average.

Remember that the distance between origin o and destination d is at least 300 km
for all simulated orders. However, despite of this requirement, not all orders use rail
transportation in the optimal solution. Around 2% of the orders in the emission oriented
routing and around 26% of the orders in the time oriented routing use road services
exclusively. These road-road routings can only happen for orders where potential trans-
shipment terminals at the origin area overlap with potential transshipment terminals at
the destination area. If this is the case, the use of rail services could involve detours that
result in higher emissions and/or higher transit times compared to not using rail services
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Table 3.4: Results obtained from the simulation experiments.

emission
oriented

time oriented 4

avg. emissions [kgCO2e] 890.1 1,453.0 +562.9
avg. emission rate [gCO2e/ton-km] 51.5 81.7 +30.2

avg. transit time [h] 100.8 35.5 -65.3
avg. transit time [min per km] 5.9 1.8 -4.1

avg. truck dist [km] 354 859 +505
intermodal route [%] 97.8 73.8 -24.0
same routing [%] 2.0 2.0 0.0

at all. However, the majority of the considered orders uses at least one rail service in
the optimal solution. For these orders, time oriented routings often select transship-
ment terminals where the orders’ waiting time for the next rail service is low and where
well-connected rail services can be used for the rail routing. This practice can lead to
longer distances for truck transportation in the time oriented routing. The average truck
distance from pre- and post-carriage is 859 km in the time oriented routing whereas it
is only 354 km in the emission oriented routing. Eventually, for 2.0% of all orders, the
time oriented routing uses the same services as the emission oriented routing. In other
words, the chosen objective impacts the selected route for the vast majority of 98% of
all orders.

Figure 3.4 shows the emission oriented and the time oriented routing for an exemplary
order from France to Germany. The weekdays and times in the graph refer to the
departure at the nodes. In the emission oriented routing, transshipment terminals are
selected that are close to the origin and destination and the rail transportation involves
a detour via Belgium and the Netherlands. In contrast, the time oriented routing selects
more distant terminals, which leads to rail transportation with much lower detouring.
In addition, the used rail services in the time oriented routing are well synchronized and
incur only little waiting time at rail stations while the used rail services in the emission
oriented routing can imply long waiting times between two rail services.

The total emissions and the total transit time increase with the distance between
origin o and destination d. To partly control for this, the environmental impact can be
measured as gCO2e/ton-km and the transit time as min/km. In Figure 3.5 we put the
(o, d)-airline distance of the orders in relation to the emission rate in the emission oriented
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routing (left graph) and in relation to the transit time per km in the time oriented routing
(right graph).

For the emission rate (gCO2e/ton-km) we observe a non-linear decrease with increas-
ing distances. This is because truck transportation between transshipment terminals and
origin/destination causes relatively high emissions per ton-km. This amount depreciates
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Figure 3.6: Cumulative distribution function of emission rates (left) and transit times
(right) for both routing options.

with increasing intermodal transport distances of orders, as the use of the eco-friendly rail
mode becomes more and more relevant. The transit time (min/km) appears to increase
slightly with the orders distance. This can be explained with additional transshipment
operations and waiting times at rail stations as increasing distances usually result in
using more rail services.

We further specify the range of emission rates and transit times per km in Figure
3.6. Here, we depict the cumulative distribution function of emission rates and transit
times for both routing options. In general, orders in the emission oriented routing have
a lower emission rate (left graph) and a higher transit time (right graph) compared to if
they were routed with the objective to minimize time. For example, 50% of the orders
(median) have an emission rate of at most 48.4 gCO2e/ton-km and a transit time of at
most 5.3 min/km in the emission oriented routing whereas the emission rate is at most
80.8 gCO2e/ton-km and the transit time is at most 1.7 min/km in the time oriented
routing. The cumulative distribution functions also indicate that the range of optimal
values for emission rates and transit times is narrower if the objective includes emissions
or time, respectively. In particular, the interquartile range, which indicates the difference
between the 75% and the 25% quantile, for emission rates is 61.5 − 36.6 = 24.9 in the
emission oriented routing and 96.0 − 62.6 = 33.4 in the time oriented routing. The
interquartile range for transit times is 7.0 − 4.1 = 2.9 in the emission oriented routing
but only 2.2− 1.2 = 1.0 in the time oriented routing.

3.6 Conclusion

In this paper, we compare the emission oriented routing with the time oriented routing
of large freight shipments that have origins and destinations all across Europe. We use
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the terminal-and-service selection problem (TSSP) to solve the routing problem for each
considered order. Our results are based on a simulation of 2000 fixed-sized orders in the
European rail/road network. The network consists of realistic timetables for trains and
realistic driving times for trucks. We show that substantial differences exist between an
emission oriented and a time oriented routing. The average amount of emitted green-
house gases is 890 kgCO2e in the emission oriented routing and 1,453 kgCO2e in the
time oriented routing. The average transit time is 101 hours in the emission oriented
routing and around 36 hours in the time oriented routing. The average emission rate is
51 gCO2e/ton-km in the emission oriented routing and 81 gCO2e/ton-km in the time
oriented routing. The average transit time is 5.9 min/km in the emission oriented routing
and 1.8 min/km in the time oriented routing. All results show that the chosen objective
has a tremendous impact on the chosen route and its performance measures. We also
show that truck services are more relevant in time-oriented routings but that the tightly
scheduled rail services of the European TEN-T corridors are often competitive even if
transit time is to be minimized. If emissions are to be minimized, intermodal transporta-
tion clearly dominates road transportation with substantially lower total emissions for
almost all considered orders. Future research can consider the interdependencies of orders
that are jointly routed through the network and the impact of stochastic departures and
transit times on the reliability of intermodal transport options. Furthermore, it could be
interesting to investigate the limitations of the current train network and possibilities to
extend it.
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Abstract This study reviews emission estimation models that aim at providing realistic
estimates of the emitted greenhouse gases from rail freight transportation. Five models
are considered: two models from the MEET project, the ARTEMIS model, the EcoTran-
sIT World model, and the Mesoscopic model. For each of the five models, this paper
describes the estimation principles, methodology, and procedure, as well as relevant input
parameters. An experimental study demonstrates the impact of train and trip specific
parameters on each model’s emission estimate. Results are presented for varying values
of a train’s number of wagons, the payload per wagon, the average speed, the trip dis-
tance, the number of stops, and the altitude profile along the route. In doing so, given a
specific transportation scenario, the paper supports decision makers from industry and
researchers to find and apply an appropriate emission estimation model for evaluating
the eco-friendliness of rail freight transportation.

Keywords Rail Freight Transportation, Emission Estimation Models, Comparative Study,
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Experimental Study, Carbon Dioxide Emissions

4.1 Introduction

There is a recent revival of using rail transportation to match the constantly increasing
global freight volume (International Energy Agency; 2019). The International Transport
Forum (2019) expects global rail freight volumes to grow 2.7% per year between 2015
and 2030, with some countries having significantly higher growth rates (e.g., in 2017,
growth rates are 13.3%, 6.4%, 5.5.%, and 5.2% for China, Russia, India, and the USA,
respectively). Recent infrastructural developments demonstrate this growth, such as the
‘silk railway’ initiated by the Chinese government to reduce transportation time between
China and Europe (The Times; 2020). Further, transportation makes up for about 25%
of global energy-related CO2 emissions (IPPC; 2018; Eurostat; 2020) and the rail mode is
often considered as a mean to reduce total emissions from transportation. For example,
recent studies show that using intermodal rail/road transportation instead of road-only
transportation can reduce the overall transport emissions, e.g., Craig et al. (2013), Kiyota
et al. (2015), de Miranda Pinto et al. (2018), or Heinold and Meisel (2018, 2019). These
studies analyze different transport scenarios and apply diverse emission estimation models
to measure the environmental impact of the considered modes of transportation. Demir
et al. (2011) provide a comparative analysis of several vehicle emission models for road
freight transportation. As far as is known, there is no such analysis of emission estimation
models for rail freight transportation.

This study fills this gap by reviewing and comparing five emission estimation models
for rail freight transportation. The selected models provide an overview of the most com-
mon approaches. For this, two models from the MEET project (Hickman et al.; 1999),
the ARTEMIS model (Lindgreen and Sorenson; 2005a,b), the EcoTransIT World (ETW)
model (EcoTransIT World Initiative; 2019), and the Mesoscopic model (Kirschstein and
Meisel; 2015) are considered in this study. In a first step, each model’s estimation prin-
ciples, methodology, input parameters, and procedures are explained. Then, in a second
step, the impact of varying values of a train’s number of wagons, the payload per wagon,
the average speed, the trip distance, the number of stops, and the altitude profile along
the route is demonstrated in an experimental study. Here, a typical freight train serves
as a base scenario and results are presented for each of the considered experimental set-
tings, which results in emission rates for a large amount of potential transport scenarios.
Finally, in a third step, this paper discusses scenarios in which it might be appropriate
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to select one or another of the considered models.
With this, the main contribution of this paper is twofold. Firstly, the models’ detailed

description with a consistent notation allows a direct and precise application of the
models. All models are implemented in Python and the code is made publicly available,
see Appendix A. Secondly, the results of the experimental study demonstrate the impact
of relevant train and trip specific parameters on each model’s emission estimate. In doing
so, given a specific transportation scenario, the paper supports decision makers from
industry and researchers to find and apply an appropriate emission estimation model for
evaluating the eco-friendliness of rail freight transportation.

The rest of this paper is organized as follows. Section 4.2 describes general principles
of estimating emissions from rail freight transportation. Section 4.3 describes each of the
considered emission estimation models in detail. The experimental study in Section 4.4
demonstrates the impact of train and trip parameters on each model’s emission estimate.
Section 4.5 discusses the selection of an appropriate model for a given transport scenario.
Section 4.6 concludes this paper.

4.2 Principles of estimating emissions from rail freight trans-
portation

This section describes the fundamental principles of estimating emissions from rail freight
transportation. Here, emissions refer to all greenhouse gases that result from the com-
bustion of fuel and electricity to power freight transport equipment, most notably, carbon
dioxide (CO2), nitrogen oxides (NOx), sulfur dioxide (SO2), and non-methane hydrocar-
bons (NMHCs). These gases are subsumed under the single measure of carbon dioxide
equivalents (CO2e) that is then used to measure transport related emissions, see Piecyk
et al. (2012). Generally, transport related emissions can be distinguished by their life-
cycle phase, which refers to either well-to-tank (WTT), tank-to-wheel (TTW), or well-to-
wheel (WTW) emissions (e.g., Moro and Lonza; 2018). Well-to-tank emissions include
all emissions that are emitted in the production and distribution of the used energy
source, such as emissions at power plants or emissions from tank trucks that refuel gas
stations. In contrast, tank-to-wheel emissions describe the instant emissions from the
energy that is required to move the considered vehicle. Typically, for diesel trains, these
are emissions from burning the used type of fuel. Finally, well-to-tank and tank-to-wheel
emissions add up to well-to-wheel emissions. Note that, in carbon accounting, emissions
are further differentiated according to their scope (GHG Protocol; 2020, p. 25), which,
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Figure 4.1: Structure of estimating energy and emissions from rail transportation.

however, is not considered in this study.
For each phase (WTT, TTW, and WTW), it is possible to estimate the energy and

emissions of a train on a specific trip. Furthermore, by using so-called energy and emis-
sion factors, a distinct relation between each phase’s energy and emission estimate can
be drawn. Figure 4.1 demonstrates this by using the definition of these factors that is
also used in European norm DIN EN 16258 (2012). In particular, TTW emissions GTTW

(kgCO2e) are calculated from the actual TTW energy ETTW (MJ) consumed by the
train and emission factor gTTW (kgCO2e/MJ) and, likewise, energy and emission factors
eWTW (MJ/MJ) and gWTW (kgCO2e/MJ) can be directly applied to the TTW energy
ETTW for calculating WTW energy and emissions, respectively. Finally, it is also possible
to derive the WTT energy and emissions from the TTW energy consumption, by apply-
ing energy and emission factors eWTT (MJ/MJ) and gWTT (kgCO2e/MJ), respectively.
Here, artificial energy factor eWTT shows the energy in the production and distribution
processes per unit of energy that is required to move the train. For several train and
engine types, these emission and energy factors are provided by the literature. If this
is the case, a train’s emissions and energy can be derived solely from its TTW energy
consumption. Thus, most emission estimation models, including the ones considered in
this study, present a methodology to estimate the TTW energy consumption.

4.3 Emission estimation models

Emission estimation models usually follow a microscopic or a macroscopic approach. The
former is based on a detailed consideration of the underlying physical principles of the
moving vehicle and the latter is primarily based on aggregated statistical data of the
transportation process. So-called mesoscopic models rely on a mixture of micro- and
macroscopic principles. This paper considers models from each of the three approaches
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Table 4.1: Consistent notation of common trip and train parameters.

parameter description unit

d trip’s distance m or km
h trip’s altitude difference m
mloc train’s locomotive weight kg or ton
mt train’s total weight kg or ton
mtl train’s payload kg or ton
mte train’s empty weight kg or ton
mw wagon’s total weight kg or ton
mwe wagon’s empty weight kg or ton
mwl wagon’s payload kg or ton
mwm wagon’s max. payload kg or ton
nax wagon’s number of axles -
nw train’s number of wagons -
ns trip’s number of stops (excl. last stop) -
v train’s average speed m/s or km/h

(micro-, macro-, and mesoscopic) and, with this, it provides a comprehensive overview
of commonly used approaches for estimating emissions. Thereby, early seminal models
(MEET from 1999, ARTEMIS from 2005) and recent, more practically oriented models
(global ETW from 2010, Mesoscopic from 2015) are explained in this section. The
models analyzed in this study are presented in the order of their year of publication
(oldest to newest). Table 4.1 provides the notation for the trip’s distance, the trip’s
altitude difference, the train’s weights, the train’s number of wagons and axles, the trip’s
number of stops, and the train’s average speed. This notation is consistently used across
all the considered models and further notation that is specific the models is introduced
in the respective subsections.

4.3.1 MEET

Hickman et al. (1999) present Methodologies for Estimating Emissions from Transport
(MEET). The work provides estimation models for road, rail, sea, and air transportation
of passengers and freight. For rail transportation, the general idea is to estimate a TTW-
energy consumption rate in kJ per ton and kilometer with an estimation function that is
parameterized with empirical or train specific data. This rate is then used to calculate the
train’s total energy consumption through considering the train’s payload and the traveled
distance. The MEET project proposes two models for estimating energy consumption
rates.

The first model, also referred to as the empirical MEET model, describes the energy
consumption rate as a function of the train’s average speed v and the distance ds between
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two stops.
Formula (4.1) shows the estimation of the energy per ton and kilometer for a large

freight train if the distance between two stops ds is between 80 and 200 kilometers. Here,
A0 and A1 are train type specific parameters that were derived from an empirical study.

[kJ/ton·km]

E1 =
[−]

A0 +
[−]

A1 ·

[km/h]2

v2

ln(
[km]

ds )

, ds ∈ [80, 200] (4.1)

The second model, also referred to as the steady state MEET model, derives the
train’s energy consumption rate from its steady state loading, see Formula (4.2). Here,
the rate is calculated from average speed v , number of stops ns , distance d , maximum
speed vmax , and gradient h . Note that v is the train’s average speed and vmax its
maximal speed to which it accelerates along the considered trip. Parameters B0, B1 ,
and B2 consider train type specific characteristics and parameter g = 9.81 m/s2 is the
gravitational acceleration.

[kJ/ton·km]

E2 =
[−]

B0 +
[−]

B1 ·
[m/s]
v +

[−]

B2 ·
[m/s]2

v2 +

[−]

ns + 1
[km]

d

·

[m/s]2

v2
max

2
+

[m/s2]
g ·

[m]

h
[km]

d

(4.2)

Both, the first model (empirical) and the second model (steady state), estimate the
train’s energy consumption rate in kJ per ton and kilometer independent of the locomo-
tive or engine type (diesel or electric). For trains hauled by a locomotive with an electric
engine, the energy consumption rate can be directly used to estimate the total consumed
TTW energy in MJ, see Formula (4.3). Index i ∈ {1, 2} is used to differentiate between
the two models. For trains hauled by a locomotive with a diesel engine, the consumed
energy needs to be adjusted for the diesel-electric efficiency. This can be done by either
considering the efficiency through the emission factors (Hickman et al.; 1999, p. 346,
Table F9) or by using a diesel-electric efficiency rate εde . The energy estimate in MJ
from the second approach is described by Formula (4.4).

[MJ ]

ETTW elec.
i =

[ kJ
ton·km ]

Ei ·
[ton]
mtl ·

[km]

d ·10−3, ∀ i ∈ {1, 2} (4.3)
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[MJ ]

ETTW diesel
i =

[MJ ]

ETTW elec.
i ·

[−]

1

εde
, ∀ i ∈ {1, 2} (4.4)

4.3.2 ARTEMIS

Lindgreen and Sorenson (2005b,a) present an emission estimation model for rail trans-
portation as part of a more comprehensive project on the Assessment and Reliability of
Transport Emission Models and Inventory Systems (ARTEMIS). The model is based on
a detailed analysis of the physical principles that describe the required energy to move a
train. In particular, it estimates the train’s energy consumption (in J) by integrating its
driving resistance over the traveled distance d , see Formula (4.5). Thereby, the driving
resistance constitutes of rolling resistance FR , aerodynamic resistance FL , gradient re-
sistance FS , and acceleration resistance FA . Each of these resistances can be calculated
from trip and train specific parameters, see Formulas (4.6) to (4.9).

[J ]

E3=

∫ (
[N ]

FR +
[N ]

FL +
[N ]

FS +
[N ]

FA

)
∆

[m]

d (4.5)

[N ]

FR =
[−]

CR ·
[kg]
mt ·

[m/s2]
g (4.6)

[N ]

FL =
1

2
·

[kg/m3]
ρ ·

[−]

CL ·
[m2]

A ·
[m/s]2

v2 (4.7)

[N ]

FS =
[kg]
mt ·

[m/s2]
g ·

[m]

h
[m]

d

· 1000 (4.8)

[N ]

FA =
[kg]
mt ·

[m/s2]
a (4.9)

Parameter g = 9.81 m/s2 is the gravitational acceleration, parameter ρ = 1.2 kg/m3 is
the air density, parameter A is the train’s front surface, parameter a is the train’s acceler-
ation, and parameters CR and CL are train specific rolling and aerodynamic coefficients,
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respectively. The last two parameters require additional calculations (Kirschstein and
Meisel; 2015; Lindgreen and Sorenson; 2005a,b) that are described in Formulas (4.10) and
(4.11). Here, parameters clocR , ccarR , c1 , c2 , clocL , and ccarL , are rolling and aerodynamic
constants of the considered locomotive and wagons/cars, respectively.

[−]

CR =
[−]

clocR ·
[t]
mloc

[t]
mt

+
[−]

ccarR ·
[t]
mw ·

[−]
nw

[t]
mt

+

[−]
nax ·

[−]
nw

10·
[t]
mt ·

[m/s2]
g

+
[−]
c1 ·

[ km
h

]
v

100
+

[−]
c2 ·

 [ km
h

]
v

100


2

(4.10)

[−]

CL =
[−]

clocL +
[−]

ccarL ·
[−]
nw (4.11)

If speed v and acceleration a are constant, the integral from Formula (4.5) can be
solved by using Formula (4.12). The variables x1 and x2 describe the distance of this
(constant) speed-acceleration section, i.e., speed v and acceleration a do not change here.
For example, considering a trip with a total distance of 750 meters: if a train travels with
v = 50 km/h and a = 0.2 m/s2 for first 500 meters, then, x1 = 0 and x2 = 500 for this
first section, and, if the train travels with v = 100 km/h and a = 0.1 m/s2 on the
following 250 meters, then, x1 = 500 and x2 = 750 for the second section.

[J ]

E3= (
[N ]

FR +
[N ]

FL +
[N ]

FS +
[N ]

FA) · (
[m]
x2 −

[m]
x1) (4.12)

Theoretically, one could split the actual trip into a sufficiently large number of sections
with constant speed and acceleration, then calculate the energy per section by Formula
(4.12), and sum up the values of all sections to come up with an estimate of the whole
trip’s energy. Clearly, this is not a practical approach and, instead, the authors propose
a so-called matrix approach. This approach follows a three step process.

Firstly, a train-specific energy matrix is calculated for various speed-acceleration com-
binations. The authors suggest acceleration intervals of 0.1 m/s2 (i.e., C = {0, 0.1, ..., 1}
) and speed intervals of 10 km/h (i.e., V = {0, 10, ..., 140} ). The energy matrix consid-
ers the energy from rolling resistance FR , aerodynamic resistance FL , and acceleration
resistance FA . The energy from gradient resistance FS is not considered in the matrix as
it depends on the trip’s geographical characteristics (slope profile) and not on the train’s
acceleration or speed. Instead, the authors suggest to calculate it for the whole trip in
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140 - 130 130 - 120 120 - 110 110 - 100 100 - 90 90 - 80 80 - 70 70 - 60 60 - 50 50 - 40 40 - 30 30 - 20 20 - 10 10 - 0

0.9 1.0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.8 0.9 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.04 0.01 0.02 0.01 0.00 0.00

0.7 0.8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.6 0.7 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

0.5 0.6 0.00 0.00 0.17 0.09 0.07 0.02 0.00 0.05 0.03 0.00 0.01 0.00 0.00 0.00

0.4 0.5 0.00 0.00 0.08 0.02 0.02 0.12 0.12 0.07 0.06 0.05 0.01 0.01 0.00 0.00

0.3 0.4 0.05 0.05 0.00 0.00 0.00 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00

0.2 0.3 0.09 0.19 0.47 0.31 0.35 0.35 0.35 0.09 0.09 0.11 0.11 0.05 0.04 0.00

0.1 0.2 0.71 1.23 0.76 0.92 0.71 0.64 0.59 0.47 0.29 0.37 0.22 0.11 0.03 0.01

0.0 0.1 11.49 12.30 9.80 4.25 2.55 1.44 0.00 0.50 0.79 0.17 0.57 0.38 0.20 0.01
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Figure 4.2: Spatial distribution of speed-acceleration combinations of train GP7523 be-
tween Glostrup (DK) and Fredericia (DK) (Lindgreen and Sorenson; 2005b).

the third step of the matrix approach.
Secondly, a trip-specific distribution matrix is determined for all considered speed-

acceleration combinations. The authors propose to either use a spatial distribution ma-
trix, indicating the train’s traveled distance in each speed-acceleration interval, or a tem-
poral distribution matrix, indicating the train’s traveled time in each speed-acceleration
interval. Figure 4.2 shows the spatial distribution matrix of the exemplary train GP7523
between the cities of Glostrup (DK) and Fredericia (DK), which the authors derive from
analyzing empirical data. For example, the value 11.49% (bottom left corner) states the
share of the distance where the considered train traveled with an acceleration between
0 and 0.1 m/s2 and a speed between 130 and 140 km/h. The authors suggest to use
only those sections of the trip where the train accelerates (a ≥ 0 ). For the exemplary
train GP7523, this is the case for 55.36 % and 57.61 % of its distance and time, respec-
tively. Note that, by doing so, potential energy gains from regenerative braking are not
considered here.

Finally, in a third step, the train-specific energy matrix and the trip-specific distribu-
tion matrix are combined in order to estimate the energy of a specific train on a specific
trip. This is done in Formula (4.13). The first part of the formula combines the two
matrices: for a matrix element (i, j) (i ∈ C, j ∈ V ), eij describes the value of the energy
matrix (FR , FL , and FA ) and pij describes the value of the distribution matrix. The
second part of the formula calculates the energy from the gradient resistance (FS ).

[J ]

E3=
[m]

d ·
∑

i∈C,j∈V

[N ]
eij ·

[−]
pij +

[m]

d ·
[N ]

FS (4.13)

Energy E3 is the kinetic energy that is required to move the train. The train’s
efficiency is then used to convert this energy to the actual energy demand of the train.
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Formulas (4.14) and (4.15) state the estimated TTW energy in MJ for trains’ hauled
by electric and diesel locomotives, respectively. Here, εe and εd are the corresponding
efficiency rates of the locomotive’s engine.

[MJ ]

ETTW elec.
3 =

[J ]

E3 ·
[−]

1

εe
·10−6 (4.14)

[MJ ]

ETTW diesel
3 =

[J ]

E3 ·
[−]

1

εd
·10−6 (4.15)

4.3.3 EcoTransIT World

The EcoTransIT World (ETW) calculator presents a methodology to estimate emissions
for the transport of goods between two locations (EcoTransIT World Initiative; 2019).
Thereby, the model considers modes truck, train, airplane, sea ship, and barge as well
as transshipment operations between the modes. The results from the ETW model are
in accordance with European norm DIN EN 16258 (2012) and the GLEC Framework
(Smart Freight Centre; 2020). An implementation of the model is available online at
www.ecotransit.org. This website also provides a detailed description of the methodology
as well as regular updates of the used parameters and functions.

For rail transportation with electric locomotives, the ETW model uses an empirical
function to estimate the specific energy consumption per gross ton and kilometer, see
Formula (4.16). The authors recommend to use the function for trains with a gross load
of at most mt = 2, 200 t and to use a constant value of 10 Wh/ton·km for larger trains
(mt > 2, 200 t). The parameter s captures the slope profile of the trip: s = 0.9 in flat
terrain, s = 1.0 in hilly terrain, and s = 1.1 in mountainous terrain.

[Wh/ton·km]

E4 = 1200·
[ton]
mt

−0.62

·
[−]
s (4.16)

To convert the energy consumption per gross ton and kilometer to an energy con-
sumption per net ton and kilometer, the model uses a so-called net-gross relation r .
This parameter r considers the train’s capacity utilization c , the wagon’s empty weight
mwe , and the wagon’s max. load mwm , see Formula (4.17).
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[−]
r =

[−]
c

[−]
c +

[t]
mwe /

[t]
mwm

(4.17)

The capacity utilization c is calculated by considering the train’s load factor l as well
as the train’s empty trip factor e , see Formula (4.18). The load factor l is the ratio of
the wagon’s payload to the wagon’s capacity (mwl/mwm ) and the empty trip factor e is
the ratio of the empty traveled distance to the loaded traveled distance (dempty/dloaded ).
If empty trips are not considered, the train’s load factor l is equal to the train’s capacity
utilization c , i.e., (dempty = 0) =⇒ (c = l) .

[−]
c =

[−]

l

1+
[−]
e

(4.18)

Remember that the energy estimate E4 is based on empirical observations of an
electric train. However, the authors argue that this functional relationship can also be
used to estimate the energy from trains hauled by a diesel locomotive, simply by using
the diesel-electric efficiency εde . The TTW energy in MJ is then estimated by Formula
(4.19) for electric trains and by Formula (4.20) for diesel trains.

[MJ ]

ETTW elec.
4 =

[−]

1

r
·

[ Wh
ton·km ]

E4 ·
[ton]
mtl ·

[km]

d ·3.6 · 10−3 (4.19)

[MJ ]

ETTW diesel
4 =

[MJ ]

ETTW elec.
4 ·

[−]

1

εde
(4.20)

4.3.4 Mesoscopic model

Kirschstein and Meisel (2015) propose the Mesoscopic model to estimate emissions from
road and rail freight transportation. The Mesoscopic model combines physical princi-
ples from microscopic models, such as the ARTEMIS model, with empirical data from
macroscopic models, such as the ETW model. With this, the authors claim to provide
a model that combines ‘the preciseness of micro-models while requiring only little more
information than macro-models’ (Kirschstein and Meisel; 2015, p. 13).
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The Mesoscopic model is based on the same physical principles that are also used
in the ARTEMIS model, see Section 4.3.2. Thereby, the authors use W-equivalent for-
mulations of the resistances. In particular, the power to overcome air resistance pair ,
rolling resistance proll , and gradient resistance pgrade are calculated by Formulas (4.21) to
(4.23). Here, parameters cair and croll are train specific coefficients for the estimation of
aerodynamic and rolling resistances, respectively. For these parameters, the Mesoscopic
model uses the calculation methods from the ARTEMIS model (cair ⇔ CL , croll ⇔ CR

), see Formulas (4.10) and (4.11).

[kW ]

pair =
1

2000
·

[−]

cair ·
[kg/m3]
ρ ·

[m2]

A ·
[m/s]3

v3 (4.21)

[kW ]

proll =
[−]

croll ·
[t]
mt ·

[m/s2]
g ·

[m/s]
v (4.22)

[kW ]

pgrade =
[t]
mt ·

[m/s2]
g ·

[m/s]
v ·

[m]

h
[m]

d

(4.23)

Remember that the ARTEMIS model uses the matrix-approach to consider the en-
ergy consumption at different speed-acceleration combinations. In contrast to this, the
Mesoscopic model uses an approximation function to estimate the energy from accelera-
tion processes. Specifically, the authors propose Function (4.24) to estimate the energy
from acceleration processes W inert

train , which considers the train’s total weight mt and the
train’s average speed v . The authors show that W inert

train describes a good fit for a freight
train’s acceleration energy that is required for a single acceleration process up to speed
v .

[kWh]

W inert
train=

0.52

2 · 3600

[t]
mt ·

(
[m/s]
v

)2

(4.24)

The Mesoscopic model uses this approximation to estimate the trip’s acceleration
energy, which is less data demanding compared to the matrix approach used in the
ARTEMIS model. In particular, Formula (4.25) then estimates the train’s total energy
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by considering the required energy to overcome air, rolling, gradient, and acceleration
resistance. For the acceleration resistance, the required energy for a single acceleration
processes

(
W inert
train

)
is multiplied with the total number of accelerations (nacc · d) along the

route. In this context, nacc is the average number of acceleration processes per kilometer
(nacc = (ns + 1) /d) and serves to reflect different traffic conditions.

[kWh]

E5 =

[km]

d
[km/h]
v

·

(
[kW ]

pair +
[kW ]

proll +
[kW ]

pgrade

)
+

[−]

nacc ·
[km]

d ·
[kWh]

W inert
train (4.25)

Like in the ARTEMIS model, this energy estimate is the kinetic energy to move the
train and the actual energy demand depends on the engine type. This is considered
through efficiency rates εe (electric locomotive) and εd (diesel locomotive), see Formulas
(4.26) and (4.27).

[MJ ]

ETTW elec.
5 =

[kWh]

E5 ·
[−]

1

εe
·3.6 (4.26)

[MJ ]

ETTW diesel
5 =

[kWh]

E5 ·
[−]

1

εd
·3.6 (4.27)

Table 4.2: Train and trip parameters that are varied in the experiments.

considered in the model? a)

nr parameter unit range default 1 2 3 4 5

train
1 number of wagons nw - 2-42 20 - -

√ √ √

2 payload per wagon mwl t 10-62 38 - -
√ √ √

3 average speed v km/h 40-
140

90
√ √

(-) -
√

trip
4 distance d km 40-

440
240

√ √ √
-

√

5 number of stops ns - 1-5 2
√ √

(-) -
√

6 altitude difference h m 0-400 200 -
√ √ √ √

a) 1: MEET (empirical), 2: MEET (steady state), 3: ARTEMIS, 4: ETW, 5: Mesoscopic
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4.4 Experiments

The purpose of the experiments is to demonstrate the impact of common train and
trip parameters on the estimated emissions of the considered models. In particular, the
experiments analyze the impact of varying values of a train’s number of wagons, the
payload per wagon, the average speed, the trip distance, the number of stops, and the
altitude profile along the route. Table 4.2 shows the range within which these parameters
are varied, their default values (which represent a typical freight train in Germany, see FIS
(2020)), and whether these parameters are explicitly considered by the models as inputs,
or not. The analysis of each parameter’s impact helps in understanding each model’s
methodology. Further, by using such a wide range of values for the varied parameters,
the results of the experiments provide estimates of emission rates for various transport
scenarios. The model and simulation parameters that are used in the experiments are
described in Section 4.4.1 and the results are described in Sections 4.4.2 to 4.4.7.

4.4.1 Model and simulation parameters

The experiments cover trains that are either hauled by a locomotive with an electric
engine or by a locomotive with a diesel engine. For both cases, a six-axle locomotive
(frontal area A = 10 m2, locomotive weight mloc = 123 t) is assumed to carry a varying
number of wagons of the type ‘sgis 716’ (nax = 4 axles, empty weight mwe = 23 t,
maximal load mwm = 61 t). It is assumed that each wagon is loaded with three 20-ft
containers, that each wagon’s payload mwl includes the empty weight of the containers,
and that each wagon’s payload mwl is equally distributed among all containers. The
efficiency of diesel and electric trains is set to εd = 0.35 and εe = 0.65 (Lindgreen and
Sorenson; 2005b, p. 27), respectively, and the diesel-electric efficiency is set to εde = 0.37

(EcoTransIT World Initiative; 2019, p. 63).
For the energy estimate with the empirical MEET model (E1 ), the parameters A0

and A1 correspond to a large freight train with an empty mass of 600 t and are set to 63
and 0.019 (Hickman et al.; 1999, p. 223), respectively. Furthermore, it is assumed that
stops ns are uniformly distributed across the trip such that the distance between any two
consecutive stops is the same, i.e., ds = d/(ns + 1) . For the MEET’s energy estimate
that is based on the train’s steady state loading (E2 ), it is assumed that the maximal
speed vmax is a multiple of the average speed v (vmax = 1.5 · v ) and that B0 = 24.7 ,
B1 = 0 , and B2 = 0.0845 (Hickman et al.; 1999, p. 223).

The matrix approach of the ARTEMIS model is used with the spatial distribution
of the freight train between Glostrup and Fredericia, see Figure 4.2. Clearly, this causes
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misleading emission rates in the experiments as the distribution matrix is based on a
specific freight train in Denmark, e.g., whose total payload is only 126 tons whereas it is
760 tons for this study’s default train. However, using appropriate speed-accelerations for
each experimental setting requires a vast amount of detailed real-world rail freight data.
The issue of data availability is discussed in more detail in Section 4.5. The following
values are used to calculate the train specific rolling and aerodynamic coefficients CR and
CL that are used in the ARTEMIS and Mesoscopic model: ccarR = 0.0006 , clocR = 0.004 ,
c1 = 0.0005 , c2 = 0.0006 , clocL = 1.1 , and ccarL = 0.218 (Lindgreen and Sorenson; 2005a,
p. 7-8, 29).

The ETW model uses parameter s to consider the slope profile of the trip. In the
experiments, the altitude difference h between the origin location and the destination
location is used as a proxy for s . In particular, it is assumed that s = 0.9 for altitude
differences below 100 meters (h < 100 ), s = 1.0 for altitude difference between 100 and
300 meters (100 ≤ h ≤ 300 ), and s = 1.1 for altitude differences of more than 300
meters (h > 300 ). Empty trips are not considered in the experiments, e.g., dempty = 0

and dloaded = d .
As explained in Section 4.2, energy and emission factors can be used to convert a

TTW energy estimate (ETTW ) to a WTW emission estimate (GWTW ), see Figure
4.1. For trains hauled by electric locomotives, the emission factor resulting from the
EU-28 average energy supply is used, i.e., gWTW = 137 gCO2e/MJ (EcoTransIT World
Initiative; 2019, Tab. 52), and for trains hauled by locomotives that generate their power
from diesel fuel, the emission factor resulting from a 7% bio-diesel is used, i.e., gWTW =
88.21 gCO2e/MJ (DIN EN 16258; 2012, Tab. A.4). For both train types, total WTW
emissions are calculated with Formula (4.28).

[gCO2e]

GWTW =
[MJ ]

ETTW ·
[gCO2e/MJ ]

gWTW (4.28)

In the following sections, experimental results are mainly presented in terms of WTW
emission rates r in gCO2e/ton·km. These rates are computed by dividing total emissions
GWTW by the train’s payload mtl and the trip’s distance d , see Formula (4.29).

[gCO2e/ton·km]
r =

[gCO2e]

GWTW

[t]
mtl ·

[km]

d

(4.29)
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Figure 4.3: WTW emission rate r for a varying number of wagons nw .

4.4.2 Number of wagons

Figure 4.3 shows the WTW emission rate r for a train with a varying number of wagons
nw . Results are presented for a train that is hauled by a diesel locomotive (Figure 4.3a)
and for a train that is hauled by an electric locomotive (Figure 4.3b). It can be seen that
an increasing number of wagons leads in all models other than MEET and under both
engine types to degressive emission rates. In other words, the emission rate decreases
with a larger number of wagons at a decreasing marginal rate. This is because some of
the train’s total emissions are fix and independent of the number of wagons, such as the
emissions caused from moving the locomotive. Thus, since total emissions are equally
distributed over the train’s total payload in emission rate r , each additional wagon
decreases the share of ‘wagon-independent’ emissions per payload and ton. In contrast,
the MEET models already estimate a rate per (loaded) ton and kilometer, which makes
their estimated emission rates independent of a varying number of wagons.

Remember that all of the considered models estimate an energy demand that is
somehow independent of the engine type. Thus, differences between diesel and electric
locomotives arise from energy factors, emission factors, and efficiency rates, which are
assumed to be equal in all models and for all experiments. For each model, this leads
to a similar pattern of emission rates for both engine types. This is why the following
sections concentrate on results solely for one engine type, namely diesel.
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Figure 4.4: Emission rate and energy consumption for a varying payload per wagon mwl

(diesel train).

4.4.3 Payload per wagon

Figure 4.4 shows the train’s WTW emission rate r (Figure 4.4a) and the train’s TTW
energy ETTW (Figure 4.4b) for varying values of the payload per wagon mwl . It can
be seen that an increasing payload per wagon results in a degressive emission rate in the
ARTEMIS, ETW, and Mesoscopic model. The explanation is similar to the one given
for a varying number of wagons, see Section 4.4.2. In particular, an increasing payload
per wagon decreases the share of ‘payload-independent’ emissions, such as the emissions
caused from moving the locomotive or the wagon’s empty weight, per payload and ton,
which leads to degressive emission rates in models other than MEET. In contrast, energy
in the MEET models is already estimated per (loaded) ton and kilometer, which leads
to constant emission rates under varying values for the payload per wagon. Total TTW
energy ETTW increases with a higher payload per wagon in all models. This increase
is linear in the MEET models, the ARTEMIS model, and the Mesoscopic model and
almost linear in the ETW model. Note that the ‘payload-independent’ energy can be
easily identified in Figure 4.4b as it is atmwl = 0 . As mentioned before, energy estimates
are directly linearly related to emission estimates through energy and emission factors,
see Figure 4.1. This is why the following sections present results only for the emission
rate r . However, all findings also apply to energy measures and the emission values can
easily be converted to energy values simply by using the respective energy and emission
factors.
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Figure 4.5: WTW emission rate r for a varying average speed v and a varying distance
d (diesel train).

4.4.4 Speed

Figure 4.5a shows the WTW emission rate r for varying values of the train’s average speed
v . It can be seen that the average speed has no impact in the ARTEMIS model and
the ETW model. For the ARTEMIS model, this is because the same speed-acceleration
distribution from Figure 4.2 is used in all experiments. Clearly, this is unrealistic as
different average speeds also result in different speed-acceleration distributions. Yet, it
was not possible to find empirical data for all the speed-acceleration intervals that were
considered in the experiments. For ETW, average speed has no impact on the emission
rate because the ETW energy estimate only depends on the train’s total weight and the
trip’s slope profile, see Formula (4.16). In contrast, the emission rate estimated with the
MEET models or the Mesoscopic model increases quadratically with the average speed.
The quadratical increase derives directly from the respective formulas, see Formulas (4.1)
for MEET (empirical), (4.2) for MEET (steady state), and (4.24) for the Mesoscopic
model.

4.4.5 Distance

Figure 4.5b shows the WTW emission rate r for varying values of the trip’s distance d
. As already described in the previous section on the impact of speed, the ETW energy
estimate only depends on the train’s total weight and the trip’s slope profile. Thus, the
traveled distance has no impact on the emission rate if it is estimated with the ETW
model. For all other models, increasing distance leads to degressive emissions rates.
This is because the models incorporate that increasing distance usually leads to fewer
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Figure 4.6: WTW emission rate r for a varying number of stops ns and a varying altitude
difference h (diesel train).

acceleration processes per kilometer. Thus, the emissions from acceleration processes
become less relevant with increasing distance. Note that emission rates are very high for
small distances (e.g., for d < 80 ). The reason for this is that most models are designed
for typical train transportation scenarios which involve larger distances. For too short
distances, estimates are therefore unrealistic. The empirical MEET model explicitly
states that it should only be applied to trips of which the distance between the stops is
between 80 and 200 kilometers.

4.4.6 Number of stops

The number of stops are used to capture the train’s energy that results from acceleration
processes. Such accelerations are required at the beginning of the trip as well as after each
stop. Figure 4.6a shows that the WTW emission rate r increases with the number of stops
in the MEETmodels and in the Mesoscopic model whereas it is constant in the ARTEMIS
model and in the ETW model. For the ARTEMIS model, this is because the number
of stops are not explicitly considered by the matrix approach. However, the approach
implicitly considers the number of acceleration processes through the distribution of
speed-acceleration combinations. More precisely, a higher number of stops usually implies
a higher probability for intervals of low speed and high accelerations. But, as the same
speed-acceleration distribution is used in all experiments, the number of stops has no
impact here. The ETW model uses empirical data to estimate the energy and emissions.
Similar to speed and distance, the number of stops is not considered as an independent
variable which results in a constant emission rate for a varying number of the stops.
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4.4.7 Altitude difference

Finally, Figure 4.6b shows the impact of the trip’s gradient on the WTW emission rate
r . There are two ways how the models consider this. Firstly, by using the altitude
difference h between the origin and the destination (MEET steady state, ARTEMIS,
and Mesoscopic) and secondly, by using slope profile s (ETW). The empirical MEET
model does not consider altitudes, which results in constant emission rates. In con-
trast, increasing altitude differences result in continuously increasing emission rates in
the MEET model (steady state), in the ARTEMIS model, and in the Mesoscopic model,
whereas they result in discontinuously increasing emission rates in the ETW model. The
last is because slope profile s is assumed to change at pre-defined altitude differences of
h = 200 and h = 400 meters. Note that only positive changes (uphill) are considered in
this experiment. However, the reverse results arise for downhill slopes. This is because
the considered models do not differentiate between the direction (sign) of the slope which
implicitly assumes a total recovery of the uphill consumed energy when going downhill
again. Heinold and Meisel (2018) suggest using an adjusted variant for the slope that
only considers parts of the recovered energy from negative slopes.

4.5 Selecting an appropriate model

As there exist numerous models for estimating emissions, it is a challenging task to select
an appropriate model for a specific transport scenario, especially, as the availability of
data often limits the choice of applicable models. For example, whereas a train’s traveled
distance might be known (or can be calculated from public sources), its actual speed and
acceleration profile is often unknown. Some models, such as ETW, therefore concentrate
on input factors that are easy to collect, e.g., a train’s total weight. The experiments
in the previous section have shown which input factors are most relevant to each of the
models. Figure 4.7 sums up the results. The figure shows the impact of the train’s number
of wagons (row 1), the train’s payload per wagon (row 2), the train’s speed (row 3), the
trip’s distance (row 4), the trip’s number of stops (row 5), and the trip’s altitude difference
(row 6) on each model’s emission estimate (column 1 to 5). In contrast to Table 4.2, which
indicates whether those parameters are considered in a model, or not, Figure 4.7 makes
it easy to spot how they are captured in a model’s emission rate. For example, looking
at the ETW model (column 4), the emission rate decreases with an increasing number
of wagons or payload per wagon, it remains constant for variations in speed, distance,
or number of stops, and it discontinuously increases with increasing altitude differences.

91



Chapter 4. Comparing Emission Estimation Models

number of wagons

1

MEET (empirical)

number of wagons

MEET (steady state)

number of wagons

ARTEMIS

number of wagons

ETW

number of wagons

Mesoscopic

payload per wagon

2

payload per wagon payload per wagon payload per wagon payload per wagon

speed

3

speed speed speed speed

distance

4

distance distance distance distance

number of stops

5

number of stops number of stops number of stops number of stops

altitude difference

6

altitude difference altitude difference altitude difference altitude difference

emission rate for all models and all experiments (diesel train)

Figure 4.7: Impact of varying train and truck parameters (rows) on each model’s WTW
emission rate (columns).

Similarly, for a specific parameter, it is easy to identify the parameter’s impact on each
model’s emission rate. For example, looking at the row of parameter speed (row 3), it can
be seen that the emission rate quadratically increases if it is estimated with the MEET
models or the Mesoscopic model, whereas the emission rate is constant if it is estimated
with the ARTEMIS model or the ETW model. However, the same speed-acceleration
matrix is used in the ARTEMIS model, even for the experiments that vary speed and
number of stops.
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In addition to these common trip and train parameters, all of the models considered
in this paper use some kind of statistical parameters or functions, such as a train’s
physical resistances, to estimate emissions. The availability of up-to-date values for these
parameters might be another key consideration, especially, as regular updates might be
required due to technological advancements. Overall, some models need only a few data
inputs but generate quite coarse results. These models might still be useful in a rail
project proposal or feasibility analysis. On the contrary, other models might be more
preferred in detail design phases when the alignment of the transport scenario is almost
determined, which might be the case for shippers or logistics service provider.

Anyhow, even with all input data available to apply the models, it is not possible
to tell which of the models results in the ‘best’ estimate, as the ‘true’ emissions require
an actual measurement of emissions. For example, the diesel default train used in the
experiments results in emission rates of 20.17, 21.90, 22.52, and 23.39 gCO2e/ton·km
using the ETW, Mesoscopic, MEET (steady state), and MEET (empirical) model, re-
spectively. While these estimates are similar to each other as well as similar to other
estimates found in the literature, e.g., the Network for Transport Measures (2018) reports
average emission rates of 23 gCO2e/ton·km for diesel freight trains in the EU, it is not
possible to say which of the models is absolutely better than another. Furthermore, the
experiments in Section 4.4 have demonstrated that differences between the models might
be significantly higher for other transport scenarios. Thus, it might not be reasonable to
exclusively use one or another model, but, instead, use several models covering different
aspects of the considered train and trip.

4.6 Conclusion

This paper has reviewed five emission estimation models for rail freight transportation.
In particular, two models from the MEET project, the ARTEMIS model, the ETWmodel
and the Mesoscopic model have been considered. These models quantity emissions by
estimating a train’s tank-to-wheel energy consumption. For this, the models use train
and trip specific parameters that have been described in detail in this paper. Engine
type specific energy and emission factors are then used to convert energy estimates into
emission estimates.

An computational study has analyzed the impact of relevant parameters on the es-
timated emissions. In particular, results have been presented for varying values of a
train’s number of wagons, the payload per wagon, the average speed, the trip distance,
the number of stops, and the altitude profile along the route. The analysis has shown that
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the parameters impact on the well-to-wheel emission rate (gCO2e/ton·km) is considered
differently in the five models: increasing number of wagons or payloads per wagon lead
to a degressive emission rate in three models and have no impact on the emission rate
in two models, increasing speed increases the emission rate in three models and has no
impact on the emission rate in two models, increasing distance decreases the emission
rate in four models and has no impact on the emission rate in one model, an increasing
number of stops increases the emission rate in three models and has no impact on the
emission rate in two models, and an increasing altitude difference increases the emission
rate in four models and has no impact on the emission rate in one model. This study has
also discussed transport scenarios in which each of the models can be applied to. Here,
the availability of data plays a vital role as some models require a substantial amount of
specific input data, such as technical parameters about the locomotive. Despite of this,
it has been shown that the models lead to similar estimates for a realistic default train.
Overall, is has been shown that it is the considered transport scenario that decides which
model is most appropriate to estimate emissions from rail freight transportation.

This study has concentrated on the most prominent parameters but did not vary all
possible parameters. For example, the rolling and aerodynamic coefficients (used in the
ARTEMIS and Mesoscopic model) have not been varied in the experiments, although
they can have a significant impact on the estimated energy/emissions. However, a proper
setting of these parameters is challenging as they depend on, for example, train-type
specific characteristics, and it would be interesting to provide an overview of these pa-
rameters for several common train-types. The matrix approach of the ARTEMIS model
uses trip-specific distribution matrices to capture realistic speed-acceleration combina-
tions. The same distribution from a freight train in Denmark has been used throughout
the experiments. It is left for future research to collect real data for trains’ driving
cycles in order to build distribution matrices for additional transportation scenarios. Fi-
nally, Hickman et al. (1999) and Lindgreen and Sorenson (2005a,b) already provide some
findings on the actual emissions that are emitted by a freight train. It would be inter-
esting to update and extend these results and, for example, to investigate the impact of
technological improvements on the emitted emission.
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4.7 Appendix A. Python scripts

The Python code with the implementations of the emission estimation models are avail-
able as additional files in the electronic appendix of this paper. These scripts can be
used to reproduce all results from the experimental study. They can also be used for per-
forming own calculations. All data and material is also available from the corresponding
author on request.
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Abstract The problem addressed in this paper seeks for an optimal routing of freight
orders through an intermodal transportation network. We consider the case of envi-
ronmentally aware customers that request to ship orders with no more than a specified
amount of greenhouse gases, which establishes so-called emission limits. In order to en-
sure that a routing plan complies with each order’s emission limit, it is necessary to
estimate emissions caused by the used transport services and to allocate these emissions
to the orders. We model this problem under cost-, emission- and service-objectives and
apply it to an intermodal rail/road network in Europe.

Keywords Intermodal Transportation, Service Selection Problem, Emission Limits,
Emission Estimation, Emission Allocation

99



Chapter 5. Emission Limits and Emission Allocation Schemes

5.1 Introduction

Within the last years, an increasing environmental awareness in different areas of modern
societies can be observed. One form of this development are eco-labels that indicate
the energy consumption or the carbon footprint of products or services (Thøgersen and
Nielsen; 2016). It is not surprising that such overall environmental cautiousness is carried
over to the decision-making processes in transportation and logistics companies (e.g.,
DHL; 2019; UPS; 2019).

In this study, we model a service selection problem (SSP) where a set of orders, which
is placed by customers, is to be routed through an intermodal network of road and rail
transportation services. Thereby, we consider the case of environmentally aware cus-
tomers that request to ship orders with no more than a specified amount of greenhouse
gases, so called emission limits. The planning task is (i) to come up with a routing plan,
(ii) to estimate the corresponding emissions, and (iii) to implement emission allocation
schemes such that the solution complies with each order’s emission limit. The routing
plan indicates the services used as well as the transshipment processes required between
the services. Overall, the problem addressed in this paper covers two types of decisions.
Firstly, the decision about the routing and transshipment of the orders and, secondly, the
decision about each service’s emission allocation scheme. Since the orders are typically
placed by customers and the services are typically operated by one or several companies,
these decisions might be made by different actors. However, there are also settings where
one decision maker is in charge of making both decisions. For example, a freight agent
could act between the customers and the service operators, selecting both the services to
be used and the emission allocation schemes that fit to the customers’ environmental pref-
erences. The freight agent then prescribes the required schemes for the service operators
(e.g., if the agent possesses the market power) or uses this information for negotiations
with the service operators. For this reason, we consider a model where both decisions
are made holistically by one decision maker. Throughout this study, we consider an
egalitarian allocation scheme and a payload-based allocation scheme as alternatives for
emission allocation. With these schemes, we allocate emissions from a transportation
service, such as a truck or a train, to orders that use this service. In particular, the
egalitarian scheme allocates the same amount of emissions to each order of a service and
the payload-based scheme allocates emissions to orders based on the orders’ contribution
to a service’s overall payload. For reasons of comparison, we also present results for the
case where all services consistently use the egalitarian allocation scheme and for the case
where all services consistently use the payload-based allocation scheme. Note that by
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letting the model select the services’ allocation schemes, an order’s route might involve
services that use different schemes. This helps in respecting an order’s emission limit.
For example, if an order exceeds its emission limit in a routing-solution under a consis-
tent application of a single allocation scheme, then, by changing the allocation scheme
on some of the used services, the emissions assigned to this particular order could fall
below the emission limit. The freedom to apply different allocation schemes on different
services is in accordance with the European norm on the calculation and declaration
of emissions of transport services (DIN EN 16258; 2012). Overall, the Service Selection
Problem in our study considers Transshipment processes, Allocation schemes per service
and Limits on the emissions per order in an Emission-oriented setting. We refer to this
problem as SSP-TALE and formulate it for cost-, emission- and service-objectives.

With this study, we are, to the best of our knowledge, the first to present the prob-
lem of routing orders with order-specific emission limits through an intermodal network
of transportation services where the emission allocation schemes are selected for each
service. We show how to model and solve the corresponding problem. We analyze the
impact of orders’ emission limits, which serve as an indicator for customers’ environmen-
tal cautiousness, on the routing of individual orders as well as their impact on the overall
network costs and emissions. In addition, we show how the choice of emission allocation
schemes can change the routing plan and, thus, the optimal solution under each of the
considered objectives. Finally, we also present insights on the settings in which the model
is likely to select either the egalitarian or the payload-based emission allocation scheme
for the services in the considered network.

The rest of this paper is organized as follows. Section 5.2 presents an overview of rel-
evant literature. Section 5.3 describes the SSP-TALE and its mathematical formulation.
Section 5.4 presents extensive experimental results that are based on real-world data. In
particular, we consider the routing of orders between Portugal and the Netherlands and
between Italy and Denmark in the European intermodal rail/road network. Section 5.5
concludes this paper.

5.2 Literature review

In this section, we provide an overview of studies on environmentally oriented routing
in transportation networks. We mainly focus on studies that address intermodal freight
networks consisting of road and rail services. We also include some relevant unimodal
studies that address the allocation of emissions to orders. Table 5.1 shows an overview
of all considered studies, together with the central problem features that are relevant in
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Table 5.1: Overview of selected relevant literature.
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this study
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√ √ √ √ √ √

(
√
)
√

a studies that use multiple schemes for allocating emissions to orders

relation to our study. A more general overview of studies concerning multimodal freight
transportation is provided by SteadieSeifi et al. (2014).

Bauer et al. (2010) extend a service network design problem by considering a min-
imization of total emissions emitted by the services in the network as well as the more
traditional objective of minimizing total transportation time of orders. The authors
perform a computational study for a rail/road network that covers Austria, the Czech
Republic and Poland and compare solutions for both objectives. In contrast to the
time minimizing solution, the emission minimizing solution results in fewer used ser-
vices and higher waiting times for transshipping orders between services. Rudi et al.
(2016) formulate a capacitated multi-commodity network flow model with the objectives
to minimize costs, transit times and emissions of the transport and transshipment pro-
cesses. The model considers in-transit inventory and finds an optimal solution for the
routing and transshipment of products. Sun and Lang (2015) consider the problem of
routing commodities through a rail/road transportation network. The authors consider
schedule-based rail services and time-flexible road services and apply their model to a
large-scale problem of bringing containers from inland cities to seaports in China. The
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objective is to minimize total costs for transportation, transshipment, inventory, pick-up
and delivery as well as CO2 emissions from transportation. Qu et al. (2016) present
a similar problem and consider services’ fixed and variable costs, transshipment costs
as well as emissions. Here, the authors also consider transshipment costs that occur if
an order has to change between one mode of transportation to another (e.g., from road
to rail). Baykasoğlu and Subulan (2016) consider a multimodal transportation problem
with the objectives to minimize transport costs, transit time or transport-related emis-
sions. The authors consider a multi-period scenario and test their model on data from
an international logistics company in Turkey. Demir et al. (2016) describe a green in-
termodal service network design problem with travel time uncertainty. The objective of
the model is to minimize a weighted cost function that considers direct transportation,
transit time, and emissions. Thereby, the authors consider emissions from transportation
and transshipment processes. A sample average approximation algorithm is used to find
robust solutions under uncertain travel times. Sharma and Mathew (2011) consider as
objectives the minimization of transit time and transport emissions in a multi-objective
network design problem with various road modes. The authors formulate the problem as
a bi-level model with an upper level decision on the road network design and a lower level
decision on the routing in this network. Heinold and Meisel (2018) provide a comprehen-
sive overview of emission rates for European rail/road intermodal and road-only trans-
portation. For this, the authors conduct a systematic simulation study for the rail/road
Trans-European Transport Network where they consider emissions from transportation
and transshipment processes. In a follow-up study, Heinold and Meisel (2019) propose a
model to route an individual order through an intermodal transportation network with
the objective to minimize total emissions or transit time. The authors measure emissions
and transit time from transportation and transshipment processes under both objectives
and present comprehensive results for a large number of artificial orders that are shipped
across Europe. Lam and Gu (2016) present a model to find an optimal routing for ship-
ping containers in a port hinterland by using trucks, trains, and barges. A bi-objective
optimization approach is used to demonstrate the trade-offs between costs and transit
time. The model considers the environmental impact of a solution by restricting the
total amount of emitted greenhouse gases through a hard constraint. The authors argue
that such limit could be imposed by governmental or regulatory authorities. Chen et al.
(2014) consider emission reduction targets in an intermodal waterway-road network. The
authors provide a model that determines a routing for the orders under the objective of
minimizing state subsidies. Thereby, restrictions enforce certain carbon emission reduc-
tion targets, such as reducing network emissions by at least 15%. Similarly, Chen and
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Wang (2016) analyze the selection of transport modes under different emission reduction
policies. In particular, the authors consider the cap policy and the cap-and-trade policy
that both set an overall limit for the network emissions. Anyhow, the latter two studies
are only little related to our research as they consider the problem from the point of view
of transport policy makers whereas our paper considers the problem from the point of
view of a logistics service provider.

The previously mentioned studies apply to networks with multiple modes of trans-
portation. Thereby, total emissions are either considered as an objective to minimize
or as a limit on the overall network emissions. Studies that incorporate the selection
of emission allocation schemes into routing decisions so far consider only one trans-
portation mode. For example, Kirschstein and Bierwirth (2018) propose a road-only
selective traveling salesman problem with emission allocation schemes. The problem is
to find a vehicle route that minimizes the amount of greenhouse gases that is allocated
to one specific order. For this purpose, the model also decides on the emission allocation
scheme to use. Here, either a distance based allocation or an egalitarian allocation can
be selected to distribute the total route-emissions among the orders. Kellner and Schnei-
derbauer (2019) further analyze the effect of allocation schemes in road transportation.
The authors consider three problem types: a vehicle routing problem (VRP), a road-only
network flow model (NFM), and a mixed VRP-NFM model. The authors apply various
allocation schemes, including schemes that are based on principles of game theory, to
each considered problem type. The authors show by experiment that emission alloca-
tion schemes that are based on the orders’ individual travel distances lead to emission
allocations that are similar to an allocation based on Shapley values, which serves as a
benchmark allocation method. Note that Kirschstein and Bierwirth (2018) and Kellner
and Schneiderbauer (2019) both analyze schemes that allocate total network emissions to
individual orders. In contrast, we consider this in more detail for a situation where emis-
sion allocation schemes are selected for each service, rather than applying one scheme to
the overall network. With this, it is possible to use different emission allocation schemes
for the services within the considered transportation network. Accordingly, we do not
consider allocation schemes that use the Shapley value or the travel distance of the orders,
as these imply using the same allocation scheme for all services. Instead, we concentrate
on the service-specific egalitarian scheme and payload-based scheme.

In contrast to the existing literature, the problem addressed in this paper is to route
orders with individual emission limits through an intermodal network where we consider
emissions from transportation and transshipment processes and also select allocation
schemes to allocate these emissions to orders. The emission limits reflect individual
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customer preferences on the environmental impact of their shipment. As shown above,
hard emission limits on a network level have been considered in some studies but no
study considered emission limits per order so far. We fill this gap by presenting a model
that considers emission limits per order, which, through the sum over all orders’ emission
limits, also imposes an overall network limit. We implement such limits as soft constraints
and use the number of orders that can be routed within their emission limit as a service-
oriented performance measure. We do not consider time as an additional service-oriented
measure although some of the above studies include this in their analysis. This is because
the focus of our study is on describing interdependencies of orders’ emission limits, orders’
routings, and services’ emission allocation schemes. We refer to Heinold and Meisel
(2019) for a study that compares the emission-oriented and the time-oriented routing
of orders in an intermodal network. Furthermore, although we formulate the model
as an intermodal transportation problem, it can also be applied to settings with only
one mode of transportation, simply by restricting the set of considered services. In our
experiments, we consider orders each of a size of one or more container units (TEU) as
these are candidates for intermodal transportation. However, the presented formulation
of the SSP-TALE also fits to scenarios with smaller order sizes.

Orders

Transshipment processes

Allocation schemes

Limits on order emissions

Emission-oriented setting   

truck
≤ 1,200 kgCO2e

truck

≤ 400 kgCO2e

train truck

order 1

order 2

payload

based

egalitarian payload

based

SSP-TALE

Solution

allocation

scheme

Services
default load

id from to mode TEU orders

1 Madrid Barcelona truck 0 0

2 Madrid Valencia truck 2 1

3 Valencia Tarragona train 25 10

4 Tarragona Barcelona truck 0 0

… … … … …

id from to

load

[TEU]

emission limit

[kgCO2e]

1 Madrid Barcelona 2 1,200

2 Madrid Barcelona 1 400

… … … … …

ProblemInput

Service selection and order 

routing while considering:

Figure 5.1: Structure of the service selection problem with transshipment processes,
allocation schemes per service and limits on order emissions in an emission-oriented
setting (SSP-TALE).
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5.3 The SSP-TALE model

5.3.1 Problem description and notation

In the following, we provide a formal description of the considered problem. An overview
of the used notation is provided in Table 5.2. We model the transportation network as
a graph G(N ,S). The set of nodes N represents the origins and destinations of orders
and services. The set of arcs S describes all services that operate between the nodes
of the network. Each service s ∈ S connects an origin node as and a destination node
bs. We allow parallel services between two nodes in order to model services of different
types (e.g., truck or train) that connect the same pair of nodes. The problem of the
SSP-TALE is to find an optimal routing plan for a given set of orders O in network G,
as is conceptually sketched in Figure 5.1.

For each order o ∈ O, a number qo of 20-ft container units (TEU) is to be shipped
from a given origin node ao ∈ N to a given destination node bo ∈ N (ao 6= bo). In our
study, each TEU corresponds to 12 tons of cargo, such that two TEU are equivalent to
one full truck load of a 40-ft container à 24 tons.

The binary decision variable xos is used to denote if order o uses service s (xos = 1) or
not (xos = 0). Similarly, binary decision variable yos is used to denote if order o requires
transshipment at the destination bs of service s (yos = 1) or not (yos = 0). To identify
transshipment processes, the parameter sucs ∈ S indicates the succeeding service of a
service s ∈ S. For example, if two adjacent train services s1 and s2 with bs1 = as2 are
conducted by the same train, we have sucs1 = s2. Then, an order that uses both services
s1 and s2 requires no transshipment at location bs1 as it stays on the train. However,
transshipment is required at node bs1 = as2 if s2 is not conducted by the same train,
which is indicated by parameter sucs1 6= s2. Note that using binary decision variables to
indicate if an order o is transported with or transshipped after a service s implies that
payload qo is not split when being transported from ao to bo. Transporting one TEU with
service s ∈ S causes costs rtports and emissions etports . Transshipping one TEU at node
i ∈ N causes costs rtshipi and emissions etshipi . For a specific service s ∈ S, we denote by
c̄s the capacity and by

¯
cs the default load of that service, both expressed in TEU. Here,

default load
¯
cs refers to the amount of transport units that use service s independently

of the routing of orders O. Thus, the total load of a service s composes of its default load

¯
cs and order load

∑
o∈O xos · qo. The number of orders that make up for default load

¯
cs

is denoted by ms.
We use equivalents of carbon dioxide (CO2e) to subsume the environmental impact

of several relevant greenhouse gases and refer to these jointly as "emissions" (e.g., Piecyk
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et al.; 2012). The SSP-TALE considers emission limits set by customers. Such a limit ēo
states the maximal amount of emissions (including emissions from transportation as well
as emissions from transshipment) that is allowed for order o ∈ O. We use five decision
variables to capture emissions: (i) E¯

c
s states the amount of emissions of a service s that

are allocated to its default ordersms, (ii) E
tport
os states the transport emissions of a service

s that are allocated to order o, (iii) Etshipoi states the transshipment emissions of order o

Table 5.2: Sets, parameters and decision variables in the SSP-TALE.

name description

nodes
N set of nodes

(
N =

⋃
o∈O{ao, bo} ∪

⋃
s∈S{as, bs}

)
rtshipi costs in $/TEU caused by transshipping one TEU at node i ∈ N
etshipi emissions in kgCO2e/TEU caused by transshipping one TEU at node i ∈ N

orders
O set of orders
qo payload of order o ∈ O (in TEU)
ao, bo origin/destination location (node) of order o ∈ O, ao, bo ∈ N
ēo emission limit of order o ∈ O (in kgCO2e)

services
S set of services
as, bs origin/destination location (node) of service s ∈ S, as, bs ∈ N
sucs succeeding service of service s ∈ S, sucs ∈ S

¯
cs default load of service s ∈ S (in TEU)
c̄s maximal load (capacity) of service s ∈ S (in TEU)
ms number of orders that make up for default load

¯
cs of service s ∈ S

rtports cost rate ($/TEU) for transporting one TEU with service s ∈ S
etports emission rate (kgCO2e/TEU) for transporting one TEU with service s ∈ S

decision variables
xos = 1 if order o ∈ O uses service s ∈ S, 0 otherwise
yos = 1 if order o ∈ O is transshipped at the end of service s ∈ S (i.e., at node bs ∈ N ), 0

otherwise
zs = 1 if the egalitarian and = 0 if the payload-based allocation scheme is used for service s ∈ S
E¯
c
s emissions allocated to default orders ms of service s ∈ S

Etportos emissions allocated to order o ∈ O for using service s ∈ S
Etshipoi emissions from transshipping order o ∈ O at node i ∈ N
Eexo excess emissions, i.e., the amount of emissions allocated to order o ∈ O that exceeds emission

limit ēo
Elimo = 1 if emissions allocated to order o exceed the order’s emission limit ēo (Eexo > 0), 0

otherwise
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at a node i ∈ N , (iv) Eexo states the amount of emissions that exceeds the emission limit
ēo of order o and (v) Elimo is a binary variable to indicate if emissions of order o are higher
than its limit

(
Eexo > 0 =⇒ Elimo = 1

)
, or not

(
Eexo = 0 =⇒ Elimo = 0

)
. Furthermore,

the binary decision variable zs is equal to 1 if the egalitarian scheme (EA) is used for
allocating emissions to orders of service s. If zs = 0, the payload-based allocation scheme
(PA) is used for this service.

For a service s ∈ S, the egalitarian scheme (zs = 1) allocates the same amount of
emissions to all orders that use the service, independent of each order’s actual payload.
Thereby, the set of orders comprises both, the ms default load orders and those orders
o ∈ O that are assigned to the service by the model (i.e., xos = 1). For an order o ∈ O
that uses service s ∈ S, the allocated transport emissions Etportos are then determined
by Formula (5.1). Here, the nominator describes the total transport emissions etports ·(̄
cs +

∑
o′∈O qo′ · xo′s

)
of service s and the denominator corresponds to the total number

of orders ms +
∑

o′∈O xo′s that use service s. Note that Formula (5.1) is non-linear. We
provide in Section 5.3.2 a linearized formulation of the respective model constraints.

(zs = 1 ∧ xos = 1) =⇒ Etportos =
etports ·

(̄
cs +

∑
o′∈O qo′ · xo′s

)
ms +

∑
o′∈O xo′s

, ∀ o ∈ O, s ∈ S (5.1)

In contrast, a service s ∈ S that uses the payload-based scheme (zs = 0) allocates the
same amount of emissions to each transported TEU and, thus, considers an order’s
contribution qo to the total load (

¯
cs +

∑
o′∈O qo′ · xo′s) of this service, see Formula (5.2).

Here, the total emissions of service s are allocated equally among all TEUs of this service
and are then multiplied with the number of TEUs that correspond to order o.

(zs = 0 ∧ xos = 1) =⇒ Etportos = qo ·
etports ·

(̄
cs +

∑
o′∈O qo′ · xo′s

)
¯
cs +

∑
o′∈O qo′ · xo′s

= qo · etports , ∀ o ∈ O, s ∈ S
(5.2)

Note that, irrespective of the applied allocation scheme, transport emissions of service
s ∈ S are only allocated to order o ∈ O if the order uses this service, i.e., (xos = 0) =⇒
Etportos = 0. Emissions from transshipping an order o ∈ O at the end-node bs of service
s ∈ S are fully assigned to the order, i.e., Etshipobs

= qo ·etships ·yobs . An illustrative example
of the SSP-TALE model is provided in Appendix A.
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5.3.2 Optimization model

In this section, we present a MIP formulation for the SSP-TALE, considering four perfor-
mance measures F1 to F4 that can serve as objectives, see Functions (5.3a) to (5.3d). The
orders’ total costs and emissions from transportation and transshipment are calculated by
performance measures "order costs" (F1) and "order emissions" (F2), respectively. The
total excess emissions that result from exceeding orders’ emission limits are calculated by
performance measure "excess emissions" (F3). The number of orders that exceed their
emission limit are calculated by performance measure "red orders" (F4). We solve this
multi-objective problem hierarchically, i.e., we consider one of these performance mea-
sures as primary objective and the others as subordinate objectives. For example, using
F1 (order costs) as primary objective and F2 (order emissions) as secondary objective
results in minimal emissions for order set O within the cost-minimizing solution. Of
course, such a multi-objective problem can also be solved with other techniques. Linear
weighting might be used but it is then the task to find proper weights for performance
measures of different units. We refer to Marler and Arora (2004), Jozefowiez et al. (2008),
and Deb (2014) for an overview of multi-objective optimization. In our study, we use the
hierarchical approach as it clearly distincts the roles of the performances measures. In
our experiments in Section 5.4, we use each combination of two out of the four measures
F1 to F4 as primary and subordinate objectives, which leads to a total of 12 hierarchical
objective-pairs being considered.

min F1 =
∑
o∈O

∑
s∈S

qo · (rtports · xos + rtshipbs
· yos) "order costs" (5.3a)

min F2 =
∑
o∈O

(∑
s∈S

Etportos +
∑
i∈N

Etshipoi

)
"order emissions" (5.3b)

min F3 =
∑
o∈O

Eexo "excess emissions" (5.3c)

min F4 =
∑
o∈O

Elimo "red orders" (5.3d)

subject to ∑
s∈S|as=ao

xos = 1, ∀ o ∈ O (5.4)

∑
s∈S|bs=bo

xos = 1, ∀ o ∈ O (5.5)
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∑
s∈S|bs=i

xos =
∑

s∈S|as=i

xos, ∀ o ∈ O, i ∈ N\{ao, bo} (5.6)

∑
s∈S|bs=ao

xos +
∑

s∈S|as=bo

xos = 0, ∀ o ∈ O (5.7)

Constraint (5.4) states that each order o ∈ O has to depart at its origin ao and Constraint
(5.5) states that the order has to arrive at its destination bo. Constraint (5.6) describes
each order’s balance of flow at all other nodes of the network, i.e., an order which enters
a node also has to leave that node. Constraint (5.7) prevents subtours by prohibiting
orders to use services that arrive at their origin ao or depart at their destination bo.
Thus, the constraint ensures for all orders a cycle-free routing from the origin- to the
destination-nodes.

yos ≥ xos − xo,sucs , ∀ o ∈ O, s ∈ S (5.8)

¯
cs +

∑
o∈O

qo · xos ≤ c̄s, ∀ s ∈ S (5.9)

Constraint (5.8) is used to set the transshipment decision variable yos. Here, a trans-
shipment operation yos for an order o after using a service s is only required if service’s
s succeeding service sucs is not used by this order. Decision variable yos is never set un-
intentionally to value 1 as transshipment operations result in costs and emissions, one of
which is always minimized in objectives F1 to F4. Constraint (5.9) describes the capacity
restrictions of the services. Note that this constraint also implies that the complete order
quantity qo is shipped with service s if this service is used by order o (xos = 1).

Etshipoi = etshipi · qo ·
∑

s∈S|bs=i

yos, ∀ o ∈ O, i ∈ N (5.10)

E¯
c
s +

∑
o∈O

Etportos = etports ·

(
¯
cs +

∑
o∈O

qo · xos

)
, ∀ s ∈ S (5.11)

Etportos ≤M1
os · xos, ∀ o ∈ O, s ∈ S (5.12)

E¯
c
s = 0, ∀ s ∈ S|ms = 0 (5.13)

Emissions that result from transshipment operations are calculated by Constraint (5.10)
and emissions that result from transportation are calculated by Constraint (5.11). Note
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that Constraint (5.11) also ensures that all transport emissions are distributed among
the default load and the orders o ∈ O, which implies that all emissions of a service
are allocated. Constraint (5.12) ensures that emissions from a service s can only be
allocated to an order o if this order uses service s (xos = 1). Here, M1

os is a sufficiently
large positive number ("big M ") whose value is defined in Appendix B together with all
other M -values appearing in the following constraints. Constraint (5.13) states that no
emissions E¯

c
s can be allocated to a service if a service has no default load (ms = 0).

Etporto1s − E
tport
o2s ≤M

2
o1s · (3− xo1s − xo2s − zs) , ∀ o1, o2 ∈ O, s ∈ S|ms = 0 (5.14)

Etporto2s − E
tport
o1s ≤M

2
o2s · (3− xo1s − xo2s − zs) , ∀ o1, o2 ∈ O, s ∈ S|ms = 0 (5.15)

E¯
c
s

ms

− Etportos ≤M3
s · (2− xos − zs), ∀ o ∈ O, s ∈ S|ms > 0 (5.16)

Etportos − E¯
c
s

ms

≤M4
os · (2− xos − zs), ∀ o ∈ O, s ∈ S|ms > 0 (5.17)

The egalitarian allocation of emissions to orders in O is described by Constraints (5.14)
to (5.17). Services with no default load (ms = 0) are treated in (5.14) and (5.15). They
allocate the same emissions pairwise to orders o1 and o2 that both use service s. Con-
straints (5.16) and (5.17) handle services that have a default load (ms > 0). Here, the
emissions Etportos allocated to order o are set equal to the emissions allocated to each order
of the default load which is computed by E¯

c
s

ms
. Constraints (5.14) and (5.15) are based on

the implementation of the egalitarian scheme in the selective traveling salesman problem
of Kirschstein and Bierwirth (2018). This implementation is a linearization of the generic
but non-linear Equation (5.1) that was presented in Section 5.3.1.

E¯
c
s − etports ·

¯
cs ≤M5

s · zs, ∀ s ∈ S (5.18)

etports ·
¯
cs − E¯

c
s ≤M6

s · zs, ∀ s ∈ S (5.19)

Etportos − etports · qo · xos ≤M7
os · (1− xos + zs), ∀ o ∈ O, s ∈ S (5.20)

etports · qo · xos − Etportos ≤M8
os · (1− xos + zs), ∀ o ∈ O, s ∈ S (5.21)

The payload-based allocation of emissions is modeled by Constraints (5.18) and (5.19)
for the default load of service s and by Constraints (5.20) and (5.21) for the transport
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emissions Etportos of order o using service s. Remember that zs = 0 indicates that the
PA-scheme is applied to service s.

Eexo ≥
∑
s∈S

Etportos +
∑
i∈N

Etshipoi − ēo, ∀ o ∈ O (5.22)

Eexo ≤M9
o · Elimo , ∀ o ∈ O (5.23)

E¯
c
s, E

tport
os , Etshipoi , Eexo ≥ 0, ∀ o ∈ O, s ∈ S, i ∈ N (5.24)

xos, yos, zs, E
lim
o ∈ {0, 1}, ∀ o ∈ O, s ∈ S (5.25)

Constraint (5.22) calculates the emissions that exceed order o’s emission limit ēo. If this
value is strictly positive, the binary indicator Elimo is set to 1 by Constraint (5.23). Note
that Eexo and Elimo are never unintentionally larger than 0 if these measures are considered
as primary or subordinate objectives. Finally, the domains of the decision variables are
described by Constraints (5.24) and (5.25). The implementation is enhanced by bounds
that limit the range of possible values for decision variables E¯

c
s, Etshipoi , and Etportos . A

description of these bounds is provided together with the large numbers M in Appendix
B. We use version 12.7.1.0 of IBM ILOG CPLEX for solving this formulation of the
SSP-TALE.

5.4 Experiments with real-world data

5.4.1 Data

For the following experiments, we use the SSP-TALE model to route a fixed number
of orders through the European intermodal rail/road network. Thereby, we compare
results from country pairs Portugal and the Netherlands (PT-NL) as well as Italy and
Denmark (IT-DK). Orders between these countries can be candidates for intermodal
rail/road transportation due to the long distances. The results from these country pairs
are used to demonstrate the impact of SSP-TALE’s features whereas for other country
pairs results might differ. For example, Arnold et al. (2004) show that modal shares
are also sensitive to costs of track gauge changes which could be incorporated when
considering countries with differing track gauge.

The considered rail network is based on the core corridors described in the Trans-
European Transport Network (TEN-T), see PaP Catalogue (2019) and TENtec Reporting
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(2014, 2019). Figure 5.2a illustrates this network. Full data of the network is provided
in Appendix C. Road network data is extracted from Open Street Map (2019) using
Geofabrik (2019). We apply the Open Source Routing Machine to obtain truck routes
within this road network, see Luxen and Vetter (2011). Figure 5.2b shows an exemplary
routing through the road network from a customer node in Portugal to five rail/road
transshipment terminals on the Iberian Peninsula.

For the rail services, we model an artificial mix of light and regular trains, see Figure
5.2a. Here, regular trains operate on main axes across Europe, such as the "west-to-
east" axis or "north-to-south" axis, and light trains are used as feeders to the regular
trains. Overall, we model 88 light trains and 18 regular trains that are also described in
Appendix C. We assume for both train types a maximum capacity of c̄s = 108 TEUs,
which corresponds to 36 wagons à 3 TEU. For the default load of a service s, we use
values of

¯
cs = 25 TEU for light trains and

¯
cs = 40 TEU for regular trains. These default

loads are chosen because they pose constellations where the selection of the services’
allocation schemes is not trivial. This is further explained in Section 5.4.6, where we
present results for varying values of

¯
cs. A train’s remaining capacity c̄s −

¯
cs can be

used for loads qo of orders O. The number of external orders ms is randomly drawn
between 1 and 10 for both train types. For the road services, we model heavy trucks. We

figure_rail_network

light train
regular train

(a) rail network across Europe

origin

Portugal

Spain

(b) exemplary routing through the road net-
work

Figure 5.2: Considered rail network and exemplary routing through the road network.
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consider road services that connect each order’s origin location directly to the five closest
transshipment terminals. Likewise, road services that connect a destination location to
five nearby terminals are established. For an order o, and each such road service s,
we assume that the maximum capacity of the road service equals the quantity of the
related order (c̄s = qo). Thus, as each truck can carry at most two TEU, a road service
can correspond to multiple trucks. Road services s are assumed to have no default load
(
¯
cs = ms = 0).

Throughout this study, we assume transshipment costs of rtshipi = 40 $/TEU and
transshipment emissions of etshipi = 15 kgCO2e/TEU for all nodes i ∈ N , see Clausen
et al. (2013), Geerlings and van Duin (2011), and Janic (2007). The services’ cost rates
rtports ($/TEU) are 1.67 $ cents/ton·km for train transportation and 5.23 $ cents/ton·km
for truck transportation (Forkenbrock; 2001). The services’ emission rates etports , mea-
sured in kgCO2e per TEU, of truck and train freight transportation are calculated with
average country-pair specific values provided by Heinold and Meisel (2018), see Table
5.3. Emission rates differ between country pairs because countries have their own geo-
graphical and/or infrastructural characteristic (e.g., crossing the Alps, density of the rail
network, degree of electrification in the rail network, source of electricity, etc.) and they
differ between light and regular trains because each train type has a different default
weight resulting from default load

¯
cs.

For each order o ∈ O, a random origin ao and a random destination bo are drawn
within the borders of the respective country. We draw order quantities qo between 1 and 8
TEUs. For the emission limit ēo of an order o, we multiply the order’s road-only emissions
with a weight p. Here, road-only emissions of an order o refer to the emissions that result
from shipping the load qo directly by truck from the order’s origin to its destination. Note
that such truck services are not contained in set S as we look for analyzing intermodal
operations. For eco-aware customers, it is reasonable to assume that p < 1 as transporting
goods solely by truck usually causes higher emissions than using intermodal rail/road
transportation (e.g., Heinold and Meisel; 2018). In other words, parameter p describes
the share of road-only emissions that a customer is willing to accept for an intermodal

Table 5.3: Emission rates from truck and train freight transportation.

emission rate [gCO2e/ton·km]
country pair light train regular train truck

PT-NL 10.0 9.3 53.3
IT-DK 24.9 23.4 59.4
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transportation. However, it is difficult to preset a particular value of p as it is an indicator
for the environmental cautiousness of an individual customer. Therefore, we vary this
parameter in our experiment in Section 5.4.3.

All results presented in this paper are based on solving 25 instances for each of
the considered country pairs, using either five or eight orders per instance (|O| = {5, 8}).
Note that by considering at most 8 orders of 8 TEUs each, the capacities of trains are not
a limiting factor here. This relatively small number of orders already represents a realistic
setting for the considered problem. For example, if all of the 8 orders are transported with
the same train service, these orders could make up for nearly 60% of this train’s capacity.
Furthermore, the services’ default loads can be seen as several independent orders that
have already been assigned to these services, for example, in previous planning periods.
These orders are assumed here to have no preferences regarding their environmental
impact. Thus, the default load of a service s could also be modeled as many artificial
orders between the service’s origin as and destination bs. However, by modeling them
collectively as "default load", it is possible to reduce the computational challenge of
solving the problem. A more enhanced analysis on the computation time is provided in
the following section.

5.4.2 Computation time

This first experiment analyzes the computation time that is required for solving the SSP-
TALE instances. The experiment is conducted on a computer with 32 GB RAM and an
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Figure 5.3: Average computation time for a varying number of orders and varying values
of p.
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i7-8700 CPU processor with 3.2 GHz. The computation time depends on several factors
which are interdependent with each other. We start reporting computation times under
objectives F1 to F4 for instances with a varying number of orders. Figure 5.3a shows
the average computation time (in seconds) for shipping 1 to 15 orders from Portugal to
the Netherlands. As expected, more orders lead to a higher computation time. More
interestingly, the computational challenge rises for objectives "excess emissions" (F3) and
"red orders" (F4), which are the two novel objectives introduced in this study. This is
because F3 and F4 consider whether an order is routed within its emission limit ēo, which
requires the model to take into account decision variables Eexo and Elimo , respectively, and
to make order-specific allocation decisions. In contrast, these variables can be ignored
in the solution process under objectives F1 and F2. Furthermore, it is not even possible
to find an optimal solution for every large instance under objectives F3 and F4 within
a given runtime of 60 minutes. For example, this holds for 6 out of 25 instances with
15 orders under objective F4. These instances were therefore excluded from the results
in Figure 5.3. Note that the results are obtained from strengthened models that use
the cuts and big-M values in Appendix B. For example, if instances 1-10 (5 orders, PT-
NL, objective F4, flexible EA/PA allocation) are solved without these cuts, no optimal
solution is found within 300 seconds for four instances (average gap 40%) and the average
computation time of the remaining six instances is 79 seconds. In contrast, using the
cuts, an optimal solution for all ten instances is found within an average runtime of 2
seconds.

Figure 5.3b shows the average computation time under the more time-consuming
objectives F3 and F4 for shipping five orders between PT-NL and IT-DK under varying
values of the customers’ eco-friendliness p. It can be seen that the computation time
behaves differently for the two country pairs. This is because the country-specific emission
rates and the different network structures offer diverse country-specific options for routing
orders and for respecting emission limits. In particular, there exist more possible routings
for orders from Italy to Denmark compared to orders from Portugal to the Netherlands.
The figure also shows that it is relatively easy to solve instances where p is either very low
or very high. For extreme values of p, it is relatively easy for the model to find an optimal
solution as either all or none of the orders can be shipped within their emission limit.
Consequently, it is most challenging to come up with an optimal solution if customers
ask for a medium level of eco-friendliness. A similar observation can be made for varying
values of the services’ default loads. Here, it is not challenging for the model to find
an optimal solution if the selection of the services’ allocation schemes is straightforward.
For example, if the services’ default load is relatively large compared to the size of the
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Figure 5.4: Number of green orders for varying values of p.

orders that are to be routed, the egalitarian scheme always allocates more emissions to
the orders than the payload scheme and, thus, the payload scheme is used under the
service-oriented objectives F3 and F4.

Overall, these results show that the computation time depends on several factors.
The most important ones are as follows: (i) considered number of orders |O|, (ii) chosen
objective, (iii) considered country pair, (iv) level of customers’ eco-friendliness p, and
(v) difficulty to select the services’ allocation schemes (depends on order size and default
load).

5.4.3 Customers eco-friendliness (p-value)

We start by investigating the impact of parameter p, which indicates the level of eco-
friendliness sought by the shippers of orders O. We analyze for varying values of p, the
number of orders that do not exceed their emission limit (referred to as green orders),
which is the difference between the total number of orders |O| and the number of orders
that exceed their emission limit (referred to as red orders). These results are obtained
by using primary objective "red orders" (F4) which minimizes the number of red orders
and, thus, maximizes the number of green orders.

Figure 5.4 shows the minimal, average and maximal number of green orders over
the 25 test instances for both country pairs with five orders per instance, using varied
values of p ∈ [0, 1]. If parameter p = 1, the minimal number of green orders is 5 for
both country pairs. This means, that there is a solution for all instances in which all
orders are routed within their emission limits if these limits are sufficiently high. In
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contrast, if p = 0.35 for country pair PT-NL, the minimal number of green orders is 1,
the average is 2.36 and the maximum is 4 over the 25 test instances. Thus, if customers
request that the intermodal transport’s emissions are at most 35% of the direct road-only
transport’s emissions (p = 0.35), the model finds solutions where on average around half
of the considered orders are routed within their limit.

For country pair IT-DK, if p = 0.55, the average number of green orders is 1.68.
In addition, this p-value can result in solutions where no orders are routed within their
emission limits (minimal number of green orders is 0) or where at most 3 orders are
routed within their emission limit (maximal number of green orders). Thus, despite of
a higher p-value, the average number of green orders is lower for country pair IT-DK
compared to PT-NL. This is because country-specific emission rates for truck and train
transportation are used and their ratio is closely related to the impact of the p-value on
the number of green orders. For example, the ratios of emissions from truck and regular
trains are 0.39 for IT-DK but only 0.17 for PT-NL. In other words, train transportation
between Portugal and the Netherlands causes relatively low emissions compared to Italy
and Denmark, which allows, for the same p-value, more green orders for country pair
PT-NL compared to IT-DK. Due to this country-pair specific spread, the further results
presented in this paper use p = 0.35 for country pair PT-NL and p = 0.55 for country
pair IT-DK as these represent interesting constellations for the considered problem.

5.4.4 Emission limits and order emissions

We analyze in this section the impact of primary objectives F1 to F4 on the emissions
allocated to the orders. For this, we show exemplary results from a selected test instance
with five orders between Portugal and the Netherlands, see Figure 5.5. We use objective
"order emissions" (F2) as secondary objective and the values atop of the bars measure
the difference between the emissions allocated to the orders and their respective emission
limit (shown as black bar in Figure 5.5). This value is measured in tCO2e and positive
(+) for the case of red orders and negative (-) for the case of green orders. There are
three red orders (2, 4 and 5) under objective "order costs" (Figure 5.5a), two red orders
(4 and 5) under objectives "order emissions" and "excess emissions" (Figures 5.5b and
5.5c), and only one red order (4) under objective "red orders" (Figure 5.5d). Thus, the
number of red orders differs among the solutions and reaches its minimum only under
the corresponding objective "red orders" (F4). In contrast, objective F2 minimizes the
total emissions that are allocated to the orders which, at the same time, implies two red
orders (4 and 5). Consider now that the emission limit of order 5 increases by 0.07 tCO2e
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Figure 5.5: Emissions per order under primary objectives F1 to F4 (instance 17, PT-NL).

(which is the order’s excess emission under F2). Then, the solution that minimizes the
total order emissions (F2) and the solution that minimizes the total number of red orders
(F4) would be the same. However, using the emission limits as they are, order 5 becomes
"green" under objective F4 only by allocating more emissions to the other orders 1 to 4.
This can be done by changing the services’ allocation schemes or by changing the other
orders’ routings. Either way, this shows that the allocation of emissions to a particular
order also depends on the emission limits of other orders. We refer to the second example
in Appendix A for a further illustration of this finding.

Note that each solution in Figure 5.5 comes up with a different allocation of emissions.
In other words, total order emissions increase by considering the orders’ emission limits.
Figure 5.6 further illustrates this by showing the emissions that are allocated to the orders
(performance measure F2) in each of the 25 PT-NL instances with five orders, using F1 to
F4 as primary objectives. In the figure, the orders are sorted by decreasing values of the
order emissions under secondary objective F2. It can be seen that the emissions allocated
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NL).

to the orders under the different objectives constitute a lower bound and an upper bound.
The lower bound is obtained for all instances if "order emissions" (F2) is considered as
primary objective. The upper bound follows from primary objective "order costs" (F1)
for 18 instances, from objective "excess emissions" (F3) for four instances and from
objective "red orders" (F4) for three instances. Thus, as expected, using performance
measures related to emission limits (F3 and F4), usually lead to solutions where less
emissions are allocated to the considered orders than in minimum-cost solutions. At
the same time, there is no substantial difference in the emissions allocated to the orders
between objectives "excess emissions" (F3) and "red orders" (F4).

5.4.5 Allocation schemes and order size

So far, the results are based on the assumption that the model selects the emission
allocation scheme for each service individually. To analyze the impact of this degree of
freedom, we now look at the case where all services exclusively use either the payload-
based or the egalitarian allocation scheme. Figure 5.7 shows the total emissions (F2)
that are allocated to the orders for the 25 instances of country pair PT-NL (five orders
each), considering the three allocation policies (exclusively EA; exclusively PA; flexible
EA/PA). Here, the instances are sorted by their total order size

(∑
o∈O qo

)
, where 13

TEU and 35 TEU is the lowest and highest total order size, respectively. We make the
following observations. If instances have a small total order size, e.g., below about 20
TEU, the exclusive PA scheme allocates less emissions to the considered orders than the
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Figure 5.7: Emissions per instance for three emission allocation cases (five orders, PT-
NL).

exclusive EA scheme. In contrast, if instances have a higher order size, the exclusive EA
scheme allocates less emissions to the considered orders than the exclusive PA scheme.
Thus, the size of the instance appears to be a good indicator for comparing the emissions
that are allocated under the two exclusive policies. Moreover, this observation for five
orders per instance seems to be very similar to the allocation scheme that is selected if
a single order uses a service. Here, if the order is relatively small, then lowest emissions
are allocated to the order under the payload-based scheme. Likewise, if the order is
relatively large, then lowest emissions are allocated to the order under the egalitarian
scheme. This is because the egalitarian scheme implicitly balances the emissions caused
by the default load with the emissions caused by the order, which is more beneficial if
the considered order is relatively large. Section 5.4.6 provides additional insights on this
topic by presenting results for varying values of the services’ default loads. We refer to
Appendix A for an illustrative example with a single order. Anyhow, for the instances
considered in this study, it can be seen that having the freedom of choosing the allocation
scheme (flexible EA/PA) allocates lowest emissions to orders for all instances, which in
most cases outperforms both of the pure allocation schemes. In general, the exclusive
use of the PA (EA) scheme can only be optimal for instances with a relatively low (high)
total order size. A mix of these two schemes is optimal for instances with a total order
size that is in-between these two extremes.
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Figure 5.8: Used rail services for three emission allocation policies (instance 10, five
orders, PT-NL).

5.4.6 Allocation schemes and default load

We now analyze the impact of the allocation schemes on the routing as well as the impact
of the default load on the chosen allocation scheme. Figure 5.8 demonstrates the impact
on the orders’ routing if services are forced to use a specific emission allocation scheme.
The figure shows for a selected test instance the used services and their allocation schemes
for each of the three allocation policies. It can be seen that the used services strongly
differ for the three policies. For example, the services through Germany are only used
if the model is free to select between the EA and PA allocation scheme (Figure 5.8a)
whereas the train services along Barcelona are only used if the PA scheme is allowed for
these services (Figures 5.8a and 5.8b). In this example, if the EA scheme is prescribed
for all services, most orders use the same set of rail services (Figure 5.8c). The selection
of the allocation scheme and, thus, the routing of the orders is strongly affected by the
composition of the default load (size and number of orders). So far, the results are
based on the assumption of having rail services with a fixed default load size

¯
cs and a

randomly drawn number of external orders ms ∈ [1, 10]. In the following experiment,
we set the number of default orders to ms = 5 and solve the instances with default
loads of

¯
cs = 1, 2, ..., 50 TEU. Figure 5.9 shows the results under primary objective

"order emissions" (F2) for the three emission allocation policies. We make the following
observations. If the EA scheme is used exclusively, an increasing default load increases the
emissions that are allocated to the orders. In contrast, these emissions are not affected if
the PA scheme is used exclusively. The latter is because the emission rate is independent
of the default load in this experiment. Furthermore, if the size of the services’ default load

122



Chapter 5. Emission Limits and Emission Allocation Schemes

6

8

10

12

14

16

18

20

22

0 5 10 15 20 25 30 35 40 45 50

p
ri

m
ar

y
 o

b
je

ct
iv

e 
F

2
 [

tC
O

2
e]

default load cs [TEU]

exclusively EA

exclusively PA

flexible EA/PA

Figure 5.9: Average emissions over all instances for varying values of default load (five
orders, PT-NL).

¯
cs is low, then the EA scheme allocates less emissions to the considered orders compared
to the PA scheme. Likewise, if the size of the services’ default load

¯
cs is high, then the

PA scheme allocates less emissions to the considered orders compared to the EA scheme.
However, if

¯
cs is somewhere in-between, then the policy that flexibly combines both

allocation schemes outperforms all pure allocation policies. Note that this observation is
in line with the findings about the order size from Section 5.4.5. In fact, it is the relation
between the order size and the default load size that jointly decides upon the allocation
schemes that are used for the services.

5.4.7 Overall results for five and eight orders and both country pairs

The previous sections primarily presented results for five orders and country pair PT-NL.
We now extend this analysis by considering five or eight orders that have to be shipped
from Portugal to the Netherlands or from Italy to Denmark. Table 5.4 shows the results
from a hierarchical optimization, using objectives F1 to F4 either as a primary objective
and/or as a secondary objective. Results are presented as averages over the 25 instances
for each country pair with either five or eight orders per instance. The values in the table
correspond to the performance measures of the secondary objective, which is stated at
the top of a column. For example, using F1 as primary objective gives minimal average
values of F1 = 20.13 thous. $, F2 = 11.59 tCO2e, F3 = 1.38 tCO2e and F4 = 3.36
red orders, see first line in Table 5.4. Conversely, from looking at the first column in
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Table 5.4: Average results from a hierarchical optimization over 25 instances.

secondary objective
five orders eight orders

F1 F2 F3 F4 F1 F2 F3 F4
[thous.
$]

tCO2e tCO2e [red
orders]

[thous.
$]

tCO2e tCO2e [red
orders]

pr
im

ar
y
ob

je
ct
iv
e

PT-NL (p = 0.35)
F1: order costs 20.13 1 11.59 4 1.38 4 3.36 3 33.61 1 20.30 4 3.25 4 6.44 2

F2: order emissions 20.68 3 10.82 1 0.86 2 3.32 2 34.83 4 19.08 1 2.25 2 6.52 3

F3: excess emissions 20.72 4 11.10 3 0.79 1 3.40 4 34.76 3 19.29 2 2.19 1 6.52 3

F4: red orders 20.26 2 11.05 2 0.97 3 2.64 1 34.45 2 20.17 3 3.24 3 5.56 1

IT-DK (p = 0.55)
F1: order costs 15.66 1 15.04 3 1.24 3 3.76 2 24.35 1 23.24 3 2.05 3 5.68 2

F2: order emissions 16.01 4 14.71 1 1.03 2 3.88 3 24.88 3 22.39 1 1.67 2 5.80 3

F3: excess emissions 15.99 3 14.79 2 0.99 1 4.04 4 24.90 4 22.89 2 1.45 1 6.08 4

F4: red orders 15.80 2 15.08 4 1.37 4 3.32 1 24.66 2 23.46 4 2.54 4 4.52 1

superscripts 1-4 refer to the rank of the column’s measure (1 = lowest value; 4 = highest value)

Table 5.4, the average minimal costs that are allocated to the orders (F1) for shipping
five orders from Portugal to the Netherlands are 20.13 under primary objective F1, 20.68
under F2, 20.72 under F3, and 20.26 under F4. The superscripts shown in the table refer
to the rank of the secondary objective’s value, where 1 refers to the lowest and 4 to the
highest value. In addition, the bold values highlight the value of rank 1, as this is the
minimum of the corresponding primary objective.

Using the ranks, it is easy to compare results for the secondary objective’s perfor-
mance measure. For example, the highest average number of red orders (F4) is always
achieved under primary objective "excess emissions" (F3). In particular, the average
number of red orders is 3.40 out of five orders and 6.52 out of eight orders for country
pair PT-NL as well as 4.04 out of five orders and 6.08 out of eight orders for country
pair IT-DK. However, the average difference in the number of red orders under primary
objectives F1 to F3 is quite small for instances from both country pairs. For performance
measure "excess emissions" (F3), we see a relatively high difference between the lowest
and the highest value, which indicates that excess emissions are strongly influenced by
the chosen primary objective. For example, this difference is 0.38 tCO2e (+39%) and
1.09 tCO2e (+76%) for five and eight orders shipped from Italy to Denmark. From this,
it can be concluded that F3 chooses more orders where emissions exceed the limit by only
a small amount and F4 chooses then a lower number of orders where the emissions exceed
the limit by a somewhat higher amount per order. In contrast, the primary objective’s
relatives impact on performance measures F1 and F2 is less strong and lies between 2.2%
and 3.6% for costs (F1) and between 2.5% and 7.1% for emissions (F2). In other words,
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using F2, F3, or F4 as primary objective increases costs by at most 3.6% and using F1,
F3, or F4 as primary objective increases emissions by at most 7.1%. Overall, the results
from Table 5.4 show the trade-offs that are implied by considering orders’ emission limits.
The basic findings from the previous sections apply to five and eight orders as well as to
both country pairs. Neither minimizing total costs nor minimizing total emissions leads
to a routing where as many orders as possible are routed within their emission limit, i.e.,
where the number of green orders is maximized.

5.4.8 Network results

Remember that the performance measures F1 to F4 solely capture the effects for order set
O. Therefore, in this section, we provide results for measures that consider network-wide
costs and emissions from both, the orders and the default load of services. In particular,
we use performance measures "network costs" (F5) and "network emissions" (F6), see
Formulas (5.26a) and (5.26b). Note that objectives "order costs" (F1) and "network
costs" (F5) always lead to the same routing. This is because we consider no cost allocation
schemes and it is therefore reasonable to use services with low cost rates under both
objectives. In Formula (5.26a), this can be easily seen as the constant term

∑
s∈S ¯

cs ·rtports

is added to performance measure F1. In contrast, objective "order emissions" (F2)
minimizes the emissions that are allocated to the orders by either changing the services’
allocation scheme or the orders’ routing. If the latter is the case, the optimal solutions
and network-wide emissions are usually different under objectives F2 and F6. Anyhow,
since the total size of the orders is usually small compared to the total size of the services’
default load, we only see little differences in this network-wide measure.

min F5 = F1 +
∑
s∈S

¯
cs · rtports "network costs" (5.26a)

min F6 = F2 +
∑
s∈S

E¯
c
s "network emissions" (5.26b)

Figure 5.10 shows the network-wide emissions (F6) under primary objectives F1 to
F6 for shipping five or eight orders from Portugal to the Netherlands. Thus, the figure
shows the minimal network-wide emissions using the optimal value for performance mea-
sures F1 to F6. The values are averages of the 25 instances per setting. As mentioned
before, the network-wide impact of the chosen objective is limited. For example, the
difference between the highest and the lowest value is only 0.26 tCO2e and 0.56 tCO2e
for the shipping of five and eight orders, respectively. However, the analysis confirms that
network-wide emissions are not minimized by minimizing order costs, order emissions,
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Figure 5.10: Average results for performance measure "network emissions" (PT-NL).

excess emissions, or the number of red orders.

5.5 Conclusion

In this study, we have considered the case of environmentally cautious customers that
request to ship orders through an intermodal network where each order is associated
with an emission limit. To reveal if an order is routed such that it stays below its limit,
it is necessary to allocate emissions from the used transport services to the orders that
use this service. We have considered two emission allocation schemes (egalitarian and
payload-based) and let an optimization model select the appropriate scheme for each
service. Overall, the problem has been modeled as a Service Selection Problem with
Transshipment operations, Allocation schemes and emission Limits in an Emissions-
oriented setting (SSP-TALE). We have solved the problem for cost-, emission- and
service-objectives. We have also minimized the number of orders that are routed above
their emission limits, which might be a more practical objective for logistics service
providers compared to the pure emission-minimizing objective which is often proposed
in the vehicle routing literature.

We have tested our approach for a real-world intermodal rail/road network in Eu-
rope. In particular, instances of five or eight orders that have to be shipped from Portugal
to the Netherlands or from Italy to Denmark have been considered. Experiments have
shown the impact of both, the number of orders as well as the country pair, on the
results of the considered performance measures. We have shown the interrelations of
routing decisions, emission allocation schemes, and emission limits. In particular, solu-
tions where most orders comply with their emission limits are different from solutions
where total emissions or total costs are minimized solely. We have also demonstrated
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that the emissions allocated to an order can increase if a tight emission limit exists for
other orders. This is because emission limits impact the selection of allocation schemes
and the interdependent routing of orders. Furthermore, our analysis has shown that a
payload-based allocation of emissions is often beneficial for orders of small sizes and an
egalitarian allocation of emissions is often beneficial for orders of large sizes. Likewise,
an egalitarian allocation of emissions is often beneficial if the size of the services’ default
load is small and a payload-based allocation of emissions is often beneficial if the default
load size is large. If both, the orders and the default load, are of medium size, it is often
optimal to mix these allocation policies.

Future research may consider the schedules of rail services to analyze the trade-off
between transit time and emission limits, and, with this, consider a traditional service-
objective. However, powerful heuristics are then required to solve large-scale instances
with a large number of orders. In addition, a multi-period planning may yield more
possibilities to route orders and, thus, to comply with the orders’ emission limits. Another
interesting extension could be to explicitly consider customers’ willingness to pay for
green transportation.
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5.6 Appendix A. Illustrative example of the SSP-TALE

We present two illustrative examples that demonstrate the interdependencies of emission
allocation schemes and emission limits. The same network with the same services is used
in both examples. However, the first example considers the case of one order with a
varied order size and the second example the case of two orders with fixed but different
order sizes. The considered network consists of only two nodes a and b. Each order o is
routed from its origin node ao = a to its destination node bo = b. Thereby, an order o
can either use service s1 or service s2 which are two direct, parallel, train services that
connect node a = as1 = as2 with node b = bs1 = bs2 . The distance between the nodes is
assumed to be 150 kilometer. Service s1 is a light train and service s2 is a regular train,
both with ms1 = ms2 = 10. All other data is used as described in Section 5.4.1.
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Figure 5.11: Results for an example with one order of different sizes.

We now illustrate with the first example the functioning of the emission allocation
schemes and the impact of the order size on the selection of the scheme used per service.
For this, we consider the case where a single order o is to be shipped (i.e., O = {o}) from
origin ao to destination bo with a load of either qo = 2 TEU (= 24 t) or qo = 5 TEU (=
60 t). Figures 5.11a and 5.11b report for both order sizes the emissions that are allocated
to the default load

(
E¯
c
s

)
and to the considered order o

(
Etportos

)
using either service s1

or s2 under the egalitarian (EA) or payload-based (PA) allocation scheme. For the order
size qo = 2, the lowest emissions allocated to order o are 65 kgCO2e, which results from
using service s2 with a payload-based allocation scheme, see Figure 5.11a. For the order
size qo = 5, using service s1 and an egalitarian allocation effects lowest emissions of 95
kgCO2e, see Figure 5.11b. Thus, a payload based allocation is more attractive for small
order sizes and an egalitarian allocation of emissions is more attractive for larger order
sizes.

For the routing of multiple orders, the amount of emissions allocated to a particular
order also depends on the routing of the other orders, which will be shown in the second
example. In addition, the second example demonstrates the impact of emission limits
on the decisions made as well as such limits’ impact on the total network emissions. For
this, we route two orders O = {o1, o2} from node a to node b and, thus, consider the
interaction of two jointly routed orders. The quantity of the first order is qo1 = 2 TEU
and the quantity of the second order is qo2 = 5 TEU. Each service s1 or s2 can either
be used by o1 or o2 or both, respectively, and emissions on each service can either be
allocated with the EA or the PA scheme. Thus, in this example, there exist four routing
possibilities and four allocation possibilities. Figure 5.12a reports for each such routing-
allocation combination the split of total emissions. The numbers in the square bracket
atop of the bars serve as index of these combinations. The figure shows that each routing
combination leads to different amounts of total greenhouse gases although the differences
are small due to the small example size. This amount has its minimum of 2,404 kgCO2e
if both orders use train s2 (solutions [13] to [16]) and its maximum of 2,421 kgCO2e if
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Figure 5.12: Solutions for all routing-allocation possibilities in the example with two
orders.

both orders use train s1 (solutions [1] to [4]). However, under each routing possibility,
the selected emission allocation scheme of the used services decides upon the emissions
that are actually allocated to the orders. For example, if both orders use service s1,
it is possible to either allocate 93 kgCO2e to each of the orders (solutions [1] and [2])
or 70 kgCO2e to order o1 and 175 kgCO2e to order o2 (solutions [3] and [4]). Figure
5.12b shows all possible combinations to distribute emissions among orders o1 and o2.
The number(s) in the square brackets refer to the routing-allocation combination from
Figure 5.12a and the value next to the brackets refers to the total emissions of a solution.
Here, it can be seen that the emission minimizing solutions [13] to [16] result from either
allocating 128 kgCO2e to both orders (EA, [13] and [15]) or from allocating 65 kgCO2e
to order o1 and 163 kgCO2e to order o2 (PA, [14] and [16]).

We now consider the impact of an emission limit ēo1 = 80 for order o1, which is
represented by the vertical dotted line in Figure 5.12b. If this emission limit is considered
as a hard constraint, we are only left with eight routing-allocation solutions, as all other
solutions would allocate more emissions to order o1 than allowed by the respective limit.
Out of the remaining solutions, the lowest emissions allocated to order o2 are 95 kgCO2e,
see solution [6]. However, if emission limit ēo1 is not considered as a hard constraint,
solutions [1] and [2] would allocate less than 95 kgCO2e to order o2. In other words, the
emission limit of order o1 restricts attractive routing-allocation solutions that minimize
the emissions allocated to order o2. If we additionally consider a hard emission limit
of ēo2 = 100 for order o2 (represented by the horizontal dotted line in Figure 5.12b),

129



Chapter 5. Emission Limits and Emission Allocation Schemes

solution [6] remains as the only feasible solution. Here, the allocated emissions comply
to both orders’ emission limits and the total emissions, consisting of default and order
emissions, are 2,416 kgCO2e. At the same time, solution [6] results in 12 kgCO2e more
emissions than solutions [13] to [16] that effect minimum total emissions of 2,404 kgCO2e.

5.7 Appendix B. Implementation of the SSP-TALE

We present in this section the methodology to calculate suitable large numbers (big M )
and bounds on the emissions allocated to default loads and orders to tighten the SSP-
TALE model. For each service s, we consider the minimal and maximal emissions than
can be allocated to default load E¯

c
s and orders Etportos by using either the PA or the EA

scheme. Table 5.5 shows the corresponding values.
If service s uses the PA scheme, the emissions allocated to the default orders are simply
calculated by multiplying the services’ emission rate etports with default load

¯
cs and the

emissions allocated to an order o are calculated by multiplying the services’ emission
rate etports with order load qo. In contrast, if service s uses the EA scheme, the allocated
emissions are calculated by considering the number of orders that can use service s.
Clearly, as the number of orders using a service s depends on the routing in the considered
solution, it is not possible to predict the exact emissions that are allocated to each order
under the EA scheme. However, it is possible to calculate a lower bound and an upper
bound for the emissions per order under the EA scheme. For this, we consider order
sizes qo, default load

¯
cs and the number of default orders ms. Remember that the

general procedure of an egalitarian allocation is to divide a service’s total emissions
by the number of orders that use the service. For example, if only a single order o
uses a service s (xos = 1 and xo′s = 0, ∀ o′ ∈ O|o′ 6= o), the emissions per order

Table 5.5: Emissions for the default load and the orders under both allocation schemes.

default emissions E¯
c
s order emissions Etportos (if xos = 1)

payload-based allocation (PA) etports ·
¯
cs etports · qo

egalitarian allocation (EA)
lower bound ms ·

min
(
etports ·

¯
cs

ms
,mino∈O LBos

) LBos as computed by (5.27)

upper bound ms ·
max

(
etports ·

¯
cs

ms
,maxo∈O UBos

) UBos as computed by (5.28)
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are calculated by etports ·(
¯
cs+qo)

ms+1 . The lower bound LBos and the upper bound UBos for
the emissions allocated to order o by using service s under emission allocation scheme
EA can be calculated by using Formulas (5.27) and (5.28). Here, we consider the 2|O|

order-combinations of orders O, the so-called powerset P (O). For example, the size of
the powerset is 32 for the case of 5 orders (P (O) = {∅, {o1}, {o2}, ..., {o1, o2, o3, o4, o5}),
where each order o is included in |P (O)|

2 = 16 sets.

LBos = min
P ′∈P (O)|o∈P ′

(
etports ·

(̄
cs +

∑
o′∈P ′ qo′

)
ms + |P ′|

)
, ∀ o ∈ O, s ∈ S (5.27)

UBos = max
P ′∈P (O)|o∈P ′

(
etports ·

(̄
cs +

∑
o′∈P ′ qo′

)
ms + |P ′|

)
, ∀ o ∈ O, s ∈ S (5.28)

We illustrate the allocation under the EA scheme by considering five orders with order
quantities q1 = 1, q2 = 3, q3 = 5, q4 = 6 and q5 = 8 and a service s with emission
rate etports = 1 kgCO2e, default load

¯
cs = 20 and ms = 7 default orders. Figure 5.13a

shows the emissions per order for all those sets P ′ ∈ P (O) that use service s, e.g.,
xos = 1 ∀ o ∈ P ′ and xos = 0 ∀ o ∈ P \P ′. In the figure, the horizontal lines (solid black)
are the lower and upper bounds for the emissions per order for using service s. If only
the most light weight order o1 uses service s, the service’s total emissions (21 kgCO2e)
are equally distributed over ms + 1 = 8 orders, resulting in 2.6 kgCO2e for each of the
eight orders (lower bound). In contrast, if orders 3, 4 and 5 use service s, the service’s
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Figure 5.13: Emissions per order from sets of powerset P (O).
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total emissions (39 kgCO2e) are equally distributed over ms + 3 = 10 orders, resulting
in 3.9 kgCO2e for each of the ten orders (upper bound). Thus, the emissions per order
usually increase with the services’ load but the extreme values depend on the service’s
load and number of orders. Figure 5.13b shows the emissions per order for all sets P ′′ of
powerset P (O) that use service s and include order o2. Here, the bounds (grey dotted
lines) that result from sets P ′′ ∈ P (O) are more restrictive than the general bounds that
result from considering all sets P ′ ∈ P (O). In other words, it is reasonable to calculate
bounds for each order-service-combination.
Using this information, Formulas (5.29) to (5.35) derive the large numbers M for the
SSP-TALE model. For M9

o it is not possible to calculate an appropriate value. However,
our experiments indicate that usually all orders can be routed within their emission limit
if p = 1, e.g., if the emission limit is equivalent to the road-only emissions. We simply
use a multiple of the emission limit, although, theoretically, the excess emissions might
be higher but we consider such a solution as unacceptable for logistics service providers.

M1
os = M2

os = max
(
etports · qo, UBos

)
, ∀ o ∈ O, s ∈ S (5.29)

M3
s = max

(
etports ·

¯
cs

ms

,max
o∈O

UBos

)
, ∀ s ∈ S (5.30)

M4
os = etports · qo, ∀ o ∈ O, s ∈ S (5.31)

M5
s = ms ·max

o∈O
UBos, ∀ s ∈ S (5.32)

M6
s = etports ·

¯
cs, ∀ s ∈ S (5.33)

M7
os = UBos, ∀ o ∈ O, s ∈ S (5.34)

M8
os = etports · qo, ∀ o ∈ O, s ∈ S (5.35)

M9
o = 100 · ēo, ∀ o ∈ O (5.36)

Finally, Constraints (5.37) and (5.38) limit the range of possible values for the emissions
allocated to the services’ default loads

¯
cs, Constraints (5.39) define the maximal emis-
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sions for the transshipment of an order o ∈ O at node i ∈ N and Constraints (5.40)
define minimal transport emissions allocated to an order o ∈ O if service s ∈ S is used
(xos = 1). Overall, Constraints (5.37) to (5.40) impose cuts and improve the computa-
tional performance significantly, see Section 5.4.2.

E¯
c
s ≥ ms ·min

(
etports ·

¯
cs

ms

,min
o∈O

LBos

)
, ∀ s ∈ S (5.37)

E¯
c
s ≤ ms ·max

(
etports ·

¯
cs

ms

,max
o∈O

UBos

)
, ∀ s ∈ S (5.38)

Etshipoi ≤ etshipi · qo, ∀ o ∈ O, i ∈ N (5.39)

Etportos ≥ xos ·min
(
etports · qo, LBos

)
, ∀ o ∈ O, s ∈ S (5.40)

5.8 Appendix C. Rail network data

The experiments in our study are based on a real-world rail network, see Section 5.4.
For the description of this network we refer to the online appendix of this paper (https:
//doi.org/10.1016/j.tre.2020.101963).
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Abstract The idea of eco-labeling is to provide customers with an easy-to-understand
signal regarding the ecological impact of using a product or service. With this paper,
we propose an eco-labeling system for freight transportation. We discuss design options
based on a common emission reporting standard and a related communication protocol.
We further explain a procedure for deriving labels for shipments of goods and provide
examples illustrating and evaluating the labeling process at selected land-based freight
transport services. Results indicate that eco-labels can grade the environmental impact
of a transport service reliably, even if heterogeneous goods are moved together. Finally,
we outline challenges for future research associated with eco-labeling in freight trans-
portation markets.
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tainable transportation

6.1 Introduction

Passenger and freight mobility is responsible for about 14% of the global anthropogenic
greenhouse gas (GHG) emissions, with a share of up to 25% in highly industrialized
economies (IPCC; 2014). Prominent GHGs are Carbon Dioxide (CO2), Methane, Ni-
trous Oxide, Ozone, Chlorofluorocarbons and other halogenated gases (EPA; 2021). To
measure the negative effects of any GHG, its global warming potential (GWP) can be
set in relation to the GWP of CO2, which is then referred to in units of CO2-equivalents
(CO2e). While the major part of mobility-related CO2e emissions worldwide stem from
passenger transportation, the role of freight transportation is still substantial. For exam-
ple, road freight transportation emitted 2.4 Gt of CO2e worldwide in 2018, see Figure 6.5
(appendix).

Diverse political initiatives aim at limiting global warming by cutting transport-
related GHG emissions. Noteworthy activities are stricter standards for exhaust systems
of combustion engines, governmental promotions of electric vehicles, and CO2 taxation.
All this is discussed under the designation of green transportation in the literature with a
focus often put on harmonizing environmental targets and traditional business objectives,
see Dekker et al. (2012), Savelsbergh and Woensel (2016).

This paper provides a novel view on green freight transportation, by asking how
a transport service, i.e. the movement of a good from a point of origin to a point of
destination, should be organized to match a customer’s ecological expectation. We de-
velop a categorical labeling system, similar to eco-labels known in consumer product
markets. The label generates a signal that shippers can use to express and adjust their
ecological preferences. Along with an eco-label, a communication protocol illustrates the
information flows of the labeling process. Checking whether or not a transport service’s
environmental performance is compatible with the shippers’ ecological preferences is not
an easy task, especially when different transport modes, and vehicles with a changing
degree of consolidation are involved.

To the best of our knowledge, the paper provides the first design for an eco-labeling
system that targets logistic services and operations. It is organized as follows. Section 6.2
outlines reporting standard EN 16258, which forms the basis of the proposed eco-labeling
system. In Section 6.3, we describe the communication flow between shippers and carriers
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necessary to measure a service’s ecological footprint. Section 6.4 introduces the labeling
system design. We define indicator values for measuring environmental performances of
transport processes. The approach is evaluated in Section 6.5 by a study on different
services. The paper ends with an outlook on future research topics related with eco-
labeling in logistics in Section 6.6 and a conclusion in Section 6.7.

6.2 Emission reporting standard EN 16258

A major component of every eco-labeling system is a standardized procedure to ascertain
the ecological impact of products or services, e.g. in terms of GHG emissions caused by
making the product or by consuming the service. For transport services, such a procedure
has been proposed by the European Committee for Standardization (2013).

The European Norm EN 16258 defines a widely applicable GHG emission reporting
standard for the transport industry. It prescribes that carriers (1) quantify the emis-
sions that are caused by the conducted transport processes, (2) that they allocate these
emissions to the transport orders moved in the processes, and (3) that they report the
environmental performance to their customers (shippers).

A so-called vehicle operation system (VOS) forms the basis for calculating emissions
according to EN 16258. It is constituted by physical movements of vehicles from some
point of origin to some point of destination, also referred to as vehicle trips. Vehicle
trips include loaded trips and empty trips necessary to reach customers or depots. The
norm prescribes that the total energy consumption and GHG emissions associated with a
VOS must be allocated completely to the involved transport orders. EN 16258 generally
recommends to use ton-kilometers as allocation measure but it allows other measures, if
suitable, like transport distance, loading weight, pallet-kilometer, and even combinations
thereof. If transport distance is considered in the emission allocation process it should
relate to crow-fly or shortest travel distances between the order’s pickup and delivery
locations, which provokes less bias than realized travel distances do (Davydenko et al.;
2014; Kellner; 2016).

For each VOS an allocation rule has to be applied consistently, meaning that transport
orders carried together on a leg are treated the same way. Emission allocation starts with
the amount of fuel or electricity a vehicle consumes when conducting a trip. For reporting
purposes the true energy consumption can be taken ex post, while for planning purposes
it has to be estimated. Various models are available to estimate the energy consumption
of a vehicle trip at different scales of accuracy, see Demir et al. (2014) for an overview.

Given the true or estimated energy consumption fi (in liters of fuel or kilowatt) for
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a vehicle serving leg i, the corresponding GHG emission ei, measured in kg CO2e, is
calculated by

ei = fi · cGHGs . (6.1)

Here, cGHGs denotes a conversion factor for the energy source s used in the process.
For oil-based fuels cGHGs indicates the GHG volume emitted by burning one liter of fuel,
measured in kg CO2e/l. Corresponding emission coefficients for various fuels are provided
by the European Committee for Standardization (2013).

Once the GHG emission ei is determined for leg i, it is allocated in portions of eij to
the transport orders j ∈ Ji moved in the process. Let ωj denote the value of the selected
allocation measure regarding transport order j ∈ Ji. The allocation weight of order j is
computed as the relative share of ωj against the total value of all orders k ∈ Ji. Hence,
the portion of emission eij assigned to order j is given by

eij =
ωj∑
k∈Ji ωk

· ei. (6.2)

An example is shown in Table 6.5 in the appendix. Here, two orders are moved
together by a van. The total emission produced on leg 1 is e1 = 60 kg CO2e. The
table indicates that fairly different emission allocations are realizable for the process. An
egalitarian allocation of emissions happens by the pallet-kilometer measure. According
to EN 16258 an egalitarian allocation is also generally admissible.

In case of a multi-leg transport process, the emission quantity ej assigned to order j
finally results from the sum of quantities assigned to j for each leg traveled. This yields

ej =
∑
i∈Ij

eij , (6.3)

where Ij denotes the set of legs used by transport order j.
The reporting standard EN 16258 allows carriers to slightly affect the emission dec-

laration process by selecting the allocation rule. This can evoke unequal treatment of
shippers which is criticized in the literature (Zhu et al.; 2014; Davydenko et al.; 2014;
Kellner; 2016). On the other hand, it enables carriers to balance heterogeneous customer
preferences, e.g. if shippers accept a surcharge for low-emission services while others
expect low transport rates (Kirschstein and Bierwirth; 2018).
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6.3 Communication structure

An eco-label for freight transportation aims at easing and improving the communication
between shippers and carriers:

1. Looking for environmental friendly transports, a shipper has to choose a shipping
option for a specific good from a set of alternatives.

2. When shippers contract carriers, shippers would like to express their ecological
preferences.

3. After a carrier has fulfilled an order, the shipper wants to assess the carbon footprint
of the shipment.

To come up with an eco-labeling procedure for shipping options using different trans-
port modes and services, we capture the communication between shippers and carriers
by the protocol displayed in Figure 6.1. It illustrates a series of steps for data transfor-
mation and decision making on both sides. Some steps can be done by either party or by
an intermediary forwarder. The protocol neglects price negotiation. We retrace it step
by step below.

S1: Transmit freight documents. Shippers prepare cargo, i.e. specific sets of phys-
ical goods, to be transported according to spatial and temporal coordinates. Freight

ForwarderShipper

F1: Organize freightS1: Transmit  
freight documents

C1: Plan and execute
the transport process

C3: Allocate emission
volumes to cargo
moved in the process

F3: Generate emission
declaration for the
transport service

F4: Assign eco−label 
to the service

F2: Contract
appropriate carriers

Carrier

Carrier 

Carrier

S2: Receive eco−label
for the shipment

caused by the process
C2: Compute emission

transport service

Figure 6.1: Communication protocol of an eco-labeling process.
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documents provide the data relevant for freight transportation like the loading weight of
cargo (payload), space requirements, handling instructions, pickup-&-delivery locations,
time windows, etc.

F1: Organize freight transport service. The forwarder configures the transport
service according to the requirements specified by the shipper. Often a transport route is
split up into a chain of transport legs. The physical movement of freight along a transport
chain is done by vehicles like trucks or trains which is called a transport process. Transport
processes can be organized as full truck- or trainload (FTL) services or as part load
services, called less-than-full truck- or trainload (LTL). In FTL mode the shipper utilizes
the entire vehicle capacity, whereas in LTL mode, goods of multiple shippers are moved
together in the process. The forwarder has to select suitable transport processes for each
leg of the transport chain. Moreover, logistic operations taking place at transshipment
terminals are scheduled. In a planning procedure, the forwarder might choose a preferred
transport service after receiving the estimated GHG emissions from the carriers (step F3)
and calculating the associated eco-label (step F4). Thereby, the shipppers’ preferences
for eco-sensitivity, cost, time, etc. can be taken into account.

F2: Contract appropriate carriers. To implement the projected transport service,
the forwarder has to identify and contract appropriate logistic service providers. Apart
from carriers, terminal and warehouse operators can be involved. For simplicity the pro-
tocol neglects service operators others than carriers. The negotiations between forwarder
and carriers may address pricing, service quality, and environmental compatibility of op-
erations. As a result, the forwarder places a transport order for each leg of the transport
chain with a particular carrier.

C1: Plan and execute the transport process. Carriers typically receive many
transport orders from shippers and forwarders in a period. To satisfy the agreed service
quality at reasonable cost, they consolidate LTL services, combining general cargo at
nearby destinations into larger entities. These entities are assigned to vehicles offering
sufficient transport capacity before their routes and schedules are determined. To solve
these complex problems, powerful planning tools are available, also with a scope on
minimizing transport-related emissions, see e.g. Jabali et al. (2012), Fukasawa et al.
(2016), or Dabia et al. (2017).
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C2: Compute emission caused by the process. From the viewpoint of carriers, a
transport process generally starts and ends at a vehicle depot. Start depot and end depot,
however, must not necessarily match. When the process is completed, the consumed
energy is read off directly from the vehicles’ fuel gauge or electricity meter. For planning
purposes, the energy demand can be estimated by using a suitably calibrated, transport-
mode specific energy consumption model, see e.g. Kirschstein and Meisel (2015). We
refer to Demir et al. (2014) and Heinold (2020) for reviews on emission estimation models
for transporting freight using trucks and trains, respectively. Finally, Equation (6.1)
calculates the emission volume ei caused by the process on leg i from the spent energy
and an associated GHG conversion factor.

C3: Allocate emission volumes to cargo moved in the process. If a single
transport order j is moved in a process, its emission volume is directly declarable by
eij = ei. Otherwise, the carrier selects an allocation rule and divides ei among the
jointly moved orders according to Equation (6.2).

F3: Generate emission declaration for the transport service. The forwarder
collects the GHG emission reports from the carriers engaged in the service and calculates
the carbon footprint of the shipment using Equation (6.3). A certified emission decla-
ration provides ecological information for the shipper on the entire service as well as on
each of its legs.

F4: Assign eco-label to the service. To provide a simple but qualified assessment
of the emission declaration, the forwarder assigns an eco-label to the transport service,
which is described in detail in Section 6.4.

S2: Receive eco-label for the shipment. The shipper receives an emission decla-
ration and an eco-label for the shipment carried out on its behalf.
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6.4 Eco-labeling system design

We present a design for an eco-labeling of freight transport services which is flexibly
applicable to large-sized shipments, e.g. several containers, as well as smaller units like
pallets or even individual parcels. We discuss general requirements of such a labeling
system in Section 6.4.1. Afterwards, we derive reference emission rates and grading
schemes in Sections 6.4.2 and 6.4.3.

6.4.1 General requirements

Eco-labeling is a widely discussed market-based approach for grading the energy efficiency
and sustainability of products and services (Prieto-Sandoval et al.; 2016). The general
interest in eco-labeling bases on the assumption that consumers can process ecological
product information in the purchase decision easier when it is systematically aggregated
through a label (Salzman; 1997; Heinzle and Wüstenhagen; 2012). Likewise, scientific
literature dealing with the effects of eco-labeling and GHG emission reporting in supply
chains grows rapidly in recent years. Gopalakrishnan et al. (2020) assume that supply
chain leaders who are motivated to reduce GHG emissions can leverage their knowledge
on interrelated sources of GHG emission in their supply chains through reallocating emis-
sion volumes among suppliers in a footprint-balanced manner. A good deal of research
concentrates on design questions for product-specific eco-labels and technical implemen-
tations. For an overview, we refer to Liu et al. (2016) who survey common standards
for GHG reporting and the implementation of eco-labeling systems in selected industrial
countries.

Previous work has demonstrated that emission reporting and eco-labeling can be
effective in gaining eco-efficiency in face of heterogeneous technologies and information
asymmetries between independent actors. But with regard to freight transportation
markets there are only a few recent studies addressing the applicability of eco-labeling to
achieve a transparent grading of energy efficiency. Baumeister et al. (2020) analyze the
impact of an eco-label in the booking decision of air passenger transportation. Results
from a discrete choice analysis suggest that such labels indeed provide an incentive for
passengers to choose flights that are considered to be more environmentally friendly. In
this context, Baumeister and Onkila (2017) present results from twelve expert interviews
highlighting criteria in the development of eco-labels in the airline industry. Similarly,
Poulsen et al. (2017) assess best practices regarding eco-labels from several industries
and state that the shipping industry falls short on meeting them.

Based on consumer and manufacturer responses, Banerjee and Solomon (2003) have
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evaluated several eco-labeling programs in the U.S. It was found that public programs
are more successful in promoting energy efficiency than private programs because gov-
ernmental support is capable of intensifying a program’s credibility, financial stability,
and long-term viability. More generally, Harbaugh et al. (2011) stress that eco-labels
need to be designed and configured reliably and transparently. Otherwise, obliquity and
mistrust may spoil the steering effect of the label information. In addition, Murali et al.
(2019) argue that consistent eco-labeling standards foster eco-sensitive decision making
when actors face a lack of eco-credibility. Summarizing this analysis, we conclude that
an eco-label for the transport industry should be certified by a public organization and
possess the following properties:

• Applicability: The label must be applicable to all kinds of transport technologies.

• Effectiveness: The label must clearly address an ecological target figure.

• Consistency: The label must reflect the ecological impact of transport services
consistently.

• Simplicity: The label must be sufficiently simple to apply and easy to interpret.

Applicability means that the labeling system works for all kinds of transport modes,
vehicles, and types of traction. This is mandatory because different technologies may
interact in a transport chain. Effectiveness means that the label catches a proper assess-
ment of the environmental impact of a transport service (Salzman; 1997). Consistency
ensures that the label allows decision makers to compare the ecological impact of trans-
port services (Clift et al.; 2005). Finally, simplicity means that the label is designed such
that a third party can interpret it correctly without much effort.

According to Wiel and McMahon (2005) two types of eco-labels are distinguished,
endorsement labels and comparison labels. Endorsement labels are single-grade labels
signaling that a product or a service fulfills a set of criteria. Comparison labels are
multi-grade labels based on an ecological performance measure. They allow a relative
comparison between two or more entities. Wiel and McMahon (2005) further distinguish
comparison labels as categorial labels and continuous labels. A categorial label uses
discrete categories such that an entity falls exactly into one category. A continuous label
positions the entity on a cardinal scale to indicate its ecological performance.

We propose a categorial label for an ecological assessment of freight transport ser-
vices. A major advantage of categorial labels is that consumers can easily spot the
relative performance gap between two compared entities. They indicate, in particular,
the distance to the best-in-class entity with respect to a particular eco-measure.
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6.4.2 Reference base for transport emissions

An appropriate ecological assessment of freight transportation requires comprising the so
called tank-to-wheel emission (TTW), which is produced while a vehicle is moved, and
the well-to-tank (WTT) emission, which arises along the supply chains providing fuel
and electricity. Both add up to the well-to-wheel (WTW) emission (Brinkman et al.;
2005). For an ecological assessment of a transport service, the WTW-emission caused by
the involved transport processes is put into relation to the logistic performance achieved
by the service. According to this ratio, a categorial labeling system can assign a service
into one of a set of categories.

In order to determine reasonable category boundaries for a labeling system, we ana-
lyze CO2e emission data reported for freight transportation processes within and between
27 European countries. The data has been recorded in a simulation study of Heinold and
Meisel (2018). It involves a total of 4,374 continental transport relations for shipping
containerized transport units (TU) each with a payload of 6, 11, or 22 tons. For each
relation, 500 shipments with individual pickup and delivery locations are routed in road-
only mode and in rail-road mode. Based on the model of Kirschstein and Meisel (2015)
the CO2e emission is determined for each route. The underlying road- and rail-networks
base on Open Street Map (2021) and the Trans-European Transport Network (European
Commission; 2021). Figure 6.2a shows the resulting distribution of GHG emission rates
produced per TU and kilometer (TU-km).

The observed emission rates for land-based containerized transportation range be-
tween 70 g CO2e/TU-km and 1,200 g CO2e/TU-km. The overall distribution shows
three peak regions at 200, 550 and 800 g CO2e/TU-km, respectively. We recognize five
categories of emission rates for TU-shipments. The first category A is reserved for a few
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Figure 6.2: Frequency and cumulative frequency of emissions rates in European land-
based container transportation (Heinold and Meisel; 2018).
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shipments with emission rates lower than rates belonging to the first peak region of the
distribution. The second category B addresses those shipments that fall into this region.
The third category C covers the range of shipments falling between the first and the
second peak region, while the fourth category D addresses shipments belonging to the
second peak region. Category E takes up the rest of the shipments including those of the
third peak region.

The chosen number of categories is in line with other transport-related eco-labeling
systems, e.g., Baumeister and Onkila (2017) review cases of five to seven categories
in the aviation sector. The boundaries between the categories become evident by the
cumulative distribution of the emission rates shown in Figure 6.2b. About 3% of the
shipments fall into category A, with emission rates of at most 130 g CO2e/TU-km.
The further boundaries are set to 260, 480, and 650 g CO2e/TU-km for labels B to E,
comprising about 22%, 23%, 28%, and 23% of the shipments, respectively. Note that the
proposed setting reflects a reached state of technology. Boundaries need to be adjusted
when technological, infrastructural, or organizational innovation succeeds.

6.4.3 Grading eco-performance of transport services

An often used ecological performance indicator for a transport service divides the volume
of CO2e allocated to the service by the payload of cargo given in tons, and the direct
travel distance given in kilometer. Measuring the ecological transport performance in
g CO2e per ton-kilometer (tkm) seems appropriate for heavy goods whereas for volume
goods emissions are better accounted by a volume-based (m3km) or pallet-based (pkm)
measure.

To address this issue we transfer the category boundaries shown in Figure 6.2b into
corresponding eco-labels for heavy goods and volume goods. In line with Heinold and
Meisel (2018), we assume that an average TU represents 12.5 tons of payload and 17
pallets which utilizes a heavy truck with a capacity of 25 t and 34 pallets by 50%. For
payload capacity the boundary of category A (130 g CO2e/TU-km) results in 130 g CO2e

12.5 t ≈
10 g CO2e/tkm, and for pallet space in 130 g CO2e

17 pal. ≈ 8 g CO2e/pkm. The boundaries of
the remaining categories are computed accordingly. This leads to the payload-based and
the pallet-based labeling systems shown in Figure 6.3.

As an illustrative example, we consider two shipments which are moved together for
a distance of 100 km. Shipment 1 (2) weighs 1 ton (0.5 tons) placed on a single pallet
(two pallets). In the process 3 kg CO2e is allocated to each shipment. For payload-based
labeling, Shipment 1 achieves an emission rate of 3000 g CO2e

1t·100km = 30 g CO2e/tkm and is
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pallet-based labelpayload-based label composite label

Figure 6.3: Three eco-labeling systems for freight transport services.

labeled as C. Accordingly, Shipment 2 achieves a rate of = 60 g CO2e/tkm labeled by
E. Under pallet-based labeling, the rates are 3000 g CO2e

1p·100km = 30 g CO2e/pkm and 15 g
CO2e/pkm which corresponds to labels D and B, respectively. Note that the payload-
pallet ratio of Shipment 1 exceeds the TU’s critical ratio of 12.5

17 ton per pallet, why it is
better off under payload-based eco-labeling. On the contrary, shipments that underscore
the critical ratio benefit from pallet-based eco-labeling.

A way to unify different performance indicators has been proposed by Davydenko
et al. (2014). Let ci denote the vehicle capacity of type i ∈ {payload, pallets, space,
volume, . . .}. Furthermore, let mij denote the percentage of capacity i which is occupied
in the vehicle by transport order j. Then,

uj = max
i

(
mij

ci

)
(6.4)

represents the demand of capacity critical for shipment j in a transport process involving
arbitrary goods. For an ecological assessment of the shipment its emission declaration
can be normalized by the value of uj . The resulting emission rate is measured in g CO2e
per ckm (percentage of the composite capacity utilization and kilometer).

The right-most picture of Figure 6.3 shows the transition of the composite per-
formance measure into a labeling system. Due to the assumption that an average
TU exploits the container capacities by 50%, the boundary of label A calculates to
130 g CO2e

50% ≈ 260 g CO2e/ckm. Supposed cpayload = 25 ton and cpallet = 34 pallets
hold in our example, we obtain u1 = max (1/25, 1/34) = 1/25 for Shipment 1, and
u2 = max (0.5/25, 2/34) =1/17 for Shipment 2. The corresponding composite emission
rates reveal 3000 g CO2e

1/25 c·100km = 750 g CO2e/ckm and 510 g CO2e/ckm for the shipments,
labeled as C and B respectively. This is in accordance with the stronger labels achieved
by the shipments under a payload- or pallet-based labeling system. As the composite-
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capacity-based labeling system generally selects the strongest label obtainable for a ship-
ment, it is applied in the rest of the paper, if not stated otherwise.

6.5 Evaluation of eco-labeling systems

In this section, we evaluate the proposed eco-labeling systems at numerical examples.
For this, we present the corresponding data in Section 6.5.1 and four transport scenarios
in Sections 6.5.2 to 6.5.5.

6.5.1 Transport order data and transport services

For an evaluation of the eco-labeling system displayed in Figure 6.3, we consider two
transport orders carried out by four different transport services. Order HG consists of a
heavy good with a loading weight of 20 tons placed on 7 pallets. Order VG represents
a volume good of 5 tons placed on 27 pallets. The values have been chosen such that
both orders can be considered for an individual carriage by a standard truck as well as
for a joint carriage, which will perfectly exploit the truck capacities Table 6.6 in the
appendix summarizes the order data together with the required transport performances
and capacity utilization levels.

Transport orders HG and VG have pickup locations P1 and P2 within the same region
(the pickup region) and delivery locations D1 and D2 within the same delivery region.
The pickup and delivery locations are only reachable by road. The direct road transport
distances are 200 km for each order. We further assume that a terminal T1 is available
in the pickup region within a 5 km distance to the pickup locations P1 and P2. This
terminal serves for transshipping cargo from the road mode to the rail mode and as start
and end point of truck routes that collect the cargo. In the delivery region, terminal T2 is
at a distance of 5 km to the delivery locations D1 and D2. The terminals are connected
by a rail line of 220 km length that is regularly served by rail trains. Figure 6.4a shows
the transport network connecting the pickup places P1 and P2 with each other and with
the rail terminals T1 and T2 as well as the delivery places D1 and D2.

Freight transport services for the two transport orders must realize a door-to-door
transport chain. The chain can utilize a single vehicle or multiple vehicles combining
a single or multiple modes of transport, and involve several transshipment processes of
goods. If no transshipment is involved, we refer to it as a direct transport service. As
mentioned in Section 6.3, direct services are further classified as FTL services, where
goods of a single shipper ride alone, and as LTL services, where the carrier consolidates
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goods of multiple shippers to improve vehicle utilization.
For transport services involving transshipment of goods we refer to definitions pro-

vided by the Economic Comission for Europe (2001). A service is referred to as mul-
timodal if the movement of goods is realized by two or more modes of transport, and
unimodal otherwise. Multimodal services generally allow for handling and storing goods
when changing modes. In case the movement of goods happens in one and the same
loading unit, the transport is called intermodal. A multimodal transport service with in-
termediate storage can be advantageous if transport orders are given on a regular basis.
To achieve economies of scale, shippers can bundle multiple orders into larger shipments.

The following services are taken into consideration:

1. FTL road transportation

2. LTL road transportation

3. Multimodal rail-road transportation without intermediate storage of goods (inter-
modal)

4. Multimodal rail-road transportation with intermediate storage of goods

For road transports, a diesel-powered heavy truck is used. Its fuel consumption per kilo-
meter is defined by f (p) = 0.22 + 0.14 · pc , where 0.22 is the baseline fuel consumption of
the empty truck and 0.14 is the marginal fuel consumption of a fully loaded truck, p is
the carried payload and c = 25 ton is the payload capacity of the truck (see Schmied and
Knörr; 2013). Next to transport trips, repositioning trips of empty trucks are included
in each scenario. For rail transports, electrified freight trains are used. Two service types
are offered by a rail company. Short-trains operate in the general cargo market where
a shipment must be at least a pallet. Long-train services are reserved for shipments of
complete truckloads. The energy consumption for short-trains is 30 kWh per kilometer
and for long-trains 35 kWh per kilometer reflecting the trains’ different total weights
(Schmied and Knörr; 2013). Emission coefficients of 3.15 kg CO2e per liter of Diesel
and 0.5 kg CO2e per kWh electricity are applied (Schmied and Knörr; 2013). Details
on the energy demands for the transport services are outlined in Figure 6.4. Techni-
cal parameters of the vehicles considered in the following scenarios are summarized in
Table 6.7.

6.5.2 FTL road transportation

In the baseline scenario, orders HG and VG are served individually by two heavy trucks.
These trucks start their tours empty at T1, pick up load at P1 and P2, respectively, deliver
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(a) Shortest-distance weighted network of origin and destina-
tion nodes as well as terminals.

(b) Vehicle routes under FTL road transporta-
tion.

(c) Vehicle route under LTL road transporta-
tion.

(d) Vehicle routes under intermodal rail-road
transportation.

(e) Vehicle routes under multimodal rail-road
transportation with intermediate storage of
goods in T2.

Figure 6.4: Vehicle routes for all transport services along with energy demand rates
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Table 6.1: Emission declarations and eco-labels under FTL road transportation.

declaration payload-based
label

pallet-based label composite label

order (kg CO2e) (g CO2e/tkm) (g CO2e/pkm) (g CO2e/ckm)

HG 225 56 E 161 E 1,406 E

VG 172 172 E 32 D 1,083 D∑
397

it at D1 and D2, respectively. Afterwards, they return empty to terminal T2. Usually,
shortest routes to a destination cannot be realized exactly due to breaks, refueling stops
etc. This is reflected by a detour of 10 km such that a traveling distance of 210 km
results for the transport leg of the trip. Figure 6.4b displays the activities along with the
relevant data.

A heavy truck spends f (0) = 0.22 liter of Diesel per kilometer if going empty, f (20) =

0.22 + 0.14 · 20
25 ≈ 0.33 liter while moving HG, and f (5) = 0.22 + 0.14 · 5

25 ≈ 0.25 liter
while moving VG. Hence, fuel consumption is 5 · 0.22 + 210 · 0.33 + 5 · 0.22 = 71.5 liter
along the route that serves HG and 5 · 0.22 + 210 · 0.35 + 5 · 0.22 = 54.7 liter for the
route that serves VG. The corresponding CO2e emissions are 71.5 · 3.15 ≈ 225 kg and
54.7 · 3.15 ≈ 172 kg, respectively, leading to a total emission of 397 kg CO2e for both
orders.

Eco-labels are derived for the transport services by calculating the corresponding
CO2e emission rates per ton kilometer (tkm), pallet kilometer (pkm), and composite
capacity kilometer (ckm), see Table 6.1. It indicates that label E is awarded in most
cases. Road mode is obviously not an eco-friendly solution for long-haul transports.
However, the pallet-based system still awards label D to the service of VG. Recall that
the composite-based system always selects the capacity maximally utilized by an order.
For order VG this is pallet-space with a relative utilization of 27

34 . This yields an emission
rate of 1,083 g CO2e/ckm (= 172 kg/CO2e devided by 27

34 and 200 km direct distance)
and reveals label D just like the pallet-based labeling system.

6.5.3 LTL road transportation

A better consolidation of freight is reached when orders HG and VG are shipped together.
Figure 6.4c shows the route taken by the LTL service. A single empty truck starts at
terminal T1, picks up load successively at P2 and P1, delivers it at D1 and D2, before
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Table 6.2: Emission declaration, allocation and eco-labels under LTL road transportation
(values in CO2e).

allocation payload pallets egalitarian

order kg g/ckm kg g/ckm kg g/ckm

HG 202 1,263 D 52 325 B 127 793 C

VG 51 321 B 201 1,266 D 127 800 C∑
253 253 253

returning empty to terminal T2. For the longest part of the journey, the truck is fully
occupied in terms of payload and pallet space. The fuel consumption on this leg accounts
for f (25) = 0.22 + 0.14 · 25

25 ≈ 0.36 liter per km. In total, the truck consumes 80.3 liters
Diesel and emits 253 kg CO2e.

Following EN 16258, the emission quantity of 253 kg CO2e is allocated to orders
HG and VG either in proportion to payload, pallets, or egalitarian, see Table 6.2. The
emission declarations are lower for the LTL service than for the FTL service with the only
exception of order VG. It receives a declaration of 201 kg CO2e from pallet-proportional
emission allocation. Obviously, when heavy and volume goods are moved together, the
CO2e share of heavy goods benefits from a pallet-based emission allocation while volume
goods benefit from a payload-based allocation. Supposed that the involved parties are
likewise eco-sensitive, egalitarian allocation balances shares most fairly.

Note that composite labeling systems generally awards stronger labels to the LTL
service than to the FTL service. Either HG or VG can reach label B at the expense of
the other order, which achieves label D. In case both shipper are eco-sensitive they can
jointly reach label C with the LTL service.

6.5.4 Multimodal rail-road transportation without intermediate stor-
age of goods (intermodal)

An intermodal rail-road transport service divides the transport chain of the orders into
three legs, the pre-, main-, and post-carriage. During pre-carriage the movement of goods
is executed by a single truck that starts its tours empty at the depot in T1 and ends there
for transshipping the cargo onto a train. Post-carriage of both orders is performed by a
truck that starts its route in T2 where it picks up the goods from the train and delivers
them before returning empty to T2. The routes of the vehicles are shown in Figure 6.4d.
The total fuel consumption of the trucks is 2 ·5 ·(0.22 + 0.25 + 0.36) = 8.3 liters of Diesel,
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Table 6.3: Emission declaration, allocation and eco-labels under intermodal rail-road
transportation (values in CO2e).

on road on rail

allocation payload pallets egalitarian

order kg g/ckm kg g/ckm kg g/ckm

payload 96 600 C 40 250 A 68 425 B

HG pallets 81 506 B 25 156 A 53 331 B

egalitarian 89 556 C 33 206 A 60 375 B

payload 24 151 A 80 504 B 52 327 B

VG pallets 40 252 A 96 605 C 68 428 B

egalitarian 32 202 A 88 554 C 60 378 B

leading to an emission of 26.2 kg CO2e.
The main carriage is performed by an electrified short-train. It spends 220 km · 30

kWh/km = 6, 600 kWh of energy on the rail leg which causes a CO2e emission of 6, 600 ·
0.5 = 3, 300 kg. We further assume that the train moves 70 transport orders with a
total of 875 tons and 1, 190 pallets between the two terminals. This means that both,
the average demand of payload capacity and the average demand of pallet capacity of
both orders exactly meet the average capacity demand of all orders moved in the process.
Hence, a share of 2 · 3,300

70 = 94.3 kg CO2e falls upon orders HG and VG for the rail leg,
no matter what allocation rule the rail carrier applies. Thus, a total of 26.2 + 94.3 ≈ 120

kg CO2e is assigned to both orders by the intermodal service, which is less than in FTL
and LTL services.

Since the intermodal service involves multiple transport processes, the allocation
rules selected by the carriers can vary. We assume that the road carriers apply the same
rule. Various emission declarations are yet possible for orders HG and VG. Table 6.8
in the appendix shows corresponding emission declarations for road and rail legs. Nine
combinations of emission allocation rules are possible and assessed by the composite
labeling system in Table 6.3. It indicates that the allocation rule used in the main
carriage shows a larger impact than the rule used for pre- and post-carriages. As before,
HG benefits from pallet-based allocation and VG from payload-based allocation. Both
orders can achieve the strongest label A at their own, provided the allocation rule on
the rail leg is chosen to their advantage. With egalitarian allocation applied to the rail
leg, both achieve label B, no matter which allocation rule is used on the road legs. This
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signals the environmental compatibility of rail freight transportation.

6.5.5 Multimodal rail-road transportation with intermediate storage
of goods

To study multimodal transportation, we regard the order quantities of HG and VG as
a regular customer period demand. We further assume that a warehouse is available at
terminal T2 which can be used for an intermediate storage of goods. This setting enables
shipping goods in larger amounts leading to a better transport consolidation such that
larger and more energy-efficient vehicles like long-trains can be used.

For an evaluation of the multimodal rail-road service we consider transport quantities
for both goods which are a fivefold of the period demand. These quantities can be moved
to T1 by four complete truckloads each. The trucks are fully utilized regarding either
payload (4 ·25 = 5 ·20 tons) or pallet space (4 ·34 = 5 ·27+1 pallets) in seven of the eight
trips. Merely a single pallet storage place is not occupied in one of the trips. As road
transportation on leg 1 takes place in FTL mode, GHG emissions are directly declarable
for pre-carriage. To get rid of emission allocation for post-carriage, we suppose that the
road transport from T2 to the delivery places is done in unconsolidated FTL mode, too.
On this leg capacity is utilized by 80%. An allocation of transport emissions is only
necessary on the rail leg, which comprises the long-train rail transport between T1 and
T2. Figure 6.4e displays the outlined logistic activities for the multimodal service.

The total GHG emission produced by the service is calculated as follows: Leg 1 of the
transport chain comprises four fully utilized truck transports for each good. Those four
trucks cause 3.15 · 5 · (0.88 + 1.44) ≈ 37 kg CO2e for HG and 3.15 · 5 · (0.88 + 1.02) ≈ 30

kg CO2e for VG. The electrified long-train operating on leg 2 consumes 220 km · 35

kWh/km = 7, 700 kWh of energy. It causes total emissions of 7, 700 · 0.5 = 3, 850 kg
CO2e. We assume that 24 orders with a total of 1, 500 tons and 2, 040 pallets are moved
together in the rail process with an average of 62.5 tons and 85 pallets per order. Like
for the short-train, this is in line with the joint capacity demand of the heavy and the
volume good. Consequently, a share of 2 · 3,850

24 ≈ 321 kg CO2e falls upon both orders,
whatever allocation rule is selected. To attribute GHG emissions to the periodic orders,
the emission volumes calculated for leg 1 and 2 are divided by five periods. Emissions on
leg 3 are directly declarable like for leg 1. They account for 3.15 · 5 · (0.22 + 0.36) ≈ 9.2

kg CO2e for the heavy good and 3.15 · 5 · (0.22 + 0.25) ≈ 7.4 kg CO2e for the volume
good and are respected in every period.

Table 6.4 shows the emission declaration of the orders on each leg and the eco-
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Table 6.4: Emissions declaration, allocation and eco-labels under multimodal transporta-
tion.

allocation declaration (kg CO2e) on (kg CO2e) (g CO2e/ckm)

order leg 1 leg 2 leg 3 total

payload 7.3 51.4 9.2 68 340 B

HG pallets 7.3 13.2 9.2 30 150 A

egalitar. 7.3 32.1 9.2 49 245 A

payload 6.0 12.8 7.4 26 131 A

VG pallets 6.0 51.0 7.4 64 322 B

egalitar. 6.0 32.1 7.4 46 232 A

labels achievable by the multimodal transport. Emission allocation only takes place
on leg 2, which represents the major part of the transport. The multimodal service
improves the eco-performance of the transport operations once more. Allowing for an
intermediate storage, it allocates 96 kg CO2e to HG in the maximum which is a 29%
reduction against intermodal transportation. The eco-labels signal this trend very clearly.
Whatever emission rule the rail carrier selects, the transport orders receive at least label
B. With the egalitarian allocation rule, the service even achieves label A for both orders.
It must be noted, however, that GHG emission caused by warehousing operations, is
disregarded in the analysis.

6.5.6 Evaluation summary

For an evaluation of the proposed approach we recall the requirements formulated in
Section 6.4.1. To overcome the limitation of labeling approaches which are based on sin-
gle performance measures (like ton-kilometers or pallet-kilometers) a composite-capacity
based label has been developed for the transport industry. It supports shippers in finding
eco-compatible transport options and makes searches for a best-fitting label redundant.
The proposed label design relies on a consistent calculus regarding energy generation,
transformation, and consumption. Regarding applicability it supports an appropriate
consideration of vehicles classes driven by electric or combustion engines, and it covers
future technologies like fuel cells as well. It is likewise effective by addressing the release
of GHG on a unique and quantitative basis.

Consistency means that a labeling system signals the ecological impact of different
transport services adequately, which is not that straight to judge for the composite-
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capacity based labeling system. Four services have been investigated. Even though their
environmental ranking is straightforward, the responded signals are not that definite in
every single case. The reason is that freight consolidation complicates emission allocation.
For one and the same transport order and service, not a single but a range of different
labels is achievable depending on the allocation rule selected. Table 6.9 in the appendix
summarizes the ranges of labels assignable to the two transport orders in view of the
four services. Selecting an allocation rule gives carriers an important instrument at hand
to enhance the performance of eco-sensitive shippers. Supposed all shippers are equally
sensitive, the question arises with which rule the best common label is obtained. For the
transport orders in our example this is the egalitarian allocation rule. The last line of
Table 6.9 shows the best labels that HG and VG can obtain together in a consolidated
transport service. A clear grading is recognizable between LTL road transportation,
intermodal transportation and multimodal transportation which is consistent with the
services’ total emission quantities for both orders.

Regarding simplicity, our approach is not that clear yet. While its application is tech-
nically controllable and reliable, the outcome is not always simple to interpret regarding
the unit of composite capacity. This might be subject of future research, next to the
research opportunities that we outline in the following.

6.6 Research directions

We present a list of research opportunities that might be investigated in the context of
eco-labels for freight transportation. Clearly, we can only touch these issues here and the
provided list is certainly not complete.

Operations management and integration into planning systems: Eco-labels can be used
as a way to communicate a customer’s environmental preference regarding a shipment.
Then, this information, i.e., the eco-label, needs to be considered proactively in the
operational planning and decision making of logistics service providers. For this purpose,
it needs to be investigated how labels can be incorporated into optimization models
and solution methods for vehicle routing problems, inter- and multimodal transportation
planning, service network design, transport mode selection and further related problems.
We refer to Bektaş et al. (2019) for a general overview on the role of operations research in
green freight transportation. In this context, it will be interesting to investigate different
ways of integrating eco-labels in optimization models. For example, labels might be
considered as soft or hard constraints as well as (part of) the objective with which the
fulfilment of eco-labels would work as a customer-related service level. On this basis, it
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would be interesting to compare a setting in which shipments are either in accordance
with their eco-label, or not, with a setting considering also the magnitude of not fulfilling
a label. For this, eco-labels can be converted to emission limits that state a shipment’s
absolute amount of emissions resulting from the corresponding eco-label (Heinold and
Meisel; 2020).

Emission allocation: As illustrated in Section 6.5.5, choosing an emission allocation rule is
a crucial decision for the implementation of a labeling system, especially if heterogeneous
goods share the same service. Our example captured just a few out of many available
allocation rules (see e.g. Kellner and Otto; 2012) and highlighted their effects in an
illustrative way. Therefore, more detailed analyses of product-specific allocation rules as
well as their (game-)theoretic properties and practical effectiveness are due.

Adjustment of the label’s reference base: A weak spot of categorial labels is that it suf-
fices to underscore the upper bound of a category just marginally in order to achieve it.
Hence, services may receive the same label even if they have quite diverse environmen-
tal performances. This effect may be compensated partly by defining a larger number
of categories, but it remains unclear whether this is a proper countermeasure in gen-
eral. It is also known that labels can become a victim of their own success (Heinzle
and Wüstenhagen; 2012) if best-in-class categories are achieved more and more easily
due to technological progress. This raises a need for regularly re-assessing the category
boundaries to push companies towards more eco-friendliness in the long run.

Political implications and steering effects: Politics pursues eco-initiatives to foster green
transportation, e.g., by implementing policies to shift freight from road to rail. This raises
the question of how a transport-related eco-label as proposed by this paper can support
such policies. More generally, it is important to evaluate the overall environmental effect
to be expected at a local and global scale. In particular, it might be interesting to analyze
how overall emissions are affected by the introduction of eco-labels and to compare this
change with other eco-oriented policies like emission reduction targets or carbon taxes.
This is, we expect some interesting findings regarding research on how eco-labels work
as a steering effect towards more sustainable transport solutions.

Competitive advantage, business models and consumer behavior: If shippers and logistic
service providers express eco-friendliness of their products and services by an eco-labeling
system, it is worth analyzing the competitive advantage they gain. Corresponding re-
search could comprise, for example, investigating how customers value a better eco-label
category and whether this can be turned into a higher willingness-to-pay such that a
carrier’s profit increases. In this context, an open question is what new business models
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could emerge from the introduction of such labels and how companies incorporate eco-
labeling when negotiating with business partners or in pricing decisions for their products
and services. For instance, Agatz et al. (2021) analyzes the interactions between price and
eco-labeling incentives for time slot selection in a home delivery service. They conclude
from experiments and simulations that eco-labels are more effective than price incentives
in fostering more sustainable customer decisions.

Label propagation in supply chains and inclusion of further processes: Almost any industry-
made product consists of a wide range of materials and components that usually stem
from a large number of spatially distributed suppliers. Nowadays, many supply chain par-
ties determine and report the carbon footprint of their products. What is still lacking are
mechanisms for consolidating such information along horizontal and vertical partnerships.
This also calls for new tasks and roles such as the one of an environmentally-oriented
supply chain leader, see Gopalakrishnan et al. (2020). The required transactions may
call for an adaptation of the logistics-oriented communication protocol from Section 6.3.
From this, a better understanding could be obtained on how to propagate and harmonize
eco-labels of converging and diverging material flows. The adaptation might also strive
for an inclusion of emissions caused by the involved transshipment and warehousing pro-
cesses. However, communication flows and labeling procedures should be kept as simple
as possible ensuring a comprehensible and trustworthy labeling of products and services.

6.7 Conclusion

The paper proposes a categorial, comparison eco-label for the freight transportation in-
dustry. The label fosters transparency of the eco-friendliness of transport processes with
regard to their emitted greenhouse gases. The gained transparency can be exploited by
freight forwarders to differentiate their services from those of (less eco-friendly) competi-
tors, by shippers to express their eco-friendliness, and by other stakeholders for further
purposes like reporting or statistics. We have discussed design issues of such a label and
procedures of the labeling process for transport services and orders. We derived three
labeling systems. The first one assesses emissions per ton-kilometer, which is particu-
larly useful for shipments involving heavy goods. The second system assesses emissions
per pallet-kilometer, which is most suitable for volume goods. The third system flexibly
adapts the labeling to the most intensively used capacity dimension of a transport pro-
cess. This system is generally applicable even for processes that involve a mix of heavy
goods and volume goods.
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We provided examples of how to implement the label in different transport man-
agement settings. Our analyses showed that choosing an emission allocation rule and
labeling system can yield very different labels for a particular shipment. Still, the labels
fulfill general expectations such as that consolidated transports achieve better labels than
non-consolidated transports.

Finally, we proposed directions for future research, including topics in operations
management but also further topics that address policy issues, incentives and others. We
have sketched those challenges that we consider most relevant, which might be considered
subjective.
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6.8 Appendix A. Figures and Tables

Figure 6.5: Transport-related CO2e emissions worldwide, 2000-2018. Source: Interna-
tional Energy Agency (2020)

Table 6.5: Comparison of allocation measures compliant with EN 16258: A van moves
two orders j = 1, 2 on transport leg i = 1 . Its total emission is e1 = 60 kg CO2e.

direct
distance

payload ton
kilometer

pallets pallet-km

order j (km) (ton) (tkm) (pc) (pkm)

1 50 0.400 20 2 100
2 100 0.600 60 1 100∑

150 1.000 80 3 200

emission allocation (kg CO2e)

e1,1 20 24 15 40 30
e1,2 40 36 45 20 30
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Table 6.6: Transport order data and utilization rates for individual carriage by a heavy
truck.

distance payload pallets performance utilization
order (km) (ton) (pc) (tkm) (pkm) (%weight) (%space)

HG 200 20.0 7 4,000 1,400 0.800 0.206
VG 200 5.0 27 1,000 5,400 0.200 0.794

Table 6.7: Vehicle data for transport modes used in section 6.5.

vehicle measure FTL LTL intermodal multimodal

payload capacity [t] 25 25 25 25
truck pallet space capacity [# pal.] 34 34 34 34

total # orders/vehicle 1 2 2 1

total payload [t] - - 875 1500
train total pallets [# pal.] - - 1190 2040

total # orders/vehicle - - 70 24

Table 6.8: Emission allocation (in kg CO2e) for pre/post-carriage (road) and main car-
riage (rail).

allocation: payload pallets egalitarian payload pallets egalitarian

order pre/post-carriage (road) main carriage (rail)

HG 21.0 5.4 13.1 75.4 19.4 47.1
VG 5.2 20.8 13.1 18.9 74.9 47.1∑

26.2 94.3

Table 6.9: Ranges of allocated emissions (in kg CO2e) and associated labels achieved by
four transport services. Eco-labels are recorderd as obtained form the order of payload-
based, pallet-based and egalitarian allocation.

order FTL LTL intermodal multimodal

HG 225 52-202 25-97 30-68
E D B C C A B B A A

VG 172 51-201 24-96 26-64
D B D C A C B A B A

common best label C B A
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Abstract Eco-labels are a way to benchmark transportation shipments with respect
to their environmental impact. In contrast to an eco-labeling of consumer products,
emissions in transportation depend on several operational factors like the mode of trans-
portation (e.g., train or truck) or a vehicle’s current and potential future capacity uti-
lization when new orders are added for consolidation. Thus, satisfying eco-labels and
doing this cost-efficiently is a challenging task when dynamically routing orders in an
intermodal network. In this paper, we model the problem as a multi-objective sequential
decision process and propose a reinforcement learning method, value function approxi-
mation (VFA). VFAs frequently simulate trajectories of the problem and store observed
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values (violated eco-labels and costs) and states aggregated to a set of features. The ob-
servations are used for improved decision making in the next trajectory. For our problem,
we face two additional challenges when applying a VFA, the multiple objectives and the
‘delayed’ realization of eco-label satisfaction due to future consolidation. For the first,
we propose different feature sets dependent on the objective function’s focus, costs or
eco-labels. For the latter, we propose enhancing the suboptimal decision making and ob-
served pessimistic primal values within the VFA-trajectories with optimistic dual ex-post
evaluation when all information of a trajectory is known. This enhancement is a general
methodological contribution to the literature of approximate dynamic programming and
will likely improve learning for other problems as well. We show the advantages of both
components in a comprehensive study for intermodal transport via train and trucks in
Europe.

Keywords Intermodel Transportation, Sustainable Transportation, Eco-label, Multi-
objective Stochastic Dynamic Decision Making, Approximate Dynamic Programming,
Value Function Approximation, Primal-Dual VFA, Objective-specific Feature Selection

7.1 Introduction

Transportation of freight and passengers is a main contributor to the anthropogenic
greenhouse gas emissions (European Environment Agency; 2021) and a rising public and
political awareness of it forces logistics companies to offer more sustainable transport
solutions. A popular method for benchmarking products, services, or facilities according
to their environmental impact is to use eco-labels (e.g., Lorenzo-Toja et al.; 2016). Such
labels generally indicate the relative environmental impact according to a preset perfor-
mance scheme using an intuitive traffic-light coloring system. Recently, first approaches
were made to transfer the concept of eco-labels to transportation to demonstrated appli-
cations in practical settings (e.g., Heinold and Meisel; 2020). Figure 7.1a illustrates such
a scheme for the transportation sector using eco-labels A, B, and C. Logistics companies
can then let customers specify a desired eco-label for an order or communicate an or-
der’s achieved label to gain a competitive advantage. Either way, the emissions promised
through eco-labels then ought to be met in the transport operations for the orders.

In contrast to an eco-labeling of consumer products (e.g., for the annual electricity
consumption of a refrigerator), emissions in transportation depend on several operational
factors such as freight consolidations and a vehicle’s capacity utilization, see e.g., Demir
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(a) Eco-labeling scheme.

A: ≤ 30 gCO2e/ton∙km

B: ≤ 50 gCO2e/ton∙km

C: > 50 gCO2e/ton∙km

(b) Emission rates from truck and train
transportation (EcoTransIT World Initia-
tive; 2020).
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Figure 7.1: Considered eco-labeling scheme (a) and load-dependent emissions rates (b).

et al. (2011), Heinold (2020). For example, Figure 7.1b shows that a freight train’s
emission rate per ton-km decreases, the more load the train carries, i.e., the emission
rate and the payload weight are negatively correlated. Next to the high cost-pressure
in the transportation industry, this emphasizes the need for consolidating freight orders
which is particularly relevant in networks with multiple transport modes. Moreover,
such intermodal problems often deal with transport demand that reveals over time and
requires a decision making under uncertainty regarding the consolidation of freight (e.g.,
Rivera and Mes; 2017a). Therefore, decision makers dispatching orders over time need
to find a balance between complying with orders’ eco-labels as specified by customers
and the resulting overall transportation costs. In this paper, we address the challenge
of balancing costs and satisfied eco-labels for a stochastic and dynamic decision making
problem in intermodal rail-road transportation. We consider a train with limited capacity
operating on a fixed schedule where transport orders consisting of full truckloads appear
spontaneously over time and request a certain eco-label. For each order, it needs to be
decided whether to route it intermodally using the train for the long-haul carriage or
directly using trucks only. The chosen transport routes impact costs and the percentage
of achieved eco-labels, which are considered in a weighted objective function.

Finding effective solutions for this problem is difficult in two ways. First, we have to
make the routing decisions for already known orders and, second, we have to anticipate
a decision’s impact on the future for which orders are not known yet. To tackle this,
we propose to use a mixed-integer programming approach in combination with value
function approximation (VFA) with basis functions, a solution class from approximate
dynamic programming (Powell; 2011). The linear basis functions use so-called features
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whose weights are learned in VFA iteratively in a forward programming fashion using
simulated outcomes. The features also work as a parametric representation of the large
problem space inherent to the considered problem. For the decision making in VFA,
we formulate a mixed-integer linear program that incorporates the basis functions. This
method needs to cope with two aspects specific to our setting: (i) learning the feature
weights is difficult as the achieved eco-label of an order depends on its own routing as
well as the consolidation decisions for future orders, i.e., it is only known for an order
once it arrives at its destination as the calculation of emissions requires full knowledge of
the train’s payload for each relevant service leg, and (ii) we deal with a multi-objective
problem considering eco-labels and costs. To address the learning challenges, we propose
a learning strategy that enhances the trajectory obtained from the suboptimal forward
decisions in the VFA algorithm (primal) with the trajectory obtained from solving each
iterations distinct decision problem to optimality ex-post (dual). That is, we solve for
the dual trajectory a decision problem at each stage assuming the realized outcome from
the iteration’s forward exploration would have been known. We refer to this approach as
primal-dual VFA. To the best of our knowledge, we are the first to combine both trajec-
tories in the learning process of a transportation problem. To address the multi-objective
nature of the problem, we design objective-specific feature sets that take up the factors
influencing eco-labels and costs. Overall, our paper makes contributions to the problem
as well as to the general methodology on approximate dynamic programming. These
contributions are as follows.

• We are the first to consider eco-labels in stochastic dynamic intermodal transporta-
tion and present a comprehensive multi-objective stochastic dynamic model.

• We present an anticipating solution method considering the unique challenges found
in freight consolidation. This method enables effective real-time decision making
for our problem.

• We enhance the learning in value function approximation with the ex-post solutions.
This enhancement is a general methodological contribution to the literature on
approximate dynamic programming and will likely improve VFA for other problems
as well.

• We show the importance and benefits of designing feature sets with respect to the
weight in the multi-objective decision problem.
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• We perform comprehensive experiments to analyze the impact of eco-labels on costs
and their impact on the embedded decisions in intermodal networks.

The remainder of this paper is organized as follows. Section 7.2 provides an overview of
the related literature and identifies the research gaps addressed in this paper. Section 7.3
outlines the problem with its distinctive characteristics and formulates it as a sequential
decision process. Section 7.4 motivates and describes our solution approach. Section 7.5
presents experimental results. Section 7.6 concludes the paper.

7.2 Related literature

We contribute to the literature on multimodal transportation as well as to the literature
on VFA. We provide reviews for each of these research directions in a distinct section:
Section 7.2.1 provides an overview of multimodal studies relevant to our problem and Sec-
tion 7.2.2 focuses on studies using value function approximation to solve transportation
problems.

7.2.1 Multimodal transportation

We use the term multimodal to refer to the potential usage of more than one transport
mode and, with this, intermodal studies are considered as well as they describe a par-
ticular type of multimodal transportation in which the same transport unit is used for
shipping an order. We also consider studies on synchromodal transportation that usually
deal with operational issues regarding the synchronization of orders’ time windows and
modes’ schedules (e.g. Rivera and Mes; 2017b). In this context, this section reviews two
problem classes of multimodal transportation: (i) multimodal transportation problems
that consider environmental aspects, and (ii) multimodal transportation problems that
take place in a stochastic and dynamic environment. There are only few papers consid-
ering aspects of both classes. We refer to Crainic and Kim (2007) and Steadie Seifi et al.
(2014) for general reviews on multimodal transportation and to Delbart et al. (2021)
for a review on uncertainty in intermodal and synchromodal transportation. The very
recent survey of Archetti et al. (2021) also emphasizes that investigating multi-objective
problems with environmental aspects (such as carbon emissions) are a valuable topic
for future research. Table 7.1 lists multimodal papers that are closely related to our
study. The table indicates for each paper if it considers stochastic and/or dynamic ele-
ments, if it treats emissions as part of the objective function and/or as a restriction in
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Table 7.1: Overview of multimodal studies related to our problem.

emissions
reference stochastic dynamic objective restriction type

Bauer et al. (2010) - -
√

- intermodal
Heinold and Meisel (2019) - -

√
- intermodal

Rudi et al. (2016) - -
√

- intermodal
Sun and Lang (2015) - -

√
- multimodal

Baykasoğlu and Subulan (2016) - -
√

- intermodal
Lam and Gu (2016) - - -

√
intermodal

Chen et al. (2014) - - -
√

intermodal
Heinold and Meisel (2020) - -

√ √
intermodal

Demir et al. (2016)
√

-
√

- intermodal
Zhao et al. (2018)

√
-

√
- intermodal

Jiang, Zhang, Meng and Liu (2020)
√

- -
√

multimodal
Mes and Iacob (2016)

√
-

√
- synchromodal

Resat and Turkay (2019)
√

-
√

- synchromodal
Hrušovskỳ et al. (2020)

√
-

√
- intermodal

Li et al. (2015)
√ √

- - intermodal
Rivera and Mes (2017a)

√ √
- - intermodal

Rivera and Mes (2019)
√ √

- - synchromodal
van Heeswijk et al. (2018)

√ √ √
- intermodal

this study
√ √ √ √

intermodal

the mathematical model, and, if it relates to multimodal, intermodal, or synchromodal
transportation.

As a first problem class, we consider environmentally oriented studies in multimodal
networks. The environmental impact of transportation is usually measured in terms of
the resulting emissions and, then, modeled either as objective or as restriction. When
considered as objective, most studies compare the emission minimizing solutions with
solutions using other, more traditional, objectives, such as transit times (e.g., Bauer et al.;
2010; Heinold and Meisel; 2019) or costs (e.g., Rudi et al.; 2016). However, emissions
can also be considered as part of such a traditional objective, for example, by converting
emissions into a monetary value (e.g., Sun and Lang; 2015) or by setting preset values
to each of the potentially conflicting objectives in a goal programming approach (e.g.,
Baykasoğlu and Subulan; 2016). Studies that strictly restrict emissions are less common.
Lam and Gu (2016) study the trade-off between costs and time, while considering an
overall network wide emission limit as a hard constraint. The authors argue that such
a limit can result from environmental regulations imposed by a government. Similar
approaches consider so-called emission reduction targets that state a reduction of the
as-is network emissions. This approach is, for example, used in Chen et al. (2014) for a
multimodal coastal liner routing problem. A recent study from Heinold and Meisel (2020)
introduces emission limits to reflect customers’ environmental preferences regarding the
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transportation of orders in an intermodal rail/road network. Thereby, an individual
emission limit is stated for each order, expressing the maximal amount of transport-
induced emissions that can be allocated to a particular order. The authors treat these
limits both as a hard and as a soft constraint and solve the problem hierarchically with
different objectives such as costs, emissions, and number of orders that are routed within
their emission limit. Note that using emission limits is closely connected to using our
study’s concept of eco-labels. For example, it is possible to convert an order’s total
emission limit (measured in gram of carbon-dioxide equivalent emissions (gCO2e)) to a
relative eco-label (measured in gCO2e/ton·km) by taking into account the order’s payload
weight (in ton) and its direct distance (in km) between the origin and the destination
location.

So far, all of the aforementioned studies cover problems in deterministic and static
environments. There are only a few studies that deal with uncertainty in the context
of environmentally oriented multimodal transportation. Demir et al. (2016) propose a
green service network design problem in which the demand as well as the travel times
of vehicles are uncertain. Emissions are considered next to time and costs in a weighted
multi-objective mixed-integer linear program, which is then applied to several artificial
and real-world test instances. Zhao et al. (2018) consider uncertain demand and supply
in an intermodal empty container re-positioning problem. Here, the authors explicitly
address emissions as part of a weighted cost function and model the problem as a chance-
constrained non-linear integer program. Jiang, Zhang, Meng and Liu (2020) consider
demand uncertainty in a multimodal network design problem with emission reduction
targets. Research on synchromodal transportation usually considers uncertainty for the
vehicles’ travel times or as unexpected events that then lead to disruptions. Mes and
Iacob (2016) introduce a synchromodal planning algorithm allowing decision makers to
select from a restricted list of multimodal routes. The authors consider objectives costs,
delays, and emissions and apply the approach to the problem of a logistics service provider
in the Netherlands. Resat and Turkay (2019) present a discrete-continuous optimization
model to solve complex synchromodal routing problems including decisions on the routing
and fleet size. Pareto optimal solutions for objectives costs, travel time, and emissions are
obtained by applying the ε-constraint method. Hrušovskỳ et al. (2020) propose a decision
support methodology that connects ex-ante offline planning (before the transport has
started) with online re-planning (in case of disruptions during the transport). With this,
the problem also addresses aspects of synchromodal transportation and is then solved
for objectives costs, time, and emissions.

The second problem class considers multimodal transportation problems with stochas-
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tic and dynamic elements. In this regard, dynamic refers to settings in which multiple
decision points are considered, e.g., decision problems spanning over time. As far as
is known, there is no study in this class that considers environmental aspects by eco-
labels. Moreover, there are only a few studies that explicitly address stochastic dynamic
problems in multimodal networks. For example, Li et al. (2015) approach a dynamic
intermodal freight transport problem in which demand and traffic conditions are both
uncertain. The authors use a problem formulation with a terminology similar to the one
that is also used in sequential decision processes. A preceding horizon control algorithm
is proposed as solution method and its performance is demonstrated in a simulation
study. Rivera and Mes (2017a) study an intermodal freight selection problem in which
it is central to assign containers either to a long-haul round trip with a barge or to a
direct trip with a truck. The problem spans over multiple periods and, in each period, an
uncertain container demand appears at an inland terminal that needs to be transported
to deep-sea terminals, using one of the aforementioned transport options. The problem is
modeled as a Markov Decision Process (MDP) and solutions are obtained with a forward
programming algorithm from the field of VFA. Rivera and Mes (2019) also consider an
integrated scheduling of drayage and long-haul operations in which the latter is modelled
as an MDP and solved via VFA. The aforementioned multimodal stochastic dynamic
transportation studies do not consider sustainability aspects in their analyses. In con-
trast, van Heeswijk et al. (2018) use a multi-objective function considering costs and
monetized emissions in an intermodal freight consolidation problem with reloads. The
focus is on shipments of small volume (less-than-truckload) that are then consolidated to
container loads at the intermodal hubs. Similarly to Mes and Iacob (2016), the authors
use an arc expansion approach to generate a restricted list of promising transport routes
and then identify and evaluate corresponding consolidation opportunities.

Our paper addresses both of the above discussed problem classes by investigating
a stochastic dynamic intermodal transportation problem with order-specific eco-labels.
To comply with the specified eco-labels, the corresponding maximal amount of emissions
allowed for an order is (softly) restricted in the underlying model. From this, we consider
costs and the fulfillment of eco-labels as two objectives in a multi-objective problem
setting.

7.2.2 Improved value function approximation

This section discusses means to improve VFA in transportation planning and beyond.
VFA is one of the solution classes being available in approximate dynamic programming
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(Powell; 2009, 2011) and has been gained increasing attention in recent years, particularly
in the emerging research on stochastic dynamic transportation in unimodal networks
(e.g., van Heeswijk et al.; 2019; Ulmer et al.; 2019; Ulmer; 2020; Ulmer and Savelsbergh;
2020; Ulmer et al.; 2020). The general idea in VFA is to learn a ‘good’ decision policy from
a large number of problem trajectories that are computed with simulation and forward
decisions. Thereby, after each (new) trajectory, the policy is updated such that it becomes
better and better with each run and, eventually, the policy can be used to generate good
solutions within a relatively short computation time in real-world applications. More
details on the principles of VFA are provided in Section 7.4.

Learning in VFA is especially difficult in the algorithm’s first iterations as its ini-
tialization is often based on a myopic policy. At the same time, the performance of
VFA depends on an effective learning at the beginning of the algorithm as early ap-
proximations provide the foundation for future updates, i.e., it is important to bring
approximations ‘on the right track’. Consequently, the function used in the updating
process has received special attention as it is a vital determinant for speed and qual-
ity of VFA’s learning process, see e.g. George and Powell (2006); Schaul et al. (2013);
Smith (2017). In this context, Ulmer and Thomas (2020) discuss differences in how to
aggregate and store the value of a state. The authors compare parametric VFA, which
enables a fast but inaccurate learning, with non-parametric VFA, which leads to accu-
rate approximations but is computationally expensive and therefore slow in the solution
process. The authors then propose a meso-parametric VFA that aims at exploiting the
benefits of both parametric and non-parametric VFA. Their approach is demonstrated
on a capacitated customer order acceptance problem with stochastic requests. George
et al. (2008) propose using VFA with multiple lookup tables each at a different level of
aggregation. The authors demonstrate the concept of using two levels of aggregation,
one rough and one detailed level, and discuss the ‘optimal weight’ of considering the
information stored in the two tables for the estimation. This means that an estimate is
not obtained from using information from one lookup table (as in traditional VFA) but
rather from using information from two (or even more) lookup tables. In doing so, good
estimates are obtained by putting a higher weight on the rough lookup table in early
iterations and a higher weight on the detailed lookup table in later iterations. Ulmer
et al. (2018) present a dynamic lookup table approach that focuses on the learning at
the early iterations of the VFA algorithm. In particular, the authors propose a method
in which the updating increases in its granularity over the learning process. With this,
rough approximations are obtained in the beginning that then become more accurate
while the algorithm progresses over further iterations. The method is evaluated on a
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dynamic vehicle routing problem with stochastic customer requests.
There is also general methodological work on improving VFAs or using primal and

dual solutions for dynamic decision making. Jiang and Powell (2015) improve the updat-
ing process in VFA by assuming and exploiting monotonicity of the value function. This
assumption is reasonable as it is commonly found in many real-world applications. The
authors propose an updating function that explicitly considers the monotone structure by
prescribing observed values to unexplored areas of the value function. A faster and bet-
ter learning of their approach is demonstrated on three problem domains and compared
to several other approaches from approximate dynamic programming and reinforcement
learning.

Very recently, Jiang, Al-Kanj and Powell (2020) and Shar and Jiang (2020) propose
the idea of using primal and dual bounds in a Monte Carlo tree search (MCTS) and
in Q-Learning (QL), respectively. MCTS is an online lookahead method, where states
are evaluated via simulation. In Jiang, Al-Kanj and Powell (2020), the simulated primal
outcome is combined with an ex-post solution to evaluate a decision. However, the values
are not used for learning. Shar and Jiang (2020) approximates state values as well as
upper and lower bounds simultaneously via QL. QL works similar to VFA as it iteratively
explores the large-dimensional state space by simulation. However, it evaluates state-
action pairs instead of post-decision states which becomes challenging when the decision
space increases. Shar and Jiang (2020) use the lower and upper bounds for penalizing
decisions within the learning trajectories and show the superiority or their approach
for several toy problems with relatively small decision and state spaces. Our approach
shows similarities in using the primal and dual values for guiding decision making and
learning. However, we directly integrate the bounds into the update of the VFA. Further,
we analyze the performance of our method for a real-world size transportation problem
with a very large state space and a combinatorial decision space.

7.3 Stochastic dynamic intermodal transportation with eco-
labels

This section describes the stochastic dynamic intermodal transportation problem with
eco-labels. Section 7.3.1 presents an application-oriented outline of the problem, Section
7.3.2 provides an illustrative example, and Section 7.3.3 formally describes its sequential
decision process.
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7.3.1 Problem description

We consider a problem where full truck load (FTL) orders dynamically occur over a
time horizon and are shipped long-haul via two different modes of transportation. Each
order comprises an individual origin, a destination, a payload, and an eco-label. The
eco-label indicates the permissible emissions per ton-km the order is allowed to cause.
It expresses the shipper’s individual environmental preference. Thereby, emissions are
measured in terms of equivalents of carbon dioxide (CO2e) per ton (t) and per kilometer
(km) and, with this, the term ‘emissions’ subsumes several relevant greenhouse gases,
such as carbon dioxide (CO2), nitrogen oxides (NOx), sulfur dioxide (SO2), and non-
methane hydrocarbons (NMHCs) (e.g., Piecyk et al.; 2012). Figure 7.1a shows the eco-
labeling scheme used throughout this paper. The scheme results from the distribution of
emission rates obtained from a large-scale simulation study of freight shipments in the
European rail/road network (Heinold and Meisel; 2018) and comprises three different
eco-labels A,B, and C with decreasing strictness. An order with eco-label A has to be
transported with an emission rate of at most 30 gCO2e/ton·km, an order with eco-label
B has to be transported with an emission rate of at most 50 gCO2e/ton·km, and an order
with eco-label C has no preference regarding its emission rate.

For transportation, the logistics service provider has access to two modes of trans-
portation: direct transport via truck from a shipment’s origin to its destination or con-
solidated transport via rail. The transportation cost of trucks depend on several factors,
such as distance, empty returns, or if they are owned by the company or booked via an
online freight exchange platform (Miller et al.; 2020). Emissions of a truck transporta-
tion depend directly on the origin and destination of the order and, as we consider large
orders, we assume a constant emission rate per driven vehicle-kilometer corresponding
to a regular fully loaded 40-ton truck, depicted in the first bar in Figure 7.1b. Regarding
costs, we assume that trucks operate with a constant cost rate per kilometer that can
differ dependent on the aforementioned factors. For rail transportation, a single, high-
capacity train visits a set of predefined stops over the planning horizon. For example, the
train starts in Scandinavia, traverses Germany and Austria, and eventually ends its trip
in the south of Italy. At each stop along the route, the train can load/unload ‘nearby’
orders requiring only a short time driving. In order to use the train, an order must be
transported via truck to a nearby stop before the train arrives (‘pre-carriage’) where it
is then loaded onto the train (‘main-carriage’), and, eventually, transported via truck
from a subsequent stop of the train to the final destination (‘post-carriage’). An order’s
costs and emissions are an outcome of these carriages. Like for trucks, we consider a
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constant cost rate per cargo unit for the train. This is because the scheduled train op-
erates independently of the decisions made in our problem, from which we can assume
that cargo units can be booked on the train at a fixed price. The emissions for orders
transported via train depend on the pre- and post-carriage distances to those train stops
that are selected for loading and unloading an order as well as on the overall load of the
train between these two stops. For the train, we assume a degressive emission rate per
ton-km that reduces with the train’s total payload. Figure 7.1b shows the emission rates
assumed for the freight train, which are derived from the emission estimation model of
the EcoTransIT World Initiative (2020). It illustrates that the emission rate per ton-km
decreases with a higher payload utilization of the train.

For each stop of the train, the service provider decides about the transport of the
nearby orders; direct transport via truck, shipment via train from this stop, or postpone-
ment of the shipment decision in case the order can also be loaded at a future stop of the
train. Once an order is decided to be loaded onto the train, trucks are booked for the
pre- and post-carriage and the customer is informed, implying that the routing of this
order cannot be changed in future periods. Figure 7.2 illustrates an order’s corresponding
possible routings. The dashed lines in the figure represent truck transportations, used in
the pre- and post-carriage to/from the terminals and for the direct (road-only) routing
whereas the solid lines represent the transportation via train. In the figure, three termi-
nals qualify for loading (I, II, III) and two terminals for unloading (X, XI), resulting in
six possible intermodal paths for this order.

While the train traverses along its route, new orders are placed by the customers

I

II

III

I

X

XI

…

…

…

Origin DestinationLoading

II

Unloading

Train stops/Terminals

truck

train

pre-carriage post-carriage

direct road-only routing

main-carriage

Figure 7.2: Illustration of an order’s possible routings.
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which leads to a stochastic and dynamic planning environment. When making a decision,
the service provider has two objectives: minimizing the overall transportation costs and
minimizing the number of orders that violate their requested eco-labels. In contrast to
eco-labels in other domains, e.g. for electronics or buildings, the final emissions per order
are not yet known when a transport decision is to be made. This is because they depend
on the consolidation effects of the train with already loaded orders as well as with future
loads at later stops. Thus, the emissions that are to be allocated to an order and the
actually achieved eco-label only become known once the order arrives at its destination.

7.3.2 Illustrative example

We provide an illustrative example of the resulting stochastic dynamic intermodal trans-
portation problem with eco-labels. We use here the terms of the sequential decision
process that is later formalized in the next subsection. Figure 7.3a shows a state, Figure
7.3b shows for a potential decision the resulting post-decision spate, and Figure 7.3c
shows the next state after a transition. Squares represent the three terminals that the
train visits in this example where a cross inside a square indicates the current stop of the
train. Circles represent the origin locations of the three orders that occur in the course
of time and triangles represent their destinations. The eco-label requested for an order
is shown at the bottom of its origin location. Potential pre- and post-carriages via truck
are shown as arcs. Direct truck transportation is not depicted in the figure for reasons
of simplicity. We assume that the train is empty at the beginning and has a sufficiently
large capacity to jointly transport all considered orders.

In Figure 7.3a, the train just arrived at the first terminal. Here, orders 1 and 2 have
been placed by the customers and can be loaded onto the train at the train’s current stop
at terminal I or at its next stop at terminal II. Order 1 can be unloaded at terminal III
only and order 2 can be unloaded at terminals II or III. Thus, there are three possible
paths for order 1 (loading at I and unloading at III; loading at II and unloading at III;
direct shipping) and four possible paths for order 2 (loading at I and unloading at II;
loading at I and unloading at III; loading at II and unloading at III; direct shipping).
This illustrates that already small intermodal networks can contain a substantial number
of transport options. In general, if an order has n terminals for being loaded and m

terminals for being unloaded, we face up to (n×m) + 1 paths for the case that the two
sets of terminals are disjunct. Figure 7.3b describes a feasible decision in which orders
1 and 2 are loaded onto the train at terminals I and II, respectively, and unloaded at
terminal III. Such a decision results from considering objectives costs and eco-labels.
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(a) State.
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(b) Post-decision state.
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Figure 7.3: Illustration of the stochastic dynamic intermodal transportation problem
with eco-labels.

For example, order 1 might be assigned to the first terminal as its requested eco-label
A requires as much rail transportation as possible. In contrast, the eco-label of order
2 is only C and the more nearby terminal II might be selected as this results in lower
trucking costs (compared to a routing via terminal I). After making these decisions, the
train moves to the next station and, with this, Figure 7.3b represents the corresponding
post-decision state. Figure 7.3c depicts the next state in which new information has
become available. In particular, the new order 3 appears with its corresponding possible
intermodal path: loading at terminal II and unloading at terminal III. Furthermore, the
set of paths of all other orders is updated in the transition: selected paths including
stops that have been visited before are fixed (in this example, the path for order 1 that
required a loading at terminal I) and not selected paths including stops that have been
visited before are excluded as they can no longer be selected in the new state (in this
example, paths for order 2 that required a loading a terminal I).

7.3.3 Sequential decision process

We use the framework of sequential decision processes to formally describe the problem
(Powell; 2021). We start by introducing some general notation and then subsequently
define states, decisions, rewards, post-decision states, stochastic information, transitions,
and the optimal policy. Table 7.2 provides an overview of the notation.
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General notation.

We define the sequence of decision points as T = [1, 2, . . . , T ]. This sequence corresponds
to the set of transshipment terminals visited by the train along its route such that 1 is the

Table 7.2: Overview of the notation used in the sequential decision process.

name description

General notation
ēo upper emission limit induced by eco-label λo of an order o ∈ Ot
qo payload quantity of an order o ∈ Ot
t1p / t2p loading/unloading terminal of a path p ∈ Pt
λo eco-label of an order o ∈ Ot
T set of decision points / train stops / terminals
Ot set of orders in decision point t ∈ T
Pt set of paths in decision point t ∈ T
Pot set of paths of an order o ∈ Ot in decision point t ∈ T
Tp set of terminals visited by a path p ∈ Pt
State
ft binary vector describing which orders violate their eco-label in a state St
ft(o) =1, if order o ∈ O violates its eco-label in a state St, =0 else
rt binary vector describing which paths are used in a state St
rt(p) =1, if path p ∈ P is used in a state St, =0 else
St state in decision point t ∈ T

Decision
ext (p) overall emissions (truck and train) of path p ∈ P under the decision in a state St, =0 else
lxt (t′) load of the train at terminal t′ ∈ T under the decision in a state St, =0 else
Lmax capacity of the train
xt binary vector describing which paths are used under the decision in a state St
xt(p) =1, if path p ∈ Pt is used under the decision in a state St, =0 else
X (St) set of feasible decisions in a state St

Reward
cp overall costs (truck and train) of a path p ∈ Pt
etrain(lxt (t′)) train emissions under a load lxt (t′)
etruckp truck emissions of a path p ∈ Pt
fx
t binary vector describing which orders violate their eco-label under a decision xt

fxt (o) =1, if order o ∈ O is routed in accordance to its eco-label under a decision xt, =0 else
R(·) reward function
RC(·) reward function for objective costs
RE(·) reward function for objective eco-labels
α parameter to weight RC(·) and RE(·) in the objective function

Post-decision state
Pxt set of paths in a post-decision state Sxt
Po,x set of available paths of an order o ∈ O in a post-decision state Sxt
Sxt post-decision state in decision point t ∈ T

Stochastic information
ω̂t+1 stochastic information in decision point t+ 1 ∈ T
Õt+1 set of new orders in decision point t+ 1 ∈ T
P̃t+1 set of new paths in decision point t+ 1 ∈ T
Ω set of stochastic information

Transition
SM (·) system model function to transform to the next state

Optimal policy
Vt(Sxt ) value of post-decision state Sxt
π policy describing a decision for each decision point
Π set of all policies
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first stop and T is the last stop. The set of orders being known at decision point t ∈ T is
denoted with Ot. For each order o ∈ Ot, we deduce a set of paths Pot . This set contains
the feasible intermodal paths of an order o (as was illustrated in the example) and a path
for the direct transportation via truck between the order’s origin and destination. We
denote the loading and unloading terminal of an intermodal path p ∈ Pot by t1p and t2p,
respectively, and the set of all terminals that are involved in this path by Tp. For paths
corresponding to a direct (truck only) routing, this set is empty (Tp = ∅). The set of all
paths being relevant at a decision point t is denoted by Pt =

⋃
o∈Ot P

o
t . Each order o is

also associated with a load qo and an eco-label λo. To check whether an order o violates
its requested eco-label λo, we further calculate an emission limit ēo. This limit states the
highest amount of emissions allowed for this order according to its requested eco-label.
We calculate the limit by using order o’s load, the direct origin-destination distance, and
the emission rate of the corresponding eco-label as shown in Figure 7.1a.

State.

A state St at decision point t ∈ T is described by tuple St = (Ot,Pt, rt,ft) and contains
all information required to make a decision. In particular, Ot is the set of orders placed
until t, Pt is the set of paths as defined before, rt = [rt(p)]p∈Pt is a |Pt|-dimensional binary
vector describing for each path p whether it is part of the current solution (rt(p) = 1),
or not (rt(p) = 0), and ft = [ft(o)]o∈Ot is an |Ot|-dimensional binary vector describing
for each order o whether it currently violates its eco-label (ft(o) = 1), or not (ft(o) = 0).
Note that vector ft can be derived from vector rt (as will be shown in the next paragraph)
and is only included in the definition of the state for reasons of readability.

Decision.

The set of feasible decisions in a state St at decision point t ∈ T is described with X (St).
A single decision xt ∈ X (St) is defined as a |Pt|-dimensional binary vector describing for
each path p whether it is used under the decision (xt(p) = 1), or not (xt(p) = 0), see
Equation (7.1).

xt = [xt(p)]p∈Pt (7.1)

There are two restrictions for a decision to be feasible. First, exactly one path must be
selected per order, see Equation (7.2), and, second, the capacity of the train Lmax cannot
be exceeded, see Equation (7.3). Thereby, the load of the train lxt (t′) at terminal t′ ∈ T
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under decision xt is calculated by summing up the load qo of all orders o whose selected
path involves terminal t′.∑
p∈Pot

xt(p) = 1, ∀o ∈ Ot (7.2)

lt(t
′) =

∑
o∈Ot

(
qo ·

∑
p∈Pot :t′∈Tp xt(p)

)
≤ Lmax, ∀ t′ ∈ T (7.3)

Reward.

We consider a multi-objective problem and use parameter α to weight objectives costs
and eco-labels. A pure cost minimization is achieved by setting α = 1 and a pure
minimization of the number of orders violating their eco-label results from α = 0. We
use the term ‘reward’ to describe the contribution of a decision towards each of these
objectives. As we have a minimization problem, our goal is to minimize this ‘reward’. We
then consider marginal rewards instead of absolute rewards (Ulmer et al.; 2020) that is
motivated by the fact that the actually achieved eco-label of an order can change at later
decision points due to the load-dependent emission rate of the train. For example, an
order’s eco-label might be violated at the time it is loaded onto the train at stop t1p if the
train is quite empty at that point, but the eco-label might be fulfilled at the unloading
stop t2p, if later decisions increase the train’s payload utilization and, with this, reduces
the emission rate per cargo unit.

To evaluate whether or not an order o ∈ Ot violates is eco-label λo, we calculate
the emissions ext (p) of a path p ∈ Pt under a decision xt by Equation (7.4). Here, the
path’s emissions resulting from truck transportation are denoted with etruck

p , considering
emissions from pre- and post-carriage for intermodal paths and emissions from direct
road-only transportation for unimodal paths. The emissions from train transportation
per unit of load qo are denoted by etrain (lxt (t′)) and depend on the train’s total payload
lxt (t′) at a terminal t′ ∈ T . The evaluation of the eco-labels under the current decision
xt is then done for each order using Equation (7.5). Here, we define fx

t = [fxt (o)]o∈Ot
as a |Ot|-dimensional binary vector describing for each order o whether it violates its
eco-label λo (fxt (o) = 1), or not (fxt (o) = 0), under the current decision xt.

ext (p) = etruck
p + qo ·

∑
t′∈Tp\{t2p}

etrain
(
lxt (t′)

)
, ∀ o ∈ Ot, p ∈ Pot (7.4)
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fxt (o) =

{
1, if

∑
p∈Pot

xt(p) · ext (p) > ēo

0, else
, ∀o ∈ Ot (7.5)

With this, the marginal reward R(·) under a decision xt is computed by Equation (7.6).
This formula takes into account the marginal costs and eco-label violations. The marginal
costs RCt are calculated in Equation (7.7) where cp denotes the costs of using a path p ∈ Pt
and the marginal reward REt regarding the eco-labels in Equation (7.8). These rewards
are calculated as the difference in costs/eco-label violations between the newly planned
paths and the previous ones.

R(St, rt,xt,ft,f
x
t ) = α ·RCt (St, rt,xt) + (1− α) ·REt (St,ft,f

x
t ) (7.6)

with

RCt (St, rt,xt) =
∑
p∈Pt

cp · (xt(p)− rt(p)) (7.7)

REt (St,ft,f
x
t ) =

∑
o∈Ot

(fxt (o)− ft(o)) (7.8)

Post-decision state.

We use the two-step transition in which we first transit to a post-decision state Sxt
considering the decision xt and afterward to the new state St+1 considering the new
information. Thus, the transition to the post-decision state is fully deterministic and
formally defined as the state that is reached by making decision xt in state St: Sxt =(
Ot,Pxt ,xt,f

x
t

)
. Here, compared to state St, rt and ft are replaced by the decision xt

and the corresponding eco-label violation vector fx
t , respectively, and the set of available

paths Pxt =
⋃
o∈Ot P

o,x
t is updated by excluding all paths that are not feasible in the

next stage any more. This exclusion is described for each order’s paths Po,xt in Equation
(7.9). In particular, according to the first case, we only include the selected path in
the post-decision state if it involves loading at the train’s current location. From this,
once we decide to load an order onto the train at the current stop t1p = t, we also fix
the unloading terminal t2p according to the selected path p. In the second case, we also
only consider the selected path if there is just one path available for this order, i.e. the
decision is made automatically because of missing alternatives. Otherwise, if none of
the previous cases apply, according to the third case in Equation (7.9), we update the
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paths such that we only keep those intermodal paths p′ for which t1p′ ≥ t + 1, simply,
because paths with loading at earlier train stops are not accessible any more when the
train approaches its next stop t+ 1.

Po,xt =



{p}, if
(
xt(p) = 1 and t1p = t

)
{p}, if |Pot | = 1

{p′ | p′ ∈ Pot : t1p′ ≥ t+ 1}, else

, ∀o ∈ Ot, p ∈ Pot (7.9)

Stochastic information.

The stochastic information Ω in our problem relates to the arrival of new orders and their
characteristics. We use ω̂t+1 ∈ Ω to describe a potential realization of this information
at decision point (t + 1), consisting of new orders Õt+1 and corresponding new paths
P̃t+1, i.e., ω̂t+1 =

(
Õt+1, P̃t+1

)
. The distribution functions used in this process are

later specified in the experimental section.

Transition.

The transition generally describes how the system evolves over time from one state St
in point t to a next state St+1 in point t+ 1. Using the stochastic information ω̂t+1, we
can transit from Sxt to St+1 using system model function SM (Sxt , ω̂t+1) as described in
Equation (7.10). Here, the set of orders is updated in Equation (7.11), the set of paths
is updated in Equation (7.12), the routing vector is updated in Equation (7.13), and the
eco-label violation vector is updated in Equation (7.14). Note that the default value for
the routing and eco-label violation vector is 0.

St+1 = SM (Sxt , ω̂t+1) = (Ot+1,Pt+1, rt+1,ft+1) (7.10)

where

Ot+1 = Ot ∪ Õt+1 (7.11)

Pt+1 = Pxt ∪ P̃t+1 (7.12)

rt+1 = [xt(p)]p∈Pxt
∪ [0]p∈P̃t+1

(7.13)
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ft+1 = [fxt (o)]o∈Ot ∪ [0]o∈Õt+1
(7.14)

Optimal policy.

We are searching for a policy π ∈ Π describing a decision xt for each state St. Thereby,
the set of all policies is denoted with Π and an optimal policy π∗ minimizes the objective
function from Equation (7.6) over all of the considered periods. Formally, such a decision
can be calculated in our discrete problem by using the well-known Bellman Equation
(Bellman; 1957). The equation considers for a decision xt in the current state St the
immediate reward R(·) as well as the expected future reward of the post-decision state
when following an optimal policy. We use Vt(Sxt ) to denote the future reward of a post-
decision state Sxt . The optimal decision x?

t at decision point t can then be found by
solving the following Bellman Equation:

x?
t =

xt∈X (St)

arg min
(
R(St, rt,xt,ft,f

x
t ) + E(Vt(S

x
t ))
)
. (7.15)

7.4 Solution approach

This section describes our proposed solution approach. Section 7.4.1 motivates the use
of VFA with basis functions by highlighting the challenges of the multimodal problem
with eco-labels. Section 7.4.2 describes the general structure of the VFA algorithm and
Section 7.4.3 elaborates on our enhancement regarding the learning of weights of the
basis functions. Section 7.4.4 describes the procedure for selecting the basis functions for
the VFA.

7.4.1 Motivation

As many other stochastic dynamic transportation problems, we face the well-known
curses of dimensionality when trying to solve the Bellman Equation. For our problem,
the decision space is vast due to the different potential paths for the orders in the system.
Furthermore, evaluating a decision is challenging as not only future requests and their
reward are uncertain but the fulfillment of eco-labels of existing orders may also change
based on future requests and decisions.

We address these issues as follows. For the complex decision problem at each stage,
we formulate a mixed-integer linear program (MIP) that can be solved within reasonable
computation time by state-of-the-art MIP-solvers. This MIP is used to make decisions
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regarding the routing of the orders in every state. To evaluate decisions, we integrate the
Bellman Equation in the MIP and approximate the unknown second term of Equation
(7.15) via Value Function Approximation (VFA). A VFA repeatedly simulates trajectories
of the problem, stores observed states and approximated values, and uses the updated
values in the subsequent trajectory.

To enable embedding the VFA into the MIP and using standard solvers, our VFA re-
lies on linear basis functions. Therefore, the states are represented by a set of meaningful
features. The purpose of features is to aggregate the high-dimensional (post-decision)
state space while allowing differentiation of states with different values. For our multi-
objective problem, the ‘value’ of states depends on both costs and eco-label violations
as well as their weighting parameter α. Some features may mainly reflect future costs as
others may solely reflect different values of eco-level violations. As using a large number
of features often obstructs learning of the VFA, we propose using different feature sets
for different α-parameter values.

Another challenge when applying VFA to our problem is that the consequences of
current decisions realize substantially later in the process. For example, loading goods on
the train in an early state reduces valuable train capacity but also the relative emissions
of requests loaded onto the train in the future. We therefore observe a trade-off between
flexibility and consolidation. Furthermore, the number of eco-label violations may be
reduced by future consolidation effects. As a VFA uses only approximated values in the
(therefore suboptimal) decision making, the observed values in a trajectory are a primal
bound of the potential values that could have been achieved in the same trajectory.
‘Classical’ VFAs usually start with an empty value function and therefore myopic decision
making (e.g., Ulmer and Thomas; 2020) with a potentially very weak primal bound,
especially for our problem due to the aforementioned reasons. That means that the
observed and stored values are likely substantially different compared to the real values.
This often leads to poor decision making especially in early trajectories and may even
lead to no learning at all. We therefore propose a combination of the too pessimistic
primal bound values with dual bound values. To this end, we solve the unique decision
problem of the primal trajectory recursively ex-post when all information is known. The
results are dual bound-values, potentially too optimistic compared to the expected values
of the observed states. To balance the pessimism of the primal bounds with the optimism
of the dual bounds, we update the VFA-values with a convex combination of both. We
denote this strategy as primal-dual VFA. In the following, we will first discuss the general
concept of VFAs with basis functions. Then, we will define our primal-dual VFA in detail.
Finally, we will present the features we will use for different weights of the α-parameter.
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Step 1: Choose initial values for weights θ0
a of all features a ∈ A,

Step 2: for n = 1,2,. . . ,N do

Step 2a: Draw information ω̂n
1 ∈ Ω for initial state Sn1 .

for t = 1,2,. . . ,T-1 do

Step 2b: Find primal decision xn
t by solving MIP model (7.17) to (7.23)

using weights θn−1
a .

Step 2c: Store decision xn
t , post-decision state Sn,xt , and accumulated

reward.
Step 2d: Draw information ω̂n

t+1 ∈ Ω and transform to next state:
Snt+1 = SM (·).

end
Step 2e: Update weights θna for all features a ∈ A using the values from step
2c.

end
Algorithm 1: Generic algorithm for VFA with basis functions.

7.4.2 VFA with basis functions

This section describes the general procedure of VFA with basis functions. The goal of the
approach is to replace a post-decision state’s Sxt true value Vt(Sxt ), which is intractable
to be calculated for large-dimensional problems, by a ‘good’ approximation V̄t(St). This
approximation is calculated by using a set of features denoted with A. Each feature
a ∈ A is associated with a basis function φa(Sxt ), describing how the value of feature a is
calculated for a post-decision state Sxt , and a weight θa, describing its relative importance
for the approximation. With this, the approximation of a post-decision state’s value is
calculated as follows:

Vt(S
x
t ) ≈ V̄t(Sxt ) =

∑
a∈A

θa · φa(Sxt ). (7.16)

In VFA with basis functions, the values of the weights are learned through a combination
of simulation and forward programming over a large number of iterations. We use the
superscript n to map values to iterations. Algorithm 1 depicts the general steps. Step
1 is to initialize the feature weights θ0

a, which is done by using 0 for all features in our
experiments. This results in an initially myopic policy. The problem is then solved in
N iterations under Step 2, where each iteration simulates a single trip of the train along
its route for a sampled set of orders appearing at each terminal, i.e., in each iteration we
compute one trajectory of the problem. Thereby, N is a sufficiently large iteration counter
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at which the approximations converged sufficiently. It is parameterized by experiment.
At each iteration n = 1, 2, . . . , N , we randomly draw an information ω̂n

1 that yields the
currently known orders for the initial state Sn1 (in which the train is at the first terminal),
see Step 2a. From here, we solve the problem in a forward programming manner once
for each decision point t = 1, 2, . . . , T −1. In particular, we find a decision xn

t in Step 2b
by solving the MIP (7.17)-(7.23) with the latest values of the features’ weights θn−1

a (the
weights obtained after the previous iteration). The MIP is formally described at the end
of this section. The decision and the value of the corresponding post decision state are
stored in Step 2c as they are used later in the updating process. Then, in Step 2d, we draw
an outcome of the random information ω̂n

t+1 to obtain new orders and transform to the
next state Snt+1 using the transition function SM (·) from Equation (7.10). Finally, after
making the last decision in the last relevant decision point T −1 (the train’s penultimate
stop), we update the weights of the features in Step 2e using the stored values from Step
2c. The value of Sn,xt can be calculated as the difference in accumulated reward in t and
T . The update of the weights is described in detail in Section 7.4.3.

The MIP that is solved in Step 2b is principally a representation of the Bellman
Equation (7.15) for a single decision point t using the basis functions to approximate
the value of a post-decision state. The MIP is formulated as follows, where the iteration
superscript n is dropped for reasons of readability. The constraints of the MIP resemble
the Equations (7.2)-(7.5) that describe a decision in the sequential decision process.

min α ·RCt (·) + (1− α) ·REt (·) +
∑
a∈A

θa · φa(·) (7.17)

subject to∑
p∈Pot

xt(p) = 1, ∀ o ∈ Ot (7.18)

lt(t
′) =

∑
o∈Ot

qo · ∑
p∈Pot :t′∈Tp

xt(p)

 ≤ Lmax, ∀ t′ ∈ T (7.19)

ext (p) = etruck
p + qo ·

∑
t′∈Tp\{t2p}

etrain
(
lxt (t′)

)
, ∀ o ∈ Ot, p ∈ Pot (7.20)
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fxt (o) =

{
1, if

∑
p∈Pot

xt(p) · ext (p) > ēo

0, else
, ∀o ∈ Ot (7.21)

ext (p), lxt (t′) ≥ 0, ∀ p ∈ Pt, t′ ∈ T (7.22)

xt(p), f
x
t (o) ∈ {0, 1}, ∀ p ∈ Pt, o ∈ Ot (7.23)

The first two terms of objective function (7.17) represent the reward function (7.6), where
objectives costs (RCt ) and eco-labels (REt ) are weighted by a parameter α. The third part
of the objective describes the basis functions and reflects the reached post-decision state.
They are formulated as a linear combination of the features a ∈ A outcome values φa(·),
weighted by θa. The features and their formulation are later introduced in Section 7.4.4.
Note that feature weights θa are determined by our VFA algorithm and given as input
to the MIP.

Constraint (7.18) states that each order has to use exactly one of its paths. Constraint
(7.19) defines the load of the train at each terminal, which cannot exceed the train’s
capacity. Constraint (7.20) calculates the emissions per path p under a decision and is
denoted by ext (p). Here, etrain (lxt (t′)) describes train’s emissions as a non-linear function
of the train’s load. This is easily linearized through further binary decision variables
that test for the relevant payload ranges (see Figure 7.1b), which is, however, not shown
here in the model for reasons of comprehensibility. Constraint (7.21) sets the eco-label
violation decision variable ft(o) = 1 if an order o violates its eco-label, and ft(o) = 0

otherwise. This non-linear constraint can be implemented by using a big-M formulation
or an indicator constraint as is usually provided by state-of-the-art solvers. Constraints
(7.22) and (7.23) state the domains of the decision variables.

7.4.3 Learning in primal-dual VFA

This section describes how the primal-dual VFA is embedded in the general VFA algo-
rithm described in the previous section. In particular, in primal-dual VFA, the feature
weights are updated after each iteration using two trajectories. In the primal trajectory,
values of post-decision states are evaluated based on the (suboptimal) forward decisions
as in ‘classical VFA’. In the dual trajectory, values of post-decision states are evaluated re-
cursively solving an ex-post optimization problem using the same stochastic information
as in the primal trajectory. That is, a decision is made in each state assuming knowledge
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Figure 7.4: Illustration of the primal-dual VFA.

about future orders, resulting in a trajectory different from the primal trajectory. For the
ex-post optmization, we solve a deterministic problem at the last decision point, consid-
ering all orders and paths of iteration n and break down the resulting optimal routings
recursively to evaluate what the ‘perfect decision’ in each decision point t ∈ T would
have been. In doing so, the dual trajectory constitutes a lower bound for the primal
trajectory’s minimization problem and provides a valuable piece of information in the
learning process. It allows us to pretend a fully deterministic setting for which it is much
easier to calculate an optimal solution compared to the multidimensional stochastic set-
ting. In our problem setting, the dual trajectory can be calculated within seconds using
a standard solver but, still, it requires additional computational resources. However, as
all calculations are done offline, the (short) additional calculation time can be neglected.

Figure 7.4 conceptually depicts the primal-dual VFA. Here, states are shown as rect-
angles, post-decision states as circles, solid black arcs represent the decision making
between states and post-decision states, and dashed black arcs the arrival of stochastic
information after the post-decision state. The upper part of the figure shows the primal
trajectory: it starts at initial state S1 and ends at final state Sprimal

T by making decisions
xprimal
t at points t < T and by simulating information ω̂t+1 after each decision. Here,
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decisions are made using the MIP with the integrated current value function, which is
depicted through the dotted arcs at the top of the figure. The lower part of the figure
shows the dual trajectory: it also starts at initial state S1 but ends at a final state Sdual

T .
In the dual trajectory, a decision xdual

t is made at each decision point and the same
information ω̂t+1 from the primal trajectory is used to transit to the next stage. Like in
the primal trajectory, decisions are also made using the MIP but, now, the values from
the recursive ex-post optimization are used for the value function. This is illustrated by
the dotted arcs at the bottom of the figure.

Once the primal and dual trajectories are calculated, we update the weights of the
features using the states and their respective values from both trajectories. The update
of the weights θa is formally done by using a primal-dual learning parameter 0 ≤ β ≤ 1.
This parameter scales the relative importance of each trajectory: β = 0 means that only
the primal trajectory is used to fit the weights, β = 1 means that only the dual trajectory
is used to fit the weights, and β ∈ (0, 1) describes combinations thereof. We use a linear
regression model for the computation of the weights and integrate the relation expressed
through β by weighting the trajectories accordingly. We use a preset value of β = 0.5 in
our experiments but also show results for varying β-values in Section 7.5.

The general steps of the primal-dual VFA are shown in Algorithm 2. Just like the
general VFA of Algorithm 1, the primal-dual VFA starts with an initial selection of the
feature weights in Step 1. Then, the algorithm processes over N iterations and, for
each iteration n, it computes the primal trajectory as well as the dual trajectory. We
again use the superscript n to map values to iterations. The information ω̂n

t is drawn
in Step 2 for all periods and is then used in both trajectories. In particular, the primal
trajectory (Steps 3a to 3d) is computed just like in Algorithm 1 and the same general
type of steps are also used to compute the dual trajectory (Steps 4a to 4d). In Step 4a,
the initial state Sn,dual1 is initialized by using information ω̂n

1 as was used in the primal
trajectory. Then, for each decision point t, a dual decision is found in Step 4b and it
is stored together with the value of the post-decision state and the accumulated reward
in Step 4c. For the decision making, there are two important differences compared to
the primal trajectory: first, we solve the MIP without the basis functions and, second,
we assume full knowledge about all information at each decision point. Then, Step 4d
describes the transformation to the new state Sn,dualt+1 by using the same information that

was also used in the primal trajectory
(
ω̂n
t+1

)
. Note that this procedure results in the

equivalent outcomes as applying ex-post recursion. Finally, Step 5 updates the weights
by using decisions and values of the post-decision states of both trajectories that were
stored in Step 3c (primal) and Step 4c (dual).
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7.4.4 Feature selection

Our solution approach relies on features to aggregate the high dimensional state space.
Thereby, features should summarize states of similar values and differentiate states of
different values. The design of feature sets needs to be done with care for two reasons.
First, too many features impede the learning process as learning many parameters is
more difficult than learning just a few relevant ones. Second, the objective in our prob-

Step 1: Choose initial values for weights θ0
a of all features a ∈ A.

for n = 1,2,. . . ,N do

Step 2: Draw information ω̂n
t ∈ Ω for all periods and for both trajectories.

Primal trajectory
Step 3a: Use information ω̂n

1 ∈ Ω for initial state Sn,primal
1 .

for t = 1,2,. . . ,T-1 do

Step 3b: Find primal decision xn,primal
t by solving MIP model (7.17) to

(7.23) using weights θn−1
a .

Step 3c: Store decision xn,primal
t , post-decision state Sn,x,primal

t , and
accumulated reward.
Step 3d: Use information ω̂n

t+1 ∈ Ω to transform to next state:
Sn,primal
t+1 = SM (·).

end

Dual trajectory
Step 4a: Use information ω̂n

1 ∈ Ω for initial state Sn,dual1 .
for t = 1,2,. . . ,T-1 do

Step 4b: Find dual decision xn,dual
t by solving MIP model (7.17) to

(7.23) without the basis functions and assuming that information
∪Tt=1ω̂

n
t is known.

Step 4c: Store decision xn,dual
t , post-decision state Sn,x,dualt , and

accumulated reward.
Step 4d: Use information ω̂n

t+1 ∈ Ω to transform to next state:
Sn,dualt+1 = SM (·).

end

Step 5: Update weights θna for all features a ∈ A using the stored values
from step 3c and 4c.

end
Algorithm 2: Algorithm for primal-dual VFA with basis functions.
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Table 7.3: Feature sets used in our study.

VFA
nr. name description calculation EL CO All

1 A-orders RO number of orders, with
requested eco-label A,
routed road-only

∑
o∈Ot:λo=A

∑
p∈Po

t :Tp=∅ rt(p) x - x

2 B-orders RO number of orders, with
requested eco-label B,
routed road-only

∑
o∈Ot:λo=B

∑
p∈Po

t :Tp=∅ rt(p) x - x

3 C-orders RO number of orders, with
requested eco-label C,
routed road-only

∑
o∈Ot:λo=C

∑
p∈Po

t :Tp=∅ rt(p) x - x

4 A-orders IM number of orders, with
requested eco-label A,
routed intermodally

∑
o∈Ot:λo=A

∑
p∈Po

t :Tp 6=∅ rt(p) x - x

5 B-orders IM number of orders, with
requested eco-label B,
routed intermodally

∑
o∈Ot:λo=B

∑
p∈Po

t :Tp 6=∅ rt(p) x - x

6 C-orders IM number of orders, with
requested eco-label C,
routed intermodally

∑
o∈Ot:λo=C

∑
p∈Po

t :Tp 6=∅ rt(p) -a - -a

7 costly-orders RO number of costly-
orders routed road-
only

∑
o∈Ot:ao=1

∑
p∈Po

t :Tp=∅ rt(p) - x x

8 costly-orders IM number of costly-
orders routed inter-
modally

∑
o∈Ot:ao=1

∑
p∈Po

t :Tp 6=∅ rt(p) - x x

9 costly-orders IM3 number of costly-
orders routed inter-
modally until one of
the last three terminals

∑
o∈Ot:ao=1

∑
p∈Po

t :t2p≥|T |−3 rt(p) - x x

10 orders RO number of orders
routed road-only

∑
p∈Pt:Tp=∅ rt(p) -a x -a

11 terminal number of orders
that are routed in-
termodally until each
terminal

∑
p∈Pt:t2p=t rt(p), ∀t ∈ T x x x

12 cost-ratio sum of an order’s
chosen path cost-ratio
for orders routed
intermodally

∑
p∈Pt:Tp 6=∅ c

r
p x x x

13 constant constant to model the
intercept

1 x x x

a not considered as this information is already covered by other features.

lem is twofold and, with this, the same set of features may not be equally effective for
both objectives as some features are only relevant for either costs or eco-label violations
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whereas others may be relevant for both. In the following, we discuss factors that influ-
ence the two parts of the objective from which we then derive the features used in our
study.

Some problem attributes are equally important to both objectives, e.g., a larger
distance via truck corresponds to higher costs and higher emissions. Thus, the structure
of the selected routing paths should be reflected in the features, such as whether an order
is routed intermodally using the train, or not. Likewise, it is also important to capture
the length of the pre- and post-carriage as they are always conducted by trucks. Features
should also consider how long an order ‘blocks’ the capacity of the train in order to allow
an intermodal routing for future orders that are not yet known when the decision is made
for this considered order. Regarding the costs, we need to consider the relative costs for
transporting orders via truck, resulting from factors like empty return trips, overtime,
or own/rented trucks. We refer to orders whose direct truck transportation is above-
average as ‘costly-orders’. Considering all these factors, we design three feature sets for
our study: one focusing on eco-Labels (VFA EL), one focusing on cost (VFA CO), and a
combination of both (VFA All). Table 7.3 shows a list of the features that are contained
in these sets. The first column gives each feature a number, the second column states
the abbreviated names of the features, the third column verbally describes the features,
the fourth column states how to calculate the value of the features to integrate it in our
MIP, and the last three columns indicate whether a feature is included in a feature set
(marked by ‘x’), or not (marked by ‘-’).

The first six features in the table explicitly relate to the orders’ requested eco-labels
λo. For this, we define A-, B-, and C-orders as orders requesting eco-labels A, B, or
C, respectively. With this, Features 1 to 3 count the number of A-, B-, and C-orders
that are routed directly using only the truck (road-only) and Features 4 to 6 the number
of A-, B-, and C-orders that are routed intermodally using the train. Features 7 to
9 relate to the cost structure by counting the number of costly-orders that are routed
either directly or intermodally. Here, Feature 9 puts a special emphasis on whether a
costly-order is routed until one of the last three terminals, or not, as this comes along
with using the train for a relatively long main-carriage compared to orders that use the
train only for a few stops. Features 10 to 13 are relevant for both objectives. Feature 10
counts the number of orders that are routed road-only and Feature 11 counts the number
of orders that are routed intermodally until each terminal. Feature 12 is the cost-ratio
of an order’s chosen path and calculated by dividing the path’s total costs by the order’s
road-only costs for a direct routing. This ratio also serves as an indicator for a paths
relative length of the pre- and post-carriage. Finally, Feature 13 is a constant to model
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the intercept. Notice that Feature 6 (‘C-orders IM’) is not used in any of the feature sets
and Feature 10 is not included in VFA EL and VFA All as their information is already
covered through other features. For example, Feature 10 is also expressed through the
sum of Features 1 to 3.

All of the features are further differentiated between mustGo and mayGo orders,
which is a common way of classifying orders in the transportation literature (e.g., Mes
and Rivera; 2017). Thus, every feature (except for the constant) is included twice: once
as mustGo and once as mayGo feature. A mustGo order is defined as an order for
which an intermodal routing is not possible at future decision points, i.e., if we do not
decide to route this order intermodally via terminal t (i.e., at the currently considered
decision point) it has to be routed using the truck only (direct routing). In contrast, a
mayGo order can also be routed intermodally at at least one of the future train stops.
The differentiation between mustGo and mayGo orders is helpful for the algorithm to
identify critical orders w.r.t. to their routing options. All features are linear formulations
such that they can be directly integrated into the MIP model by using the calculation
shown in Table 7.4.4.

7.5 Experimental study

This section presents the experiments that evaluate the proposed solution method as
well as the trade-off between costs and eco-label violations in our stochastic and dynamic
transportation problem. Section 7.5.1 describes the test data and the experimental set
up. The results regarding different aspects of the solution method and the problem are
discussed in Sections 7.5.2 to 7.5.4.

7.5.1 Test data and experimental design

We consider a train operating between Stockholm (Sweden) and Palermo (Italy) as de-
picted in Figure 7.5. The infrastructural data as well as the train’s route are based on
the Trans-European Transport Network and described in Appendix 7.7. Based on this
setting, the number of stops (terminals) and decision points is K = 16. We model orders
occurring around these stops as follows. An order’s origin and destination location is a
randomly chosen point within a 50 km radius around one of the train’s stops. We consider
orders that appear on relatively short notice whose origin location is around the train’s
current or next stop. As intermodal routings are more relevant for orders with relatively
large direct distances, we assume that an order’s destination is around a terminal that is
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9: Nuremberg (DE)
10: Munich (DE)
11: Verona (IT)
12: Bologna (IT)
13: Florence (IT)
14: Roma (IT)
15: Napoli (IT)
16: Rosarno (IT)

Figure 7.5: Rail service network considered in our experimental study.

at least 4 terminals ahead of the train’s current stop. To reflect that the train operates
regularly as a scheduled service, we assume a default load of 500 ton throughout the trip
and that the number of orders appearing at the first stop is significantly larger compared
to later stops. In particular, we consider the case that 20 orders are in expectation at the
first stop and that a uniformly distributed random number between 3 to 10 new orders
occur at each later stops. We assume orders of equal size (qo = 3 FTL à 16 tons) with a
randomly chosen eco-label A, B, or C, each with a probability of 1/3. To reflect different
cost structures among the orders, we select with equal probability if an order is consid-
ered to be a costly-order, or not, and assume twice as high costs for direct transportation
for these orders, for example, due to empty travel. Cost rates for truck transportation
are based on average values reported between European Union’s NUTS2-level regions
(Persyn et al.; 2020). For example, for routing an order from Copenhagen (Denmark)
to Hamburg (Germany) we use a rate of 2.46 Euro per FTL-km and for routing the
same order to Rome (Italy) we use a rate of 2.25 Euro per FTL-km. The train operates
on a significantly lower cost rate of 0.32 Euro per FTL-km (Forkenbrock; 2001; Janic;
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2007). Emissions are calculated using the EcoTransIT world emission estimation model
(EcoTransIT World Initiative; 2020). For the trucks, we assume a fix emission rate of
70 gCO2e per ton-km. For trains, we consider load-dependent emission rates that are
linear between four load states at 500, 750, 1250, and 2000 tons that result in emission
rates of 24.15, 18.78, 13.68, and 10.22 gCO2e per ton-km, respectively, see Figure 7.1b.
Finally, we assume for the train a total capacity of 26 orders (78 FTL), resulting in a
total payload of 1,728 ton for a fully loaded train (including the default load). Note that,
for reasons of simplicity, we use the load as single capacity restriction whereas the length
of the train might also be relevant in practice (European Commissions; 2014).

We generally report results for three solution approaches (policies):

• primal-dual VFA: Our proposed VFA using one of the previously described feature
sets (VFA EL, VFA CO, VFA All). For reasons of readability, we refer to this
approach simply as ‘VFA’.

• single stage: A simple heuristic solving the problem just like VFA but ignoring any
future impact, i.e., it solves the MIP decision problem in a point t by setting the
weight of all features to 0.

• ex-post : A solution obtained from applying the same logic as for calculating the
dual trajectory in the VFA algorithm. With this, it constitutes the lower bound
for a considered realization.

We also considered rule-based decision policies, such as routing all orders with eco-label
A or B via the train and all orders with eco-label C directly via truck, but preliminary
tests showed an inferior performance even when compared to the single stage heuristic.

We evaluate results using the absolute costs (in tsd. Euro) and the eco-label’s vio-
lation level (in %). In this regard, the violation level reflects the percentage of orders
that are not routed in accordance to their requested eco-label. We also report a lower
bound gap (in %) reflecting the difference in the objective value between the considered
approach (VFA or single stage) and the ex-post solution. The gap is calculates as follows:

lower bound gap =
(policy’s objective value) - (ex-post’s objective value)

(ex-post’s objective value)
. (7.24)

We report average results for 10 instance settings (each with a different random seed)
in which we apply our approaches to 100 realizations. For the VFA learning, we conduct
N = 200 iterations and set β = 0.5 as the default primal-dual learning parameter.
Regarding the general fit of our feature sets, we perform an analysis of the coefficient of
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(a) Objective eco-label violations (α = 0).
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Figure 7.6: Results for objective eco-label violations and costs.

determination that is described in Appendix 7.8. We solve all MIPs using IBM CPLEX
Optimizer Version 12.9. The computation time per decision point in primal VFA (as well
as for the single stage heuristic) is generally below one second and the computation time
for the dual MIP solution is generally below three seconds.

7.5.2 The value of objective specific feature sets

We start by analyzing how different solution approaches perform when striving for a
minimizing of costs and eco-label violations. Figures 7.6a and 7.6b shows the eco-label
violations and total costs achieved when setting cost and eco-labels as objective, respec-
tively, as achieved by the solution approaches single stage, ex-post (lower bound), VFA
EL, VFA CO, and VFA All. It can be seen that the approaches perform differently for
the two measures. The ex-post solution constitutes per definition the lower bound for
the minimization problem but VFA solutions perform good as well, especially when com-
pared to the single stage heuristic. The violation level is 25.1% under eco-label feature
set VFA EL, which is slightly above the value of the ex-post solution (22.3%) but much
lower than the value of the single stage heuristic (39.0%), see Figure 7.6a. This shows
that the VFA-learning process is very helpful in obtaining good solutions for a stochas-
tic dynamic setting, where information to calculate the ex-post solution is actually not
available and its solution merely describes a theoretic benchmark. Similarly, according
to the costs reported in Figure7.6b, the average solution costs are 396.6 tsd. Euro using
the cost-specific feature set VFA CO and, with this, 21.8 tsd. Euro higher than the
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ex-post solution but 19.1 tsd. Euro lower than the single stage heuristic. Comparing
the results of the three VFA-feature sets, we see only small differences when looking at
the absolute performance measures. To analyze how the features contribute to obtaining
best solutions, we report in Table 7.4 the percentage of data realizations in which the
two objective-specific feature sets perform better, equal, or worse compared to the other
solution approaches. The comparison is done with respect to the relevant performance
measure, i.e., for objective eco-labels it is the number of orders that violate their eco-label
and for objective costs it is the total costs of a solution. The results show that VFA-
solutions obtained from an objective-specific feature set clearly outperform solutions of
the single stage heuristic. In particular, VFA EL and VFA CO solutions are better than
the single stage heuristic for 100% and 94.3% of the realizations, respectively. It can also
be seen that VFA EL outperforms the other two VFA approaches as it performs better
or equal for 75% of the realizations. Regarding feature set VFA CO, we also see that it
outperforms the solutions under VFA EL in 71.8% of the realization but it shows a sim-
ilar performance compared to solutions under feature set VFA All. All this indicates the
importance of designing feature sets that take upon the factors influencing the objective.
To underpin these findings, we report in Figure 7.7a the lower bound gap of the three

VFA approaches. Here, the three feature sets result in gaps between 13.4% and 14.8% for
objective eco-labels and between 6.2% and 7.5% for objective costs. We see that using
VFA EL under objective eco-labels results in remarkably lower gaps compared to both
of the other two feature sets. Moreover, the gap is the highest using VFA All, indicating
that using all features is not the best strategy in our multi-objective decision problem as
the non-significant features impede the learning. For the objective costs, the gap is the
same using sets VFA CO and VFA All but both sets outperform VFA solutions using
VFA EL. Finally, Figure 7.7b depicts the pareto frontiers of our approaches demonstrat-

Table 7.4: Relative performance (in %) of feature sets VFA EL and VFA CO.

VFA EL under objective eco-labels VFA CO under objective costs

solution approach better equal worse better equal worse

ex-post 0.0 8.9 91.1 0.0 0.0 100.0

single stage 100.0 0.0 0.0 94.3 0.0 5.7

VFA EL - - - 71.9 0.2 27.9

VFA CO 40.5 33.1 26.5 - - -

VFA All 42.0 32.1 26.1 50.4 0.4 49.2
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(a) Results under the pure eco-label (α =
0) and costs (α = 1) objective.
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(b) Results for varying weights of the two
objectives (pareto frontier).
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Figure 7.7: Results for the VFA feature sets for different weights of the two objectives.

ing the general trade-off between the two objectives. For the figure, we set parameter α
to values between 0 and 1 representing different weightings for objectives eco-labels and
costs. We scaled the axes differently for the purpose of presentation. In the figure, results
with the lowest eco-label violations (α = 0) correspond to low values on the vertical axis
and results with the lowest costs (α = 1) correspond to low values on the horizontal
axis. For reasons of clarity, we do not show the pareto frontier for VFA All, which lies
between the frontiers of the other two VFA approaches. The figure shows that the VFA
solutions lie between the solutions obtained ex-post and under the single stage heuristic
in all of the considered α-settings. Generally, less eco-label violations come along with
an increase in the cost and vice versa. Thus, the figure clearly illustrates the trade-off
between the two objectives that is particular relevant for α values close to 0 or 1. For
example, the VFA-curves are very steep at low values for the cost gap, indicating that a
relatively small improvement in the cost gap corresponds to a large increase in the eco-
label gap. Even the ex-post solutions show this strong trade-off. For example, pursuing
a pure eco-label objective results in costs that are about 22% larger (horizontal inter-
cept) compared to the pure cost objective. The pareto curves also show that VFA CO
outperforms VFA EL for most of the settings as the same eco-label gap can be achieved
with a lower cost gap. However, VFA EL and VFA CO are almost identically for settings
strongly emphasizing the eco-label objective (the right part of the curves) and VFA EL
outperforms VFA CO in the extreme case of α = 0 as has been shown in the previous
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(a) Learning curves of VFA EL for three
β-settings under objective eco-labels.
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(b) Learning curves of VFA CO for three
β-settings under objective costs.
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Figure 7.8: Learning curves with different settings of the primal-dual learning parameter
β for VFA EL under objective eco-labels and for VFA CO under objective costs.

analysis. Overall, we conclude that it is important to design feature sets such that they
are aligned to the influencing factors of the considered objective.

7.5.3 The value of primal-dual VFA

This section presents results regarding our primal-dual VFA. We start by showing the
learning curves for objectives eco-labels (using feature set VFA EL) and costs (using
feature set VFA CO) in Figures 7.8a and 7.8b, respectively. We show learning curves
for three settings of our primal-dual learning parameter β: (i) β = 0 means that we only
use the primal trajectory for updating our VFA, (ii) β = 1 means that we only use the
dual trajectory for updating our VFA, and (iii) β = 0.5 means that both trajectories
are used to the same extent for updating our VFA. The horizontal grey line corresponds
to the single stage heuristic that does not involve learning at all. For the purpose of
presentation, we show the lower bound gap after every 25th iteration. The horizontal
axis depicts the number of iterations where more iterations refer to a longer learning
process. The learning curves show the classical behaviour of a fast initial learning and a
convergence at around N = 200 iterations for all considered β-settings. The primal-dual
VFA (β = 0.5) clearly outperforms the two pure learning strategies (β = 0 and β = 1)
in terms of performance and speed. That is, using the primal and the dual trajectories
together in the estimation of the features weights improves the learning in VFA. For

203



Chapter 7. Primal-Dual VFA in Intermodal Transportation

the eco-label objective, all three β-settings outperform the single stage heuristic but the
primal-dual VFA results in the lowest gap. This is different under the cost objective.
Here, compared to single stage, only the primal-dual VFA results in a lower gap and
both of the pure VFA approaches result in larger gaps. Thus, only by applying our
novel primal-dual VFA we are able to produce results that outperform a non-anticipating
heuristic. The results from Figure 7.8 also shows that objective-specific feature sets VFA
EL and VFA CO show a quite different behaviour under the different learning strategies.
According to that, the performance of the feature sets also correlates with how the
different trajectories are weighted in the learning process, which points towards a future
research direction.

To better understand the influence of the primal-dual learning parameter β, we show
in Figure 7.9a the lower bound gap for both objectives and varying β-values between 0.1
and 0.9. The pure learning strategies (β = 0 and β = 1) are not reported in the figure as
they result in much higher gaps, see Figure 7.8. The gaps in Figure 7.9a correspond to the
objective of the respective feature set, e.g., gaps for VFA EL are reported for objective
eco-labels and gaps for VFA CO are reported for objective costs. It can be seen that there
is a ‘U-shape’ for both objectives. The lowest gaps are observed for β = 0.5 and they
increase almost symmetrically towards lower and higher β-values. Thus, the particular
chosen weighting of the two trajectories around β = 0.5 looks quite stable. Irregardless of
this, it it clear that all of the combined learning strategies outperform the pure learning
strategies depicted in Figure 7.8 (even the ones in which one of the trajectories is included
through a low weight only).

One drawback of ‘classical’ VFA is that its performance generally decreases with an
increasing level of stochasticity (e.g., Reddy et al.; 2020). This is because it gets more
difficult for the algorithm to approximate the value function using the primal trajectories
which get more noisy in more stochastic settings. We expect our primal-dual VFA to be
a mean to make approximations more robust as the dual trajectory is generally less prone
to increasing stochasticity. To show this, we compare the performance of the primal-dual
VFA with the pure learning strategies and the single stage heuristic for varying levels
of the stochastic information. For this, we use a variation parameter γ ∈ [0, 1] that
alters the orders’ eco-labels. Parameter γ describes the probability that an order’s eco-
label is determined randomly using the distribution described in Section 7.5.1, whereas
it is A otherwise. Thus, γ = 0 means that all orders request eco-label A, and γ = 1

means that each order’s eco-label is A, B, or C with an equal probability of 1/3 (default
setting). Figure 7.9b shows the results for the varied γ-values (horizontal axis). We
report the lower bound gap under objective eco-labels (vertical axis) using feature set
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(a) Results for VFA EL and VFA CO un-
der objectives eco-labels and cost, respec-
tively, for varying values of the primal-dual
learning parameter β.
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Figure 7.9: Results for varying the primal-dual parameter β and the eco-label stochas-
ticity parameter γ.

VFA EL for the VFA approaches. It can be seen that our primal-dual VFA (β = 0.5)
outperforms both of the pure learning strategies under all of the γ-settings, confirming
its clear dominance in our problem setting. Furthermore, the results show that the single
stage heuristic and the VFA approach with β = 0 (not considering the dual trajectory at
all) clearly suffer from an increasing variability of the requested eco-labels as is revealed
by an increasing lower bound gap. In contrast, the two strategies that consider the dual
trajectory are quite robust against this variability. This shows that including the dual
trajectory into VFA’s learning makes the learning less prone for variations in the level of
stochasticity. Nevertheless, the figure also demonstrates that the combination of the two
trajectories (β = 0.5), our primal-dual VFA, leads to the lowest gaps and is therefore the
best approach under all of the considered γ-settings.

7.5.4 Eco-label fulfillment under varied transport emission rates

In this final results section, we use the proposed primal-dual VFA to derive deeper in-
sights on the fulfillment of eco-labels. More precisely, we quantify the levels of eco-label
violations that are achievable under varied emission rates of trucks and trains. Such
reductions can be achieved, for example, through technological advancements or through
a greener electricity mix when using electric vehicles. In addition to the default setting
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(a) Eco-label violations per solution ap-
proach using different settings for the
modes’ emission rates.
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(b) Intermodal share per eco-label for two
emission rate settings and two solution ap-
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Figure 7.10: Eco-label violations and intermodal shares for varied emission rates of the
transport modes (both under the eco-label objective).

described in Section 7.5.1, we consider three cases: (i) a reduction of the train’s emission
rate by 20%, (ii) a reduction of the train’s emission rate by 40%, and (iii) a reduction
of the truck’s emission rate by 20%. Figure 7.10a shows the eco-label violations under
the eco-label objective for the three settings and for solution approaches ex-post, VFA
EL, and single stage. It can be seen all three approaches react in a similar way to the
variations in the emission rates. In particular, the level of eco-label violations decreases
by about 1-2% and 10-15% for the train and truck emission rate reduction settings,
respectively. Thus, in our problem, reductions of truck emissions have a much higher
impact on the eco-label violations compared to reductions of train emissions. It is also
interesting to see that a reduction of truck emissions by 20% is required to let the single
stage heuristic achieve levels of eco-label violations comparable to our VFA approach
under the default setting. In other words, using a powerful solution method can improve
results in a magnitude similar to technological advancements regarding truck emissions,
in particular, if they replace simple planning procedures such as a single stage heuristic.

To better understand the corresponding structural changes of solutions, we depict
the intermodal share per eco-label (i.e., the percentage of A-, B-, and C-orders that are
routed intermodally) in Figure 7.10b for the default setting and the setting in which
truck emissions are reduced by 20%. In this context, A-, B-, and C-orders refer to those
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orders that respectively request the eco-labels A, B, and C for their shipping. Results
are reported for the VFA EL approach and the single stage heuristic while the values
from the ex-post solution are not shown as they behave similar to VFA EL. Although
the overall intermodal share is not shown in the figure, it can be deduced that it is higher
under the VFA approach compared to the single stage for both settings. In particular,
it is on average about 11% higher in the default setting and about 8% higher in the
truck reduction setting. This means that more orders are routed intermodally via the
train under VFA EL and, with this, more orders can be routed in accordance to their
eco-label resulting in less eco-label violations. However, looking at the intermodal share
of the orders per requested eco-label, we can see that these results not directly follow
from a high overall intermodal share, but, also, from decisions about which orders are
routed intermodally. Under both settings, the intermodal share is higher for A- and
B-orders than it is for C-orders. This is reasonable as these orders are more sensitive
toward their total emissions and it is therefore beneficial to route them intermodally.
However, what strikes out is that the intermodal share of C-orders is remarkably lower
compared to A- and B-orders in the setting with reduced truck emissions. This can be
explained by the fact that these orders can always be routed by truck in accordance
to their eco-label if truck emissions are 20% below their default value. Routing some
of these orders intermodally is then done only in order to fill up the train (and, thus,
reduce its emission rate for accompanying orders) or due to lower overall costs. Either
way, our primal-dual VFA successfully identifies which of these orders should be routed
intermodally and which of them should not. In contrast, the single stage heuristics routes
too many C-orders via the train which, ultimately, leads to a much higher intermodal
share for these orders but also to more eco-label violations as shown in Figure 7.10a. This
once again demonstrates the benefits from using VFA with features related to eco-labels
as this allows the approach to learn the impact of the labels on the appropriate routing
decisions.

7.6 Conclusion and outlook

In this paper, we have investigated the role of order-specific eco-labels in an intermodal
stochastic and dynamic transportation problem. The eco-labels serve as an indicator
for a customer’s environmental cautiousness and constitute an upper bound on each
order’s allowed emissions. To solve this problem, we have proposed a value function
approximation with basis functions, where we have enhanced the learning by considering
two trajectories of the same iteration. In particular, we have used a primal trajectory

207



Chapter 7. Primal-Dual VFA in Intermodal Transportation

resulting from the ‘classical’ forward decisions and a dual trajectory resulting recursively
from an ex-post optimization problem. There are several opportunities for future work.

In our paper, we have considered a single train operating on a fixed schedule and we
have decided it was the task to decided about the routing of spontaneously appearing
orders: either intermodally using the train or directly using trucks only. In the future,
it might be interesting to extend the problem towards dimensions like multiple trains,
additional modes for the main-carriage (e.g., barges), multiple periods, or uncertainty
regarding the train schedule.

We have addressed a multi-objective problem considering the minimization of costs
and the number of orders violating their requested eco-label. For this, we have designed
feature sets that focus on those factors that influence eco-labels, costs, or both. Our
experiments in an European rail corridor have shown that objective-specific feature sets
outperform features sets that do not relate to the weight of the two parts of the objective.
Here we see the research opportunity of dynamically selecting features according to a
(weighted) objective.

We have also demonstrated in the experiments that our primal-dual VFA improves
the learning both in terms of quality and speed compared to VFAs that solely use either
the primal trajectory or the dual trajectory. We have shown that this is because the
combination of the two works as kind of exploration strategy as it evaluates yet another
trajectory of the observed information. In the experiments, we have set an a priori
relation to specify how to weight the two trajectories. For future work, it might be
interesting to analyze the impact of a dynamic weighting of the two trajectories in the
learning process (e.g., higher weight at the beginning, lower weight at the end).

Finally, as our primal-dual VFA is a general methodological contribution to approx-
imate dynamic programming, it would be worth looking on how to apply it to problems
not related to transportation.

Acknowledgments

The authors wish to thank Warren Powell and Justin Goodson for their valuable com-
ments on learning with ex-post solutions. Arne Heinold’s work is funded by project
268276815 of the Deutsche Forschungsgemeinschaft (DFG, German Research Founda-
tion). Marlin Ulmer’s work is funded by the Emmy Noether Programme of the DFG,
project 444657906. This support is gratefully acknowledged.

208



Chapter 7. Primal-Dual VFA in Intermodal Transportation

7.7 Appendix A. Rail corridor data

Table 7.5 provides detailed information about the rail corridor considered in the experi-
mental study.

Table 7.5: Rail corridor data used in the experiments.

id country city latitude longitude NUTS2 code km to next stop

1 Sweden Stockholm 59.330709 18.057823 SE11 638.7
2 Denmark Copenhagen 55.672019 12.565903 DK01 221.7
3 Denmark Taulov 55.545105 9.615722 DK03 287.0
4 Germany Hamburg 53.552812 10.007076 DE60 116.7
5 Germany Bremen 53.082983 8.813076 DE50 122.2
6 Germany Hanover 52.376319 9.741539 DE92 98.3
7 Germany Göttingen 51.549884 9.925847 DE91 235.3
8 Germany Würzburg 49.801296 9.936146 DE26 126.9
9 Germany Nuremberg 49.446139 11.082447 DE25 200.6
10 Germany Munich 48.140116 11.560487 DE21 435.6
11 Italy Verona 45.427006 10.949910 ITH3 112.6
12 Italy Bologna 44.506286 11.344115 ITH5 92.2
13 Italy Florence 43.787270 11.251361 ITI1 260.3
14 Italy Roma 41.892000 12.517239 ITI4 236.0
15 Italy Napoli 40.853414 14.288077 ITF3 406.6
16 Italy Rosarno 38.488598 15.970070 ITF6 -

7.8 Appendix B. Analyzing the fit of the feature sets

We report in Table 7.6 the coefficient of determination (R2) resulting from a regression
between the optimal value (calculated ex-post like the dual trajectory) and the value
from the VFA approach in the final decision point T . This measure is considered as an
indicator for the fit of a feature set, i.e., if it is generally suited to predict the value of a
post-decision state. However, at the same time, it is also viewed of only having a limited
use when it comes to predicting the actual performance of feature sets (Mes and Rivera;
2017). This means that the feature set with the highest R2 does not necessarily lead to the
best overall solution. The table shows values for both performance measures under both
objectives. For objective eco-labels, the values for all feature sets and for both measures
are high (R2=1 means a perfect fit) and differences between VFA approaches are small.
In contrast, for objective costs, differences between the sets are once again small, but R2

is clearly higher for the (corresponding) measure costs than for measure eco-labels. This
means that the objective costs does not work well for complying with eco-labels, whereas
the objective eco-labels also leads to relatively good values for the measure costs. This
observation is also in line with the finding from Figure 7.7b (pareto frontier) in which
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the gaps for eco-labels are higher under the pure cost objective compared to the gaps for
costs under the pure eco-label objective.

Table 7.6: Coefficient of determination (R2) of the solution approaches under both ob-
jectives.

VFA EL VFA CO VFA All

objective eco-labels
eco-labels 0.8977 0.8968 0.8987
costs 0.9059 0.8978 0.9033

objective costs
eco-labels 0.6530 0.6710 0.6728
costs 0.9761 0.9793 0.9815

210



Bibliography

Bibliography

Archetti, C., Peirano, L. and Speranza, M. G. (2021). Optimization in multimodal
freight transportation problems: A survey, European Journal of Operational Research
(In Press).

Bauer, J., Bektaş, T. and Crainic, T. G. (2010). Minimizing greenhouse gas emissions
in intermodal freight transport: an application to rail service design, Journal of the
Operational Research Society 61(3): 530–542.

Baykasoğlu, A. and Subulan, K. (2016). A multi-objective sustainable load planning
model for intermodal transportation networks with a real-life application, Transporta-
tion Research Part E: Logistics and Transportation Review 95: 207–247.

Bellman, R. (1957). Dynamic Programming, Princeton University Press.

Chen, K., Yang, Z. and Notteboom, T. (2014). The design of coastal shipping services
subject to carbon emission reduction targets and state subsidy levels, Transportation
Research Part E: Logistics and Transportation Review 61: 192–211.

Crainic, T. G. and Kim, K. H. (2007). Intermodal transportation, Handbooks in Opera-
tions Research and Management Science 14: 467–537.

Delbart, T., Molenbruch, Y., Braekers, K. and Caris, A. (2021). Uncertainty in inter-
modal and synchromodal transport: Review and future research directions, Sustain-
ability 13(7): 3980.

Demir, E., Bektaş, T. and Laporte, G. (2011). A comparative analysis of several vehi-
cle emission models for road freight transportation, Transportation Research Part D:
Transport and Environment 16(5): 347–357.

Demir, E., Burgholzer, W., Hrušovskỳ, M., Arıkan, E., Jammernegg, W. and
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Abstract This paper provides an introductory tutorial on Value Function Approxima-
tion (VFA), a solution class from Approximate Dynamic Programming. VFA describes
a heuristic way for solving sequential decision processes like a Markov Decision Process.
Real-world problems in supply chain management (and beyond) containing dynamic and
stochastic elements might be modeled as such processes, but large-scale instances are in-
tractable to be solved to optimality by enumeration due to the curses of dimensionality.
VFA can be a proper method for these cases and this tutorial is designed to ease its use
in research, practice, and education. For this, the tutorial describes VFA in the context
of stochastic and dynamic transportation and makes three main contributions. First, it
gives a concise theoretical overview of VFA’s fundamental concepts, outlines a generic
VFA algorithm, and briefly discusses advanced topics of VFA. Second, the VFA algorithm
is applied to the taxicab problem that describes an easy-to-understand transportation
planning task. Detailed step-by-step results are presented for a small-scale instance, al-
lowing readers to gain an intuition about VFA’s main principles. Third, larger instances
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are solved by enhancing the basic VFA algorithm demonstrating its general capability
to approach more complex problems. The experiments are done with artificial instances
and the respective Python scripts are part of an electronic appendix. Overall, the tuto-
rial provides the necessary knowledge to apply VFA to a wide range of stochastic and
dynamic settings and addresses likewise researchers, lecturers, tutors, students, and prac-
titioners.

Keywords Tutorial, Reinforcement Learning, Approximate Dynamic Programming, Value
Function Approximation, Markov Decision Process

A.1 Introduction

Supply Chain Management (SCM) generally describes the management of flow-related
processes among suppliers, customers, and business partners (Christopher; 2010). Many
of these processes are data-driven like inventory management and transportation plan-
ning. An increasing awareness among companies about it and improvements in data
tools have facilitated the use of analytical tools to optimize supply chain, constituting
the field of supply chain analytics (e.g., Souza; 2014; Hoberg; 2020). An important field
in SCM is the transportation of passengers and goods. Here, recent technological ad-
vancements result in new business models and a mould-breaking variety of transportation
possibilities, such as drone delivery, car/bike/ride sharing, autonomous driving, or crowd
shipping (e.g., Behrend and Meisel; 2018, 2019). Many of these problems take place in
dynamic (multi-period) environments and comprise at least one form of uncertainty, such
as uncertain demand, uncertain vehicle capacities, or uncertain travel times (e.g., Schilde
et al.; 2011; Ulmer; 2020; Ulmer et al.; 2019). The ever increasing amount of passengers
and goods also needs to be transported in conjunction with high customer expectations.
For instance, Rayle et al. (2016) show that short waiting times and fast travel times are
among the top reasons why customers choose ridesourcing. In this business context, it
is the goal of companies to find transport solutions, often within seconds, whilst taking
into account that such transportation problems are usually computationally difficult to
be solved to optimality within a reasonable computation time due to complex sets of
restrictions (e.g., Secomandi and Margot; 2009; Maxwell et al.; 2010; Mes et al.; 2010;
Schmid; 2012; Pironet; 2015; Cattaruzza et al.; 2017; Alnaggar et al.; 2020). Advanced
data-driven solution methods are often used to deal with this and one of such is subject
to this paper: Value Function Approximation (VFA).
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VFA is generally applied to problems modeled as sequential decision processes and
is one of the solution classes described in Approximate Dynamic Programming (ADP,
Powell; 2011). It builds upon the same framework and concepts that are also used in the
wide field of reinforcement learning (Sutton and Barto; 2018). While the focus of this
paper is on transportation, it is noted that VFA can be generally applied to sequential
decision processes as which many SCM problems - as well as problem not related to
business at all - might be formulated. So far, introductory papers on VFA either focus
on the underlying theory (e.g., Powell; 2009) or present intricate examples (e.g., Mes and
Rivera; 2017), making its understanding difficult for first-time users. The goal of this
tutorial is to close this gap.

This paper’s tutorial makes three main contributions. First, it provides a concise
theoretical background of the fundamental concepts used in VFA. The tutorial applies
each theoretical concept right after it is introduced, allowing readers to experience the
interplay between theory and application. Second, it demonstrates the method on a
vanilla-type transportation planning problem. The well-known taxicab problem is used
for this purpose and detailed step-by-step results are presented for a small-scale instance.
Using such a readily accessible example from transportation planning, the tutorial aims at
providing an insight into the methodology to ease its application. Third, it points towards
advanced topics relevant to VFA applications by considering two simple enhancements
of the basic VFA algorithm. The impact of the enhancements is demonstrated on a
larger instance but even this instance has a definite form such that it is suited to gain
an intuition. With these contributions, the tutorial aims at fulfilling two purposes: first,
to be a starting point for readers interested in VFA coming from various fields and
disciplines like business administration, computer science, and engineering, and, second,
to support readers not familiar with algorithms and common operations research methods
to apply VFA to their problem. Consequently, the tutorial might be likewise interesting
for researchers, lecturers, tutors, students, and practitioners.

This tutorial can be worked through from end to end or it can be used to focus on
some sections only. For this, the rest of this paper is organized as follows. Section A.2
provides a short review of transportation problems that apply VFA. This section also
briefly explains VFA’s fundamental principles and brings VFA into line with other so-
lution classes. Section A.3 provides a description of the taxicab problem that is used
throughout the tutorial. Section A.4 elaborates on the modeling framework and the op-
timal policy. In particular, Section A.4.1 introduces Markov Decision Processes (MDPs)
in a formal and mathematical way, Section A.4.2 introduces the Bellman equation, and
Section A.4.3 uses these concepts to describe the optimal policy for the taxicab problem.
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Section A.5 introduces VFA. Here, Section A.5.1 motivates the need for VFA, Section
A.5.2 depicts a basic VFA algorithm, Section A.5.3 introduces post-decision states (an
important concept in VFA), and Section A.5.4 applies the basic VFA algorithm step-
by-step to a small-scale instance. Section A.6 provides additional insights to VFA. For
this, Section A.6.1 discusses an alternative updating function, Section A.6.2 enhances the
basic algorithm with an exploration strategy, and Section A.6.3 shows results for tuning
some VFA parameters and presents a runtime analysis. Section A.7 concludes this paper.
All solution approaches are implemented in Python and the scripts are made publicly
available, see Appendix A.

A.2 Solving stochastic and dynamic problems (in transporta-
tion)

This section generally provides an overview of how to model and solve stochastic and dy-
namic problems and reviews some exemplary VFA applications in transportation. In this
context, dynamic refers to a setting that spans over multiple periods (multistage) of dis-
tinct points in time (discrete) and is stochastic in the sense that some problem elements
are uncertain (Mes and Rivera; 2017). These problems can be modeled as sequential
decision processes in which decisions are made after each period and the stochastic infor-
mation is received afterwards. Markov Decision Processes (MDPs) provide a mathemat-
ical framework for a setting like this. For stochastic dynamic vehicle routing problems,
which constitute an important and broad problem class in transportation, MDPs are the
most common modeling theme (Ulmer et al.; 2020). Solving such problems is challeng-
ing as they usually cannot be solved to optimality within a reasonable computation time
due to their large and complex dimensions. As a ‘broad umbrella for a modeling and
algorithmic strategy for solving problems that are sometimes large and complex, and
are usually (but not always) stochastic’ (Powell; 2009, p. 239), Approximate Dynamic
Programming distinguishes between four broad decision policy classes: policy function
approximations, lookahead policies, cost function approximations, and VFAs. The main
idea of each class is depicted in Figure A.1 and shortly described in the following. For a
comprehensive description it is referred to Powell (2011) and Powell and Meisel (2015).

In policy function approximation, decisions are made using a rule-based policy with-
out actually formulating an optimization problem. For example, such policies in trans-
portation might sound like ’routing large orders via train and small orders via truck‘ or
‘pick-up the customer that is closest to the vehicle’. Although this policy class might
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Policy classes in

Approximate Dynamic Programming

Value Function Approximation

Policy Function Approximation Lookahead Policies

Cost Function Approximation

t t+1 Tt+2 t+3

…

t t+1 Tt+2 t+3

…

Optimization-based decision over 

some (simulated) horizon.

Approximation

Optimization-based decision using 

an approximation of the decision’s 

impact on the future.

t t+1 Tt+2 t+3

…

Rule-based decision using some 

form of analytical function (e.g., 

rule of thumb).

t t+1 Tt+2 t+3

…

Optimization-based decision using 

a parametric representation of the 

‘true’ costs.

Figure A.1: Policy classes in Approximate Dynamic Programming (based on Powell and
Meisel; 2015; Soeffker et al.; 2021).

appear at first sight to be ‘too simple’, it can be quite effective in real-world settings,
particularly, if the factors influencing a problem’s objective can be easily identified and
controlled when decisions are made. Cost function approximations also do not explic-
itly model ‘the future’. However, decisions are based on an optimization incorporating
some kind of parametric representation of a decision’s ‘true’ costs. For example, the cost
function might use penalties for ‘bad’ and incentives for ‘good’ aspects of a decision. In
contrast, lookahead policies explicitly consider a decision’s impact on ‘the future’ by opti-
mizing over some horizon (e.g., a few hours or a few days). Such a policy can lead to good
decisions especially if decisions only affect nearby periods, have a limited impact on far-
away periods, or good forecasts are available. In contrast to the previous three solution
classes, VFA’s principal idea is as follows: make decisions by stepping forward in time
over a large number of iterations and, after each iteration, evaluate decisions to improve
decision quality for the next iteration. In order to step forward, time-dependent (se-
quentially appearing) information is used that can result from recurring simulation runs
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or empirical observations. Eventually, a ‘good’ decision policy is learned that can then
be applied to real-world settings. The paradigm of stepping forward raises completely
new questions like how far ahead one should look. In this tutorial, some of these issues
are discussed by presenting a detailed theoretical description of VFA and by describing
its application to an easy-to-understand transportation problem. Generally speaking,
modeling problems as sequential decision processes/MDPs and approaching them with
algorithms that ‘learn’ from additional data like in VFA is also used in the communities
of reinforcement learning and artificial intelligence (e.g., Sigaud and Buffet; 2013; Sutton
and Barto; 2018). Powell and Meisel (2015) provide a concise tutorial on the modeling
(and its language) of such problems in different scientific communities (control theory,
dynamic programming, stochastic programming, and robust optimization).

The capability of VFA to solve large and complex stochastic dynamic problems has
been demonstrated on various artificial and real-world instances from diverse fields, see,
for example, Powell’s seminal book on ADP (Powell; 2011) and numerous publications
resulting from research in Princeton’s CASTLE Lab (https://castlelab.princeton.edu/).
The rest of this section reviews three exemplary transportation studies in which VFA has
been shown to provide fast solutions of high quality. Simao et al. (2009) apply VFA to a
large-scale fleet management problem for the task of assigning drivers to loads. Thereby,
immediate rewards of the current period (e.g., that results from the assignment) are
considered together with future rewards from richer operational issues (e.g., hours of
service or returning drivers home). The authors show that VFA leads to solutions of
high quality that match the performance of the company’s highly skilled dispatchers.
Rivera and Mes (2017) apply the forward programming VFA approach in an intermodal
long-haul round-trip problem. The authors consider the task of assigning orders either
to (less costly) round-trips with a barge, or to (more costly) direct trips with a truck.
Uncertainty about the number of orders shipped between the locations as well as about
the orders’ characteristics (e.g., time windows) are key reasons why it is computationally
intractable to solve large problem instances to optimality. For example, the computation
time for small instances is about 800 seconds using an optimal solution strategy, whereas
it is below 5 seconds using VFA. With respect to performance, the authors show that the
VFA approach leads to optimality gaps of at most 11% for small instances and, compared
to a single-period heuristic, to cost reductions of up to 25.5% for larger instances. Finally,
Ulmer et al. (2018) apply VFA to a multi-period dynamic vehicle routing problem with
stochastic customer requests. In the problem, requests arrive sequentially during the day
and the task is to either integrate them in the current day’s routing (requiring an update
of the vehicles current route) or to postpone them to the next day (constraining next
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day’s routing possibilities). The authors compare their VFA approach with a benchmark
heuristic and show that it improves the solution quality as well as it leads to more
balanced acceptance decisions regarding the requests’ time and location.

A.3 The taxicab problem

This section presents the problem that is considered throughout the entire tutorial: a
basic version of the taxicab problem (sometimes also referred to as nomadic trucker
problem), see Powell (2011, p. 176) or Mes and Rivera (2017, p. 66). It describes the
multiperiod problem of a single vehicle (taxi) faced with an uncertain demand. It is the
task to find an optimal move for the vehicle in each period. This move determines the
demand that is served in that period and consists of a starting point and an endpoint.
Thereby, the vehicle’s starting point in a period is determined by its endpoint in the
previous period. After the move of the vehicle (e.g., in the next period), the uncertain new
information about the demand appears. Figure A.2 conceptually sketches the problem
for five locations and three periods.

The rest of this section formally describes the problem such that the notations pre-
sented in the subsequent sections can be easily applied. A graph-based depiction of
the problem is used in which G(V, E) describes the network. Vertices V, also referred
to as locations, are fully connected through arcs E , i.e., (v, v′) ∈ E , ∀ v, v′ ∈ V, and

1

t = 1

A B

C

D

E

t = 2

A B

C

D

E

t = 3

A B

C

D

E

demand in current period 

(represented as arcs)

vehicle:

Has to decide in each period t which demand to serve.

The vehicle’s destination of the served demand in t is the vehicle’s starting point in t+1. 

demand in future periods

(uncertain, independent of previous periods)

Figure A.2: Illustration of the taxicab problem with five locations and three periods.
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the total number of locations is denoted with V . The planning problem spans over
T = {0, 1, 2, ..., T} periods. In each period t ∈ T , pijt describes the probability of
demand dijt between locations i ∈ V and j ∈ V. Consequently, there is no demand
(dijt = 0) between these locations with a probability of (1− pijt). The demand is as-
sumed to be uncertain and independent of previous periods, i.e., pijt is not affected by
the vehicle’s movement in periods t′ 6= t. Considering the demand in network G(V, E),
it is the task to select a move xt ∈ V for the vehicle in each period. This move describes
the vehicle’s location at the end of period t, which then is its origin location lt+1 ∈ V
at the beginning of the next period, i.e., xt = lt+1 and lt = xt−1. In other words, the
vehicle has to be assigned to exactly one arc (lt, xt) ∈ E per period. If the vehicle moves
from lt ∈ V to xt ∈ V in period t ∈ T , it automatically serves demand dltxtt and receives
a contribution of cltxtt = dltxtt. If xt = lt, the vehicle remains at its current location.
For the experiments in this tutorial, it is assumed that the origin location in the first
period is known, the problem spans over a finite time horizon (e.g., T is known), and
a stochastic distribution of the demand is known for all periods (including the initial
period). In particular, artificial instances are used in which random numbers between
[0,100] and [0,1] describe the demand (dijt) and its probability (pijt) between any two
locations i, j ∈ V of a period t ∈ T , respectively.

A.4 Modeling and optimal policy

This section introduces the modeling framework of VFA and elaborates on the optimal
policy to solve such problems. For this, Sections A.4.1 and A.4.2 respectively describe
MDPs and the Bellman equation in a formal and mathematical way using the notation
often used in the operations research community (Powell; 2009, 2011). Section A.4.3
then describes the optimal policy for the taxicab problem. Table A.1 shows the relevant
notation that is used throughout this tutorial.

A.4.1 Markov Decision Process

As shown in the short review in Section A.2, MPDs are a common modeling theme for
stochastic and dynamic (transportation) problems that can then be approached with
VFA. More generally, they are a special but important case of sequential decision pro-
cesses. This section briefly introduces MDPs and, with this, it comprises all definitions
required to apply VFA to sequential decision processes. A thorough introduction to
MDPs can be found, for example, in Powell (2011, Chapter 3).
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Table A.1: Relevant notation used in this study.

Name Description
C(St, xt) contribution if decision xt is taken in state St
p(s′|St, xt) probability to transit to state s′ if decision xt is taken in state St
S set of all states
St state in period t
SM (·) transition function used to move from one state to another
Vt(St) value of state St in period t
Wt information in period t (usually stochastic)
Xπ(·) decision function of policy π ∈ Π
Xt set of all available decisions in period t
xt decision in period t (xt ∈ Xt)
γ discount factor
Π set of available policies

MDPs describe sequential decision making problems in which uncertainty is consid-
ered. They essentially formulate the dynamics of moving between states over time. In
this context, the term state refers to the properties or characteristics that are associated
to this point in time, e.g., the weekday or the demand. The set S describes all states of
a process that spans over T = {0, 2, ..., T} periods and St ∈ S denotes a state in period
t ∈ T . In a state St, the set Xt describes all possible decisions and the contribution
of a decision xt ∈ Xt is denoted by C(St, xt). Note that, depending on the problem at
hand, the terms action or move may be used instead of decision and the terms costs or
value may be used instead of contribution. The next period’s state St+1 results from a

1

𝜔1

𝜔2

𝑥0

𝑆1 = 𝑆𝑀(𝑆0, 𝑥0, 𝝎𝟏)

𝑆1 = 𝑆𝑀(𝑆0, 𝑥0, 𝝎𝟐)

𝑋0 = {𝑥0} 𝑊1 = {𝜔1, 𝜔2}

Figure A.3: Generic decision tree for the transition from state S0 to next period’s states
S1. Squares are decision nodes, circles are outcome nodes, solid lines are decisions, and
dashed lines are (uncertain) outcomes.
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transition function SM (St, xt,Wt+1), i.e., St+1 = SM (·). The transition depends on the
current state St, the decision xt, and the (uncertain) information Wt+1. This transition
process is also referred to as ‘model’, which is why SM is attached with superscript ‘M’.
Figure A.3 shows the generic decision tree for the transition from state S0 to state S1,
assuming one possible decision (X0 = {x0}) and two (uncertain) information outcomes
(W1 = {ω1, ω2}). A larger version of such a generic decision tree can be found in Powell
(2011, p. 130).

Policies are used to describe sets of decisions in such sequential decision processes.
More precisely, a policy comprises a decision in each state, i.e., a specific policy π can be
seen as a function Xπ(St), referred to as decision function, that returns a decision xt for
the state St under policy π. An optimal policy π∗ maximizes the expected contribution
over all periods and is selected from the set of all possible policies Π. Formula (A.1)
states the selection of such an optimal policy by looking at the expected contribution
over all periods.

π∗ = sup
π∈Π

E
T∑
t=0

γ · C(St, xt) (A.1)

Discount factor γ is used to incorporate contributions from decisions in different points
in time and the expectation E is used because the contribution implicitly depends on
uncertain information Wt. In particular, contribution C(·) in period t depends on the
policy’s decision xt = Xπ(St) as well as the current state St, which is calculated from the
transition function, i.e., St = SM (St−1, xt−1,Wt). For the experiments in this tutorial,
the discount factor is set to γ = 0.8 in each period t. The optimal decisions Xπ∗(St)

that are embedded in an optimal policy π∗ can be calculated with the Bellman equation,
which is described in the following section.

A.4.2 Bellman equation

The Bellman equation essentially calculates the value Vt(St) of a state St in period t,
assuming that decisions with the highest expected value are selected in each state (Bell-
man; 1957). More precisely, the value of a decision xt ∈ Xt in state St is calculated by (i)
the decision’s immediate contribution C(St, xt) and (ii) the discounted value Vt+1(St+1)

of next period’s state St+1. Formula (A.2) shows the Bellman equation in its expectation
form, assuming that informationWt is known in period t and unknown for periods t′ > t.
Thus, the contribution C(St, xt) is deterministic and the value of future states Vt+1(St+1)

is stochastic. This stochasticity results from transition function SM (·) in which the cur-
rent state St and decision xt are deterministic and information Wt+1 is uncertain. An
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equivalent formulation of the Bellman equation uses the so-called one-step probability
p(s′|St, xt), see Formula (A.3). The one-step probability describes the probability to
transit to state s′, if decision xt is taken in state St.

Vt(St) = max
xt∈Xt

(C(St, xt) + γ · E{Vt+1(St+1)}) (A.2)

Vt(St) = max
xt∈Xt

(
C(St, xt) + γ ·

∑
s′∈S

p(s′|St, xt)Vt+1(s′)

)
(A.3)

The Bellman equation is recursive, i.e., Vt(·) is calculated from Vt+1(·), which in turn is
calculated from Vt+2(·), and so on. Backward dynamic programming can be used to find
optimal solutions. For problem with finite time horizons, the expected value of states
beyond T are simply set to 0, i.e., E{VT+1(ST+1)} = 0. Problems with infinite time
horizons can, for example, be approached backwardly and dynamically by looking at the
states’ values they converge to. A generic backward dynamic algorithm for problems
with a finite time horizon is provided in Appendix B.

A.4.3 Optimal policy for the taxicab problem

For the taxicab problem, a policy describes how the vehicle moves in each state and an
optimal policy has the highest expected value among all available policies. The (expected)

(a) Illustrative example with three nodes.

1

𝑝𝐴𝐴0 = 0.2

𝑑𝐴𝐴0 = 100

𝑝𝐴𝐵0 = 0.5

𝑑𝐴𝐵0 = 60

𝑝𝐴𝐶0 = 0.8

𝑑𝐴𝐶0 = 20

(b) Expected value V π
∗

ltt
of the optimal policy

π∗ for being in lt in period t.

Step 0
pr = 0, V π∗

ltt
= 0

D[] = sorted list of (dltjt, pltjt)
Step 1
while D[] not empty do

(dijt, pijt)← first entry in D[]
pr = (1− pr) · pijt
V π∗
ltt

= V π∗
ltt

+ pr · dijt
delete first entry in D[]

end
return V π∗

ltt

Figure A.4: Illustrative example and algorithm for calculating the expected value of the
optimal policy.
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value of such optimal policy should not be confused with the (expected) value of a single
optimal decision, which, for example, is often used in classical decision tree analyses. An
illustrative example is used to demonstrate the differences. Figure A.4a shows the case of
two periods (0 and 1) and three decisions (A, B, and C). The expected value of a single
decision is calculated by multiplying a decision’s demand (dijt) with its probability (pijt),
resulting in values of 20, 30, and 16 for decisions A, B, and C, respectively. In contrast,
the expected value of the optimal decision policy is calculated by considering the optimal
decision under each possible demand-combination. In particular, the highest possible
demand is considered with the corresponding probability, the second highest demand is
considered with one minus the sum of all previously considered probabilities multiplied
with its probability, and so on (Mes and Rivera; 2017). The algorithm in Figure A.4b
describes this procedure in which ‘rolling probability’ pr is used to calculate the expected
value V π∗

ltt
of optimal policy π∗ for being in location lt in period t. For the illustrative

example from Figure A.4a, the value of the optimal policy is 50.4 (if demand in A, go to
A; if no demand in A but demand in B, go to B; if no demand in A or B, go to C). For
problems with T > 1, a decision’s downstream value needs to be considered in addition
to its immediate reward, i.e., the initialization of D[] in Step 0 uses

(
dltjt + V π∗

j,t+1, pltjt

)
for all periods t < T . It further requires a consideration of constellations in which the
immediate reward is 0, i.e., D[] includes

(
dltjt + V π∗

j,t+1, pltjt

)
as well as

(
0 + V π∗

j,t+1, 1
)
.

The probability of ‘1’ for values with no immediate reward lets the algorithm de facto
terminate once such value is considered for the first time. Appendix C illustrates the
optimal policy for an instance with three nodes and three periods. This instance is also
used in the step-by-step application of VFA that is provided at the end of the next
section.

A.5 Value Function Approximation

This section outlines VFA’s main principles using the previously introduced notation.
Section A.5.1 motivates the use of VFA by shortly discussing the three curses of di-
mensionality. Then, Section A.5.2 introduces a basic VFA algorithm and Section A.5.3
describes the concept of post-decision states. Section A.5.4 provides a step-by-step ap-
plication of VFA to a small-scale instance of the taxicab problem. In this tutorial, the
expected value of the initial state is used as the main measure for evaluating VFA’s per-
formance. Its value is calculated from a full backward investigation of the decision tree,
applying the optimal policy to each location-period combination.
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A.5.1 Motivation and VFA’s main principles

Large MDPs are usually intractable to be solved recursively with the Bellman equation.
Powell (2011) describes three reasons for this and refers to them as the three curses
of dimensionality. The three dimensions are: the state space St, covering all sorts of
information in a given period, the decision space Xt, covering all possible decisions in
a given period, and, the outcome space Wt, covering all (stochastic) possibilities to
transfer from one period to another. VFA is a heuristic applied to problems in which
the optimal solution cannot be calculated within a reasonable computation time due
to their ‘high dimensionality’, i.e., it provides a mean to deal with the three curses of
dimensionality. Thereby, VFA algorithms follow two central principles (Powell; 2009): (i)
they step forward in time and (ii) they estimate the expected value of (all) future states,
which is also referred to as downstream value/costs, cost-to-go, or reward-to-go. The
second principle is the source of VFA’s name as it is of particular interest to find good
functions for approximating states’ future values. Traditionally, VFA algorithms follow
a pure forward programming approach and select the decision that leads to the highest
value in each period, considering both, the decision’s immediate (deterministic) reward
as well as its estimated reward-to-go. The paradigm of stepping forward in time makes
it unnecessary to perform a full backward investigation of the decision tree, leading to a
manageable computation time of the VFA algorithm.

A.5.2 Basic VFA algorithm

Following these main principles, it is essentially the task of VFA to find good approxima-
tions for the values of downstream states. This is done by approaching the problem in N
iterations in which each iteration n = {1, ..., N} uses a sample ωn ∈ Ω of the uncertain
information, i.e., Wt ← ωn, ∀ t = {1, ..., T}. In each iteration n, the algorithm steps for-
ward in time and selects for state Snt the decision x̂nt with the highest expected value v̂nt ,
using Formulas (A.4) and (A.5), respectively. These formulations are similar to the Bell-
man equation but there is one main difference. While the contribution C(Snt , xt) is still
deterministic and results from the decision, the expected downstream value E{Vt+1(·)} is
now replaced by its previous iteration’s approximated but deterministic estimate V̄ n−1

t+1 (·).

x̂t = arg max
xt∈Xt

 C(Snt , xt)︸ ︷︷ ︸
deterministic

+ γ · V̄ n−1
t+1 (Snt+1)︸ ︷︷ ︸

approximated

 (A.4)
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Step 0
initialize:
Choose an initial state S1

0

Choose an initial approximation for V̄ 0
t (St) for all states St

Step 1
for n = 1,2,3,...,N do

Step 1a
choose a sample path ωn ∈ Ω

for t = 0,1,2,...,T do
Step 1b
x̂nt using Formula (A.4)
v̂nt using Formula (A.5)

Step 1c
V̄ n
t (St) = UV (·) using v̂nt
Snt+1 = SM (Snt , x̂

n
t ,Wt+1)

end
end

Algorithm 3: Basic VFA algorithm with a pure forward pass.

v̂nt = max
xt∈Xt

 C(Snt , xt)︸ ︷︷ ︸
deterministic

+ γ · V̄ n−1
t+1 (Snt+1)︸ ︷︷ ︸

approximated

 (A.5)

This approximation, which is an estimation of the state’s downstream value, is up-
dated after each iteration using a so-called update function UV (·), i.e., V̄ n

t (Snt ) = UV (·).
The update function is also referred to as approximation function and uses several pa-
rameters as inputs. This tutorial uses a simple (yet effective) updating function based on
lookup-tables. Here, V̄ n

t (Snt ) is estimated from its previous iteration’s value V̄ n−1
t (Snt )

as well as the value v̂nt that results from decision x̂nt , taken in state Snt for iteration n.
The parameter α, also referred to as stepsize or learning rate, is used to weight these
inputs, see Formula (A.6). For other variants of the update functions it is referred to
George and Powell (2006), George et al. (2008), and Powell (2011, 2009).

V̄ n
t (Snt ) = UV (V̄ n−1

t (Snt ), v̂nt ) = (1− α) · V̄ n−1
t (Snt ) + α · v̂nt (A.6)

Algorithm 3 describes a basic VFA algorithm with a pure forward pass (Powell; 2009).
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In Step 0, the initial state and the initial approximations of the states’ downstream
values are chosen. Throughout this tutorial, initial states’ approximations are set to
V̄ 0
t (S0

t ) = 0, ∀ t ∈ T . Step 1 describes the forward programming of the algorithm. Step
1a chooses a sample path that could also be replaced by real-world observations, Step 1b
calculates the optimal decision and its value with Formulas (A.4) and (A.5), respectively,
and Step 1c updates the expected downstream values and uses transition function SM (·)
to select the state of the next period. The algorithm terminates after the preset number
of iterations (N). Note that, in this algorithm, a full forward investigation over all periods
T is done for each iteration. This might not be required for some problems, e.g., if there
is a high discount factor, it might be reasonable to consider the value only of some future
periods, resulting in a reduced computational demand per iteration.

A.5.3 Post-decision states

So far, states, decisions, and uncertain information have been stated as discrete sets,
an intuitive and easy way to outline a problem. However, if the uncertain information
is a (multidimensional) vector, which is usually the case for real-world applications, it
is much harder to determine optimal solutions due to the sheer number of potential
outcomes (and states). This is the reason why the concept of post-decision states is
often used in the context of VFA (Ruszczyński; 2010; Powell; 2011). A post-decision
state describes the status of a state right after a decision is taken but before receiving
any new (uncertain) information Wt+1. In decision trees, decision nodes represent pre-
decision states and outcome nodes represent post-decision states, see Figure A.3. More
formal, a post-decision state Sxt results from transition function SM,x(St, xt), which,
in contrast to transition function SM (·) from Section A.4.1, only considers decision xt

and pre-decision state St. Thus, it does not consider uncertain information Wt+1 and
solely depends on deterministic inputs. Now, the idea is to estimate the downstream
values of current period’s post-decision states in place of downstream values of next
period’s pre-decision states. In particular, V̄ x,n−1

t (Sx,nt ) replaces V̄ n−1
t+1 (Snt+1) in Formulas

(A.4) and (A.5) to determine the optimal decision x̂nt and its value v̂nt in state Snt for
iteration n, respectively. By using current period’s post-decision state Sx,nt instead of
next period’s pre-decision state Snt+1, it is unnecessary to fully evaluate the often large
and multidimensional outcome and state space. The concept of post-decision states is
also applied in the following example.
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A.5.4 Step-by-step application

This section applies VFA to a small-scale instance with three locations (A, B, and C)
and three periods (0, 1, and 2). The vehicle’s starting point in period t = 0 is l0 = A.
Table A.2 shows the corresponding probability and demand for each location-period
combination. The decision tree for this problem is shown in Appendix C. Applying the
general definition of states to the taxicab problem already leads to a relatively large
state space. More precisely, each demand-constellation depicts a new state, resulting
in 23 combinations per period and per location. The concept of post-decision states
is used to reduce the number of required approximations per (post-decision) state. In
post-decision states, all random information is excluded, leading to one post-decision
state Sxt per location-period combination. This reduces the size of the problem and, with
this, also the computational demand of the VFA algorithm. Note that, in this view,
even our initial state is a kind of post-decision state although it does not result from
a decision. The reason is that its demand is not known in our setup. If, for example,
initial period’s demand is known, the optimal decision simply results from the demand
and the corresponding (estimated) downstream value. These estimates are calculated
in the same way as described in the remainder of this section. In the following, states
consistently refer to post-decision states and prefix ‘post-decision’ is omitted for reasons
of readability.

Remember that the VFA algorithm draws a sample path of each period’s demand at
the beginning of each iteration. Table A.3 shows the realization of the samples (random
numbers) that are used in VFA’s first two iterations. For example, demand between
locations A and B in period t = 0 is 0 for iteration n = 1 (pAB0 = 0.62 < 0.63) and
52 for iteration n = 2 (pAB0 = 0.62 > 0.57). The table shows that it is not required to

Table A.2: Probability and demand of the example.

t = 0 t = 1 t = 2
i j pijt dijt pijt dijt pijt dijt

A A 0.49 98 0.53 6 0.33 66
A B 0.62 52 1.00 39 0.61 46
A C 0.74 28 0.64 18 0.36 18
B A 0.96 13 0.79 33 0.68 91
B B 0.77 19 0.39 13 0.93 10
B C 0.87 43 0.60 72 0.12 46
C A 0.55 41 0.78 82 0.26 71
C B 0.61 57 0.66 34 0.07 71
C C 0.01 12 0.92 52 0.90 86
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Table A.3: Sample realizations (random numbers) used in the first two VFA iterations.

n = 1 n = 2
i j t = 0 t = 1 t = 2 t = 0 t = 1 t = 2
A A 0.78 - - 0.69 - 0.38
A B 0.63 - - 0.57 - 0.7
A C 0.42 - - 0.11 - 0.37
B A - - - - 0.4 -
B B - - - - 0.65 -
B C - - - - 0.62 -
C A - 0.93 0.24 - - -
C B - 0.41 0.72 - - -
C C - 0.90 0.28 - - -

draw sample realizations for all (post-decision) states, i.e., it is not necessary to span the
whole outcome and state space. This is because random outcomes are only sampled for
the visited states due to VFA’s forward decisions. The following step-by-step application
demonstrates this using a fixed stepsize of α = 0.02.

Iteration 1
The initial state is described by the vehicle’s location lt = A in period t = 0. The
available decisions consist of moving to any of the three locations. The optimal decisions
in periods 0, 1, and 2 are x̂1

0 = C, x̂1
1 = C, and x̂1

2 = C and result from choosing the move
with the highest (expected) value. Formulas (A.4) and (A.5) in Section A.5 generally
state how to calculate the decision and its value, respectively. Formulas (A.7) to (A.9)
apply them to the example problem. In the first iteration, the downstream value of all
states is zero as this is their initial value, making the decision solely depending on the
(sampled) demand. These samples are only required for states that are actually visited,
which is why Table A.3 only reports those probabilities that are actually required by the
algorithm. This forward approach investigates the value of three states (one per period)
per iteration and, eventually, it does not require a full investigation of all states, which
is required in the optimal backward dynamic approach.

v̂1
0 = max{( 0 · 98︸ ︷︷ ︸

demand real.

+γ · 0︸︷︷︸
V̄ 0

1 (Sx,01 |l1=A)

)

︸ ︷︷ ︸
x̂1

0=A

, (0 · 52 + γ · 0)︸ ︷︷ ︸
x̂1

0=B

, (1 · 28 + γ · 0)︸ ︷︷ ︸
x̂1

0=C

} = 28

(A.7)
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Table A.4: Approximation of the states’ downstream values V̄ n
t .

n = 1 n = 2 n = 500

state’s location state’s location state’s location
A B C A B C A B C

t =
0

0.56 - - 1.59 - - 144.84 - -

t =
1

0 0 1.04 0 0.66 1.04 93.28 96.97 30.10

t =
2

0 0 1.72 0 0 1.72 23.80 66.79 72.35

v̂1
1 = max{(0 · 82 + γ · 0), (1 · 34 + γ · 0), (1 · 52 + γ · 0)} = 52 (A.8)

v̂1
2 = max{(1 · 71), (0 · 71), (1 · 86)} = 86 (A.9)

The estimated downstream values are updated retrospectively after each move, i.e., for
being in locations A, C, and C in periods 0, 1, and 2. The calculation is shown in
Formulas (A.10) to (A.12) and these values are also shown in Table A.4. The general
form of the update function is given by Formula (A.6) in Section A.6.

V̄ 1
0 (Sx,00 |l0 = A) = (1− α) · 0︸︷︷︸

V̄ 0
0

+α · 28︸︷︷︸
v̂1
0

= 0.56 (A.10)

V̄ 1
1 (Sx,01 |l1 = C) = (1− α) · 0 + α · 52 = 1.04 (A.11)

V̄ 1
2 (Sx,02 |l2 = C) = (1− α) · 0 + α · 86 = 1.72 (A.12)

Iteration 2
The optimal decisions in periods 0, 1, and 2 are x̂2

0 = B, x̂2
1 = A, and x̂2

2 = A and
result from choosing the move with the highest (expected) value, see Formulas (A.13) to
(A.15). Decision x̂2

2 is not distinct as all moves result in the same value (0) and it is then
assumed that the vehicle remains at its current location.

v̂2
0 = max{(0 · 98 + γ · 0), (1 · 52 + γ · 0), (1 · 28 + γ · 0.56)} = 52 (A.13)
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v̂2
1 = max{(1 · 33 + γ · 0), (0 · 13 + γ · 0), (0 · 72 + γ · 0)} = 33 (A.14)

v̂2
2 = max{(0 · 66), (0 · 46), (0 · 18)} = 0 (A.15)

The estimated downstream values are updated retrospectively for being in locations A,
B, and A in periods 0, 1, and 2 by Formulas (A.16) to (A.18), respectively. These values
are also shown in Table A.4.

V̄ 2
0 (S1

0 |l0 = A) = (1− α) · 0.56 + α · 52 = 1.59 (A.16)

V̄ 2
1 (S1

1 |l1 = B) = (1− α) · 0 + α · 33 = 0.66 (A.17)

V̄ 2
2 (S1

2 |l2 = A) = (1− α) · 0 + α · 0 = 0 (A.18)

It can be seen that the approximation of the expected value of the initial state increases in
the first two iterations and, with more iterations, it eventually converges to its optimum.
For example, after 500 iterations, it is 144.84 (see Table A.4) and only 4.87 (3.25%)
below its true value that is 149.71. A detailed description of using backward dynamic
programming to calculate the true value for this problem is provided in Appendix C.

Figure A.5 shows how VFA’s approximation of the initial state’s downstream value
V̄ n

0 (vertical axis) evolves over N = 1, 500 iterations (horizontal axis) for three exemplary
instances. The true values are depicted as horizontal lines. The smallest instance (V=3,
T=3) is the example from the step-by-step calculation and the only one for which the
initial state’s estimate comes close to its true value. More precisely, it reaches this value
(149.71) after about 500 iterations and varies around it afterwards. In contrast, both of
the larger instances are still far off their true values even after 1,500 iterations which is
very large considering the size of the instances. More realistically, only a fraction of the
size of the state space in reasonable for real-world applications (Mes and Rivera; 2017).
Therefore, the next section discusses VFA enhancements highlighting two common chal-
lenges in applying the algorithm. Together, the enhancements improve the performance
for all three instances significantly.
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Figure A.5: Results for three instances using the basic VFA algorithm.

A.6 More about VFA

This section discusses additional topics of VFA. It starts by considering two enhancements
to the basic VFA algorithm: Section A.6.1 considers an alternative way of calculating the
stepsize and Section A.6.2 enhances the VFA algorithm by a greedy exploration strategy.
It is shown that the collective application of both modifications to the considered problem
enables the algorithm to approximate an initial state’s value that is close to its true value
already after a low number of iterations. For the analyses, the instance with 10 nodes
and 10 periods is used as its size allows a graphical depiction of the full (post-decision)
state space that is helpful in understanding the enhancements. Finally, Section A.6.3
concludes with a discussion on tuning the newly introduced parameters and shows some
results regarding the runtime.

A.6.1 Harmonic stepsize

The stepsize is a powerful parameter as it decides how estimates are updated after each
iteration. So far, a fixed stepsize (FS) has been used with a rather low value of α = 0.02,
resulting in a well-balanced continual update of the estimates without any ‘jumps’ or the
like as shown in Figure A.5. A harmonic stepsize (HS) can be used to assign a higher
weight to earlier visits and limiting the impact of later visits (George and Powell; 2006;
Powell; 2011). Formula (A.19) shows the variant of the HS that is used in this paper.
Here, a is a constant parameter to adjust the convergence of the HS and NSx,nt

describes
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the number of visits, i.e., how often state Sx,nt has been visited after iteration n.

α(NSx,nt
) =

a

a+NSx,nt

(A.19)

Figure A.6 shows the initial state’s value for the instance with 10 nodes and 10 periods.
Here, the black solid line shows the so-far used VFA with a FS and parameter α = 0.02

and the black dashed line shows the results for VFA with a HS and parameter a = 10. The
blue lines are explained in the next section. The optimal value of 409.0 of this instance
is once again demonstrated with a horizontal line. It can be seen that the results with
the HS are volatile for a low number of iterations and converge later on. In particular,
values at around 300 are obtained already after a few iterations but also remain at this
level with more iterations. Thus, estimates with the HS converge to a value that is even
below the estimates resulting from the FS (black solid line), showing that solely using a
HS in our setting does not improve our VFA. This is because some states’ downstream
values have not been explored, i.e., some states have not been, or at least have not been
often enough, visited in the algorithm. One reason for this is that initial estimates of the
states are poor and another reasons is that VFA’s forward decisions have a general bias
towards already visited states (this is particularly true here as the HS emphasizes early
visits), because these states might already have a better value. Eventually, this can result
in not exploring the optimal path as it is so-far the case for the considered instance. This
issue is referred to as the ‘exploration vs. exploitation’ trade-off and further discussed in
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Figure A.6: Results using different stepsizes and a greedy exploration strategy (instance
V = T = 10).
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the following section.

A.6.2 Exploration strategy

The exploration of the state space is illustrated in Figure A.7. Here, the periods are
depicted on the horizontal axis (0 to 9) and the vehicle’s potential locations on the
vertical axis (0 to 9). In our setting, a state refers to the position of the vehicle in a
period, i.e., the two axes span the problems full state space that is shown as a matrix. The
values in the figure are the downstream values per state for the instance with 10 nodes
and 10 periods. Figure A.7a shows the values obtained from backward programming
(true values) and Figure A.7b the values from the VFA algorithm (approximated values)
with a HS (a = 10) after N = 1, 500 iterations. A comparison between the values shown
in Figures A.7a and A.7b reveals that most states have a very poor estimate, while a
few estimates in the last period are relatively close to the their actual values (e.g., the
true value of 67.1 for being in period 9 in location 3 is estimated with 67.5). However,
the VFA results are clearly unsatisfactory when looking at the initial state (shown at
the bottom left corner of the matrix), reaching a value of only 315.5 that is far off its
true value of 409.0. Furthermore, some states in Figure A.7b are still at their initial
value of 0 after 1,500 iterations, indicating that these states have not been visited at all
while processing the algorithm. For example, in period 1, the vehicle moves to location
6 in each of the 1,500 iterations, resulting in initial estimates of 0 for all other locations.

(a) Values from backward dynamic program-
ming.

0 1 2 3 4 5 6 7 8 9
time period

0
1

2
3

4
5

6
7

8
9

ve
hi

cl
e's

 lo
ca

tio
n

409.0 387.5 358.8 344.8 338.0 288.7 249.2 206.1 147.6 69.6

- 381.3 374.5 335.1 314.6 269.8 252.8 210.8 162.6 68.3

- 369.5 366.5 320.2 335.3 304.1 244.7 217.6 161.4 93.4

- 370.7 366.4 346.4 311.8 300.8 239.1 227.2 171.6 67.1

- 388.4 359.9 346.2 285.3 306.9 265.7 220.5 151.0 97.5
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(b) VFA values: HS (a = 10).
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Figure A.7: Analyzing states’ downstream values under backward dynamic programming
and VFA with a harmonic stepsize (instance V = 10, T = 10).
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Thus, even with a considerably large number of iterations, the values of some states have
not been explored as they are not visited by the algorithm and, eventually, this makes
VFA missing the optimal path. To emphasize this, the color in Figure A.7b indicates
the relative frequency of the number of visits per state. For example, being in location
0 in period 0 (bottom left corner) has a dark red color as it is the initial state and has
been visited in all of the 1,500 iterations and, contrary, states with estimates of 0 have a
light red color as they have not been visited at all. With this, it is easy to see that VFA
with a HS leads to an unbalanced exploration of states, which, consequently, also leads
to poor estimates of the states’ downstream values.

To reduce this bias, VFA algorithms can be enhanced by methods that force the
exploration of states, e.g., by randomly selecting decisions that lead to states with less
promising downstream estimates. However, given preset limits on the total computation
time or the number of iterations N , this constitutes a trade-off between exploring the
value of more states and exploiting the value of states that appear to be more promising.
A greedy-policy is used to demonstrate the idea of exploring more states. In particular,
this strategy uses a parameter ε that describes the percentage in which a random move
(x̃nt ) is carried out instead of the move that appears to be more promising (x̂nt ). The value
of the originating state is updated only if the random move x̃nt turns out to be better than
x̂nt . The algorithm for the greedy strategy is shown in Appendix B. Figure A.6 shows
that this strategy with a high ε-value of 0.9 alone does not lead to better results, i.e.,
the blue dashed line from the greedy strategy is even below the lines resulting from the

(a) VFA results: HS (a = 10), ε = 0.2.
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(b) VFA results: HS (a = 10), ε = 0.9.
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Figure A.8: Analyzing states’ downstream values using an exploration strategy (instance
V = 10, T = 10).
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FS/HS algorithm without random moves. However, if it is applied in combination with
a harmonic stepsize (a = 10, ε = 0.9), good results are achieved after a small number
of iterations (see blue solid line in the figure). Figures A.8a and A.8b illustrate how the
greedy strategy explores more states by showing results for setting parameter ε to 0.2
and 0.9, respectively, in a VFA algorithm with a HS and a = 10. The setup of the figures
is just like for Figure A.7b but, now, results are shown after already 100 iterations. For
both strategies, the estimates for the states are much better compared to the non-greedy
case in Figure A.7b, although, the algorithm is processed with such a low number of
iterations. Furthermore, as expected, a higher ε-value leads to a more balanced number
of visits per state, which is apparent as all states in Figure A.8b have a similar color.
For VFA with a HS (a = 10) and a high emphasis on exploring new states (ε = 0.9), the
estimated value of the initial state after 100 iterations is 406.9 and very close to its true
expected value of 409.0.

A.6.3 Parameter tuning and runtime analysis

The previous experiments have shown that the a-parameter, used in the updating func-
tion with a harmonic stepsize, and the ε-parameter, used in the greedy exploration strat-
egy, are two integral ways for improving the performance of VFA algorithms. Figure

(a) Optimality gap using different HS- and
greedy-parameter combinations.
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Figure A.9: Tuning VFA parameters and analyzing computation time savings.
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A.9a illustrates how the tuning of these parameters impacts the performance. For this,
the optimality gap of 10 random instances à 10 nodes and 10 periods (V = T = 10) are
averaged and used as a performance measure. It can be seen that, for this problem type
and size, the optimal combination of HS’s a-parameter (x-axis) and greedy’s ε-parameter
(y-axis) is at about values of 25 and 0.8, respectively. Thus, a too-low or too-high value
for either one of them is not optimal and the exact tuning requires a good understanding
of the problem at hand often gained in preliminary experiments.

Finally, Figure A.9b shows the computation time saving (in %) for solving instances
with VFA instead of solving them backwardly and dynamically. Results are shown as
averages over 20 random instances for a varying number of nodes of V = {50, 60, ..., 100}
in a setting with T = 20 periods. For VFA’s computation time, the HS is used with a =

25, the greedy exploration strategy is used with ε = 0.8, and the number of iterations N is
dynamic as the algorithm is forced to iterate until the optimality gap drops below 5% (N
is usually between 100 and 150). The figure shows that the computational performance
of the VFA algorithm is better compared to the backward dynamic approach that is
used to find the optimal policy. For example, for the largest instances with 100 nodes,
the VFA solution is obtained on average twice as fast compared to the optimal solution
approach. Clearly, this computation time savings are strongly affected by the problem
size as well as the VFA implementation used to fit approximations. Nevertheless, they
show the clear benefit of using VFA in settings in which it is computationally expensive
to find the optimal solution.

A.7 Conclusion

This paper has provided a tutorial on value function approximation in stochastic and
dynamic transportation. It has been designed to be a starting point for readers from
various fields and disciplines and for readers with a diverse familiarity with algorithms and
operations research methods. For this, the tutorial has covered the following contents.

First, it has discussed application cases of VFA in the context of stochastic and
dynamic transportation. Problems of this kind might be modeled as sequential decision
processes, for which the tutorial has explained relevant concepts, such as Markov Decision
Processes and the Bellman equation. The description and discussion has been general to
emphasize that VFA can be applied also to problems not related to transportation.

Second, the tutorial has followed a hands-on approach in which VFA has been ap-
plied to artificial instances of a variant of the well-known but easy-to-understand taxicab
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problem. Results for the taxicab problem have been presented in two ways: (i) step-by-
step results have been shown for a small-scale instance, making it possible to experience
VFA’s basic principles in action and to gain an understanding and intuition of them and
(ii) comprehensive results have been shown for larger instances, demonstrating VFA’s
general capability of solving larger and more complex problems.

Third, the tutorial has covered two ways for enhancing the basic VFA algorithm to
obtain improved results for the considered taxicab problem: a harmonic stepsize and
a greedy exploration strategy. Results from these enhancements have been shown and
discussed for a large but tangible problem instance.

Future introductory papers on VFA might present additional insights on how to
fit approximations, using more advanced methods like hierarchical aggregation or basis
functions. In addition to that, it might be interesting to apply VFA to problems in other
fields, such as inventory problems or budgeting problems, and to use real-world data
instead of (or in addition to) artificial instances.

Acknowledgments

The research leading to this tutorial received funding from the German Research Foun-
dation (DFG) under reference 268276815.

A.8 Appendix A. Python scripts

The Python scripts with the implementations of the two solution approaches (backward
dynamic programming, VFA) are available as additional files in the electronic appendix
of this paper. These scripts can be used to reproduce results from the experimental
study. All data and material is also available from the corresponding author on request.

A.9 Appendix B. Additional algorithms

This section describes two algorithms: first, Algorithm 4 provides a generic description of
how to solve the Bellman equation backwardly and dynamically and, second, Algorithm
5 extends the general VFA algorithm (see Algorithm 3 in Section A.5) with a greedy
exploration strategy.

243



Appendix A. Tutorial on Value Function Approximation

Step 0
initialize:
V (St) = ∅ for all states St
t = T

Step 1
while t ≥ 0 do

foreach St ∈ S do
solve:
V (St) using Formulas (A.2) or (A.3)

end
t = t− 1;

end

Algorithm 4: Backward dynamic algorithm to solve the Bellman equation.
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Step 0
initialize:
Choose an initial state S1

0

Choose an initial approximation for V̄ 0
t (St) for all states St

Step 1
for n = 1,2,3,...,N do

Step 1a
choose a sample path ωn ∈ Ω

for t = 0,1,2,...,T do
Step 1b
if ε-step then

draw random move x̃nt
ṽnt for x̃nt using Formula (A.5)
if ṽnt > V̄ n−1

t (St) then
V̄ n
t (St) = UV (·) using ṽnt

end
Snt+1 = SM (Snt , x̃

n
t ,Wt+1)

else
x̂nt using Formula (A.4)
v̂nt using Formula (A.5)
V̄ n
t (St) = UV (·) using v̂nt
Snt+1 = SM (Snt , x̂

n
t ,Wt+1)

end

end

end

Algorithm 5: VFA with a greedy strategy.
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A.10 Appendix C. Optimal policy in a small-scale example

This section provides details on the optimal policy of the small-scale example used in
Section A.5. Figure A.10 shows the decision tree. Notice that the decision tree consists of
repetitive sub-problems. For example, being in t = 2 in node A appears three times in the
decision tree: (i) if x0 = A and x1 = A, (ii) if x0 = B and x1 = A, and (iii) if x0 = C and
x1 = A. In backward dynamic programming, values of sub-problems are memoized once
they are calculated for the first time, which reduces the total computation time. In the
decision tree, values atop of the nodes correspond to expected values following an optimal
policy. Such policy considers the immediate reward (resulting from the demand) as well
as the downstream value (resulting from future periods). These values are calculated
backwardly and dynamically, i.e., first values in t = 2 are calculated, then values in
t = 1, and so on. As explained in Section A.4.3, the value of the optimal policy does
not simply result from choosing the move with the highest expected value. Instead, it is
calculated by considering the optimal decision under each possible demand-combination.
The algorithm for this is provided in Figure A.4b and exemplary applied to nodes A, B,
and A of periods 2, 1, and 0 in Formulas (A.20)-(A.22), respectively.

V2(S2|l2 = A) = (0.33) · 66 +

((1− 0.33) · 0.61) · 46 +

((1− 0.33− (1− 0.33) · 0.61) · 0.36) · 18 = 42.27

(A.20)

V1(S1|l1 = B) = (0.60)︸ ︷︷ ︸
pr0

·(72 + γ · 79.61) +

((1− pr0) · 0.79)︸ ︷︷ ︸
pr1

·(33 + γ · 42.27) +

((1− pr0 − pr1) · 0.39)︸ ︷︷ ︸
pr2

·(13 + γ · 66.27) +

(1− pr0 − pr1 − pr2) · (0 + γ · 79.61) = 107.96

(A.21)
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V0(S0|l0 = A) = (0.49)︸ ︷︷ ︸
pr0

·(98 + γ · 92.01) +

((1− pr0) · 0.62)︸ ︷︷ ︸
pr1

·(52 + γ · 107.96) +

((1− pr0 − pr1) · 0.74)︸ ︷︷ ︸
pr2

·(28 + γ · 115.15) +

(1− pr0 − pr1 − pr2) · (0 + γ · 115.15) = 149.71

(A.22)
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Figure A.10: Decision tree for the example problem. Values atop of the arcs are the
demand and its probability and the values atop of the decision nodes are the discounted
downstream value following an optimal policy.
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This chapter describes the authors’ contributions to the essays by using the established
CRediT taxonomy (https://casrai.org/credit/). The taxonomy describes several roles
that are typically used in the process of a collaborative scientific work. Not all of the roles
are of significant importance to the essays (e.g., funding acquisition or resources) and
only the following roles are used (in alphabetical order): conceptualization, data cura-
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(original draft), and writing (review & editing). The name of the roles is self-explaining
and a detailed explanation of them can be found on the CRediT website. If the same
role applies to multiple authors, CRediT’s suggestion to specify each author’s degree of
contribution as ‘lead’, ‘equal’, or ‘supporting’ is followed. The following pages comprise
of the contribution statements for each distinct author-pairing.
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