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Nature is a language and every new fact one learns is a new word;
but it is not a language taken to pieces and dead in the dictionary,

but the language put together into a most significant and universal sense.
I wish to learn this language, not that I may know a new grammar,

but that I may read the great book that is written in that tongue.

-Ralph Waldo Emerson, “Nature (1836)”
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Summary

To further understand human biology to treat or intervene against the rise of modern diseases
such as COVID-19, multidrug resistance UTIs, and Parkinson’ Disease, there is a need to develop in
silico clinical approaches that are based on personalized or precision medicine. Specifically,
patient-derived “omics” approaches can be utilized to dissect the trajectory of pathology by gaining
insight into molecular mechanisms underlying disease. For example, the application of transcriptome
sequencing (RNA-Seq) provides insights into disease mechanisms at specific timepoints by
characterizing the gene expression of cells, tissues, or host-associated microbiomes. However this
technique is limited by the lack of approaches which extend or translate gene expression towards
metabolic functions that are involved in disease onset. Therefore, the utilization of systems biology tools
and frameworks combined with omics-based data can bolster our basic biological understanding of
various diseases, towards developing cutting-edge interventions that are relevant to unique patient
contexts. Specifically, datasets which utilize multi-omics (genomics, proteomics, transcriptomics, etc.)
can be extended with systems biology approaches to develop context-specific models, thereby refining
the assumptions which underlie predictive models of patient-specific disease mechanisms. To this end,
precision medicine and systems medicine share a common goal: the need to identify and interpret
fundamental pathomechanisms which influence disease onset or remission; a goal that is achieved
through the development of in silico clinical trials. Prior to achieving this aim, one requirement is to
develop bioinformatic and systems biology workflows upon clinical samples to effectively model
adverse pathophysiological states. Specifically, these models ought to be informed by context-specific
and patient-specific circumstances which underlie disease mechanisms. Therefore, this dissertation will
investigate both biomedical and systems biology literature to support the argument that reductionist
approaches in medicine are limited and remain as a constraint towards precision medicine. To address
this issue, the methodology presented in this dissertation will employ various systems biology tools to
develop two systems medicine workflows with the aim to reconstruct context-specific metabolic network
models conditioned with two next-generation RNA-Seq datasets (single-cell and metatranscriptomics) to
uncover novel pathway activity in various patient cases. First, single-cells were extracted from
COVID-19 patients longitudinally over a timescale and used to reconstruct metabolic network models of
individual immune cells from various patients. This metabolic modeling approach upon a wide-range of
patient cells uncovered both cell- and patient-specific metabolic pathways which were used for the
characterization of various disease states through metabolic reaction abundance. Second,
metatranscriptomics samples derived from UTI patients were extended for the construction of
patient-specific microbiome community models. By simulating the urinary tract microbiome in tandem
with the gene expression of the individual bacteria which form the community, numerous patient-specific
biomarkers of infection were identified. In summary, both approaches highlight that the results derived
from metabolic network models provide insights into both metabolic pathomechanisms which accurately
characterize disease phenotypes and the increased potential for identifying realistic targets for disease
intervention. Overall, the development of computerized human models that are biologically relevant is a
foundational requirement and precursor towards a future setting which allows for in silico clinical trials.
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Zusammenfassung

Um die menschliche Biologie besser zu verstehen und akut zunehmende Krankheiten wie
COVID-19, multiresistente Harnwegsinfektionen und Parkinson zu behandeln werden klinische
in-silico-Ansätze benötigt, die auf einer personalisierten Präzisionsmedizin beruhen. Insbesondere können
individuelle "Omics"-Datensätze von Patienten dazu genutzt werden, den Verlauf einer Krankheit durch die
Analyse molekularer Mechanismen aufzuklären. Die Anwendung der Transkriptomsequenzierung (RNA-Seq)
beispielsweise ermöglicht Einblicke in Krankheitsmechanismen zu definierten Zeitpunkten, zu denen die
Genexpression von Zellen, Geweben oder wirtsassoziierten Mikrobiomen untersucht wird. Allerdings fehlt
bei diesen neuen Verfahren eine Möglichkeit zur Übertragung von Genexpressionen auf
Stoffwechselfunktionen, die an der Entstehung von vielen Krankheiten beteiligt sind. Daher kann der Einsatz
von systembiologischen Werkzeugen und Verfahren auf Basis von Omics-basierten Daten das biologische
Verständnis verschiedener Krankheiten grundlegend verbessern, um so neue Maßnahmen zu entwickeln, die
zur individuellen Situation eines jeden Patienten passen. Die Verbindung von Multi-Omics-Daten (Genomik,
Proteomik, Transkriptomik usw.) mit systembiologischen Ansätzen kann mittels kontextspezifischer
metabolischer Modelle erfolgen, die quantitative Vorhersagen über patientenspezifische
Krankheitsmechanismen ermöglichen. Präzisions- sowie Systemmedizin verfolgen daher das gemeinsames
Ziel, durch die Entwicklung von klinischen in-silico-Studien diejenigen grundlegenden Pathomechanismen zu
identifizieren und zu charakterisieren, die den Ausbruch oder die Remission von Krankheiten beeinflussen.
Um dieses Ziel zu erreichen, müssen zunächst bioinformatische und systembiologische Verfahren auf der
unmittelbaren Grundlage klinischer Proben entwickelt werden, um auch komplexe pathophysiologische
Zustände hinreichend abbilden zu können. Dabei ist besonders wichtig, dass die entwickelten Modelle die
kontext- und patientenspezifische Umstände, die den Krankheitsmechanismen zugrunde liegen,
berücksichtigen. Die vorliegende Dissertation untersucht zunächst die biomedizinische und systembiologische
Literatur, um die Schwachstellen von reduktionistischen Ansätzen in der Medizin offenzulegen und
argumentiert, dass diese Hindernisse auf dem Weg zu einer Präzisionsmedizin bedeuten. Des Weiteren werden
konkrete Lösungsvorschläge entwickelt, die durch den  Einsatz von systembiologischen Werkzeugen
moeglich werden: In zwei systemmedizinische Anwendungen werden daher kontextspezifische metabolische
Modelle rekonstruieren, die auf Next-Generation-RNA-Seq-Datensätzen (Einzelzell-Sequenzierung sowie
Metatranskriptomik) aufbauen, um so neuartige Reaktionswege aufzudecken. Estens wurden einzelne Zellen
von COVID-19-Patienten über einen bestimmten Zeitraum extrahiert und zur Rekonstruktion von
metabolischen Modellen einzelner Immunzellen der jeweiligen Patienten verwendet. Damit konnten sowohl
zellspezifische als auch patientenspezifische Stoffwechselwege aufgedeckt werden, die anschließend zur
Charakterisierung verschiedener Krankheitszustände anhand der Häufigkeiten von Stoffwechselreaktionen
genutzt wurden. Darüber hinaus wurden zweitens Metatranskriptomproben von Harnwegsinfektionspatienten
für die Konstruktion von patienten- und kontextspezifischen Bakterienmodellen genutzt, die dann als
mikrobielle Gemeinschaften computergestützt simuliert wurden, was schließlich in der Ermittlung zahlreicher
patientenspezifische Biomarker mündete. Zusammenfassend zeigen beide Ansätze, dass die aus
kontextspezifischen metabolischen Modellen abgeleiteten Ergebnisse sowohl Einblicke in metabolische
Pathomechanismen zur genauen Charakterisierung von Krankheitsphänotypen als auch ein erhöhtes Potenzial
zur Identifizierung möglicher Krankheitsinterventionen bieten. Die Entwicklung biologisch relevanter,
computergestützter Modelle des Menschen bildet somit eine grundlegende Voraussetzung für zukünftige
klinische in-silico-Studien.
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I. Introduction

“The single most unused person in healthcare, is the patient”

- David M. Cutler, MIT Review (2013)

While the central purpose of natural sciences as a field of inquiry is to explain the

various phenomena of nature, the advancement of scientific knowledge is regularly constrained

through the lens of reductionist approaches. While the approach of reductionism in science is

useful to test hypotheses and ultimately develop theories in a systematic way to explain and

predict biological phenomena, this approach quite often restricts the ultimate purpose of

scientific inquiry, especially in medicine. For example, both microbiology and biomedical

science have long-standing traditions in reductionist approaches in order to better understand

microbiota and the onset of disease. To date, only 1% of all microbiota can be cultured and most

therapies towards human disease employ a generalized approach to treat symptoms, but rarely

to heal the entire human.  This has led to long standing issues in how we understand the

ever-lasting relationship between humans and microbiota. Human-associated microbiota occupy

niches throughout the human body, both inside and out. The human microbiome is a dynamic

community of intermingling bacteria which provide various ecosystem services with regards to

health and disease, specifically this ecosystem is readily modulated by a wide-range of

environmental factors, such as food (Josephs-Spaulding et al. 2016). More so, humans have not

only a complicated genetic background, but also environmental or lifestyle influences which

may drive disease mechanisms in various ways (Khoury et al. 2016). By applying a one-size or

one drug fits all approach to patients and ignoring both the genetic and environmental

uniqueness of patients, the development of therapies to treat patients likely overlooks

foundational biology which controls both health and disease. This in turn has led to further

misunderstandings of human complexities and the organisms which occupy various human

niches; thus leading to the rise of global antimicrobial resistance, chronic inflammatory

diseases, global pandemics, and the development of medical therapies which ignore the

host-associated microbiome.
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The present approaches of the medical to treat and interpret human medicine through

holistic approaches which assess patients as a biological system is limited (Khoury et al. 2016).

More so, traditional medical outlooks have stagnated the effectiveness of patient care, especially

during the face of rising health crises such as the global Coronavirus disease 2019 (COVID-19)

pandemic and the impending ‘Superbug’ (i.e bacteria which are resistant against last-resort

antibiotics) pandemic which is probable in the near future. To solve these issues, numerous

methods and engineered interventions are on the rise to improve human environments and

mitigate disease, however basic understanding of the biological principles which mediate

disease mechanisms remains limited, especially through the dissecting lens of sequencing

technology which rapidly profiles molecular patterns. More so, the application of basic biology

in a patient-specific or systems/precision medicine framework is lacking in a clinical setting.

For example, human urinary tract infections (UTIs) have been understood and treated in clinics

as a mono-infection caused by the uropathogenic E. coli. Rather, this dissertation acknowledges

a uromicrobiome within patients that is diverse in both microbial species composition and

metabolic function that is dependent on the host. Additionally, during the start of the COVID-19

pandemic, most believed that COVID-19 infections were tissue-specific, such as within the

lungs, and the disease impacted mostly the elderly. The results in this dissertation support that

various immune cells which circulate throughout the human have various roles within patients

and diverse metabolic potential across age, sex, disease status, and other relevant

characterisitics. Finally, Parkinson’s Disease (PD) and other idiopathic neurodegenerative

diseases which are manifested in motor impairment symptoms, require observations through the

lens of systems toxicology. Specifically, the presented review of literature which is covered

within this dissertation suggests that there is a great need to consider the strong effects of toxic

metal exposure and the interaction of these compounds upon the host-associated gut

microbiome to better understand the molecular mechanisms underlying disease. Overall, these

three diseases highlight a significant complication of modern medicine and the need to advance

clinical therapies with both precision and systems medicine approaches which keep

patient-specific traits at the focus.
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The primary research question presented in this dissertation is: “how do various

pathologies (microbial or viral) drive cell or microbiome-specific metabolic pathways in a way

that is either unique to the patient or closely-related groups or individuals?”. This question will

be answered by deriving molecular information from next-generation sequencing (NGS)

datasets to reconstruct metabolic network models during the course of the aforementioned

diseases. Through this information, robust metabolic interventions or treatments may be

suggested to individual patients, rather than through a generalized approach which may not

bolster the health of all patients equally. During the course of this dissertation, three major

diseases that have become significant to global public health will be discussed and used as

models for human disease. The presented research question will be applied to all of these cases

to better understand the current metabolic state of the respective diseases during disease

trajectory. Therefore with the novel information provided from this dissertation, there will be

increased evidence for future clinical practitioners to draw associations between the simulated

findings and basic literature to better identify potential treatment regimens or interventions

which directly impact cell or microbiome-specific metabolites.

The first presented application of metabolic model reconstructions will be utilized to

describe the pathophysiology of COVID-19 infection on a longitudinal scale. This infection has

been shown to demonstrate highly heterogeneous clinical symptoms and severity which may

range from asymptomatic towards intense inflammatory responses which can lead to systemic

organ failure and death. As COVID-19 has been strongly associated with dysfunction at the host

level, our recent analysis has observed that specific cell-types are metabolically hyperactive

during severe or critical cases and likely ‘steals’ nutrients from the patient environment, thus

exacerbating a patient’s immune response (Bernardes et al. 2020). While this study provided

much needed evidence of the molecular mechanisms underlying cell-specific trajectory, it did

not investigate patient-specific similarities or differences. By using single-cell RNA-sequencing

(scRNA-seq) data from a longitudinal cohort of patients, this dissertation seeks to derive

metabolic pathway information about all assessed cell types from various patients during the

14



course of disease to identify unique molecular mechanisms for respective patients as they

transition through disease states.

The next presented application of metabolic model reconstruction is in relation to

recurrent urinary tract infections (rUTIs) in a small cohort of women. At present, UTIs are

understood to be monoinfection; however through the lens of metatranscriptomics both the

microbial community and their functional gene expression has been uncovered. By utilizing

context-specific metabolic modeling, the findings from the presented simulations supports some

observations and new knowledge with regards to metabolic uptake and crosstalk within the

microbial communities which inhabit a patient’s bladder. With regards to precision medicine

and simulation of microbial communities, it has become clear that certain metabolites likely

support pathogenesis, most are uptaken through microbial crosstalk to bolster recurrence in

UTIs. Therefore, the results presented in the described study could bolster the effectiveness of

UTI interventions in a clinical setting by suggesting the removal of specific dietary-derived

metabolites which supports the growth of the pathogenic community. On the other hand,

patients could also be supplemented with dietary metabolites to potentially inhibit the growth of

the community by impairing specific metabolic pathways which were observed through the

simulations that are later described in this dissertation.

Finally, the published knowledge detailing the crosstalk between both the host and

associated microbiome interacts during the onset of PD, in tandem with environmental exposure

of heavy metals was investigated. It is presently understood that dysbiosis of the gut

microbiome negatively impacts the host, however the role of host-related factors such as diet

and exposure to toxicants such as metals remains understudied. Therefore, the literature of the

mechanisms underlying neurodegeneration and PD onset through the gut-brain axis in relation

to toxic heavy metal exposures will be proposed as a future avenue for metabolic network

model reconstruction by joining the host and microbiome, to create whole body metabolic

models (WBMs). While it is essential to study how both systems function independently and

mediate exposure of heavy metals, both also work in tandem to support patient health or

exacerbate disease. More so, this review article will propose the development of a new
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paradigm shift that includes the role of systems toxicology in precision medicine. This can be

accomplished by modeling the effects of heavy metal exposures on the gut-brain axis through

the application of WBMs.

This dissertation seeks to promote the interpretation and utilization of systems biology

tools with NGS to improve the present understanding of pathomechanisms underlying disease,

within a precision medicine context. Ideally, this study ought to further encourage clinicians to

adopt next-generation approaches in collaboration with those who model disease to better

decipher patient-specific differences and provide optimized treatment options. To reach this end,

the methods in this dissertation apply bioinformatic and systems biology tools on NGS datasets

derived from COVID-19 and UTI patients to investigate patient-specific disease differences

rather than a generalized approach. Furthermore, these methods will extract relevant gene

expression data from patient samples with bioinformatic tools to better inform the

reconstruction of context-specific metabolic models, rather than generalized models. Presently,

this dissertation will demonstrate the novel approach of reconstruction of context-specific

metabolic models of human diseases that are derived from metatranscriptomics and scRNA-seq

datasets, independently. The methods presented in this study can be readily applied to either the

study of interactions in the human microbiome from a specific point of time or to investigate

numerous human single-cells in parallel. From this information, future clinicians will have the

opportunity to bolster precision medicine practices by expanding their understanding of diseases

within specific contexts, but also at a phenotypic level through obtaining relevant metabolic

information. The utilization of RNA-Seq for identifying counts of genes and transcripts of

interest is a meaningful approach towards improving the understanding of various diseases

where metabolism plays a significant role. More so, gene-level expression counts mapped to

species genomes in the case of metatranscriptomics can help to improve the understanding of

lowly expressed genes and metabolic functions that are expressed by host-associated microbiota

during disease in a patient-specific fashion. However, due to the broad diversity and

heterogeneity of environments and ecological niches that microbes or humans can occupy at any

given time, this is a major limitation of conducting a study of this magnitude. While RNA-Seq

may readily provide insight on transcriptional modifications and response to environments, this
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heterogeneity provokes a challenge in comparing results across patients. However, this may be

an advantage as these methods enforce an analytical rhetoric that is based on patient-specific

understanding rather than comparing different groups who may or may not have similarities (as

in the case for differentially expressed genes) that are assumed comparable by investigators.

Furthermore, transcriptional changes that are host-pathogen specific may not be readily

replicated in biological experiments, due to complexities when attempting to control specific

environments. Thus, the application of context-specific genome-scale metabolic models for

studying disease pathophysiology to predict an organisms’ transcriptional and metabolic

changes when primed by environmental stresses is a promising approach to unravel the

complexities pathophysiology and predict treatment strategies to prevent or intervene against

disease trajectory (Józefczuk et al., 2010). However, during the review of literature, especially

on genome-scale metabolic models, there will be increased details on the limitations of this

modeling approach and it’s approach in medicine.

Overall, modern scientific practices have become significantly limited due to the

application of reductionist approaches. These approaches have eventually spilled over and have

come to negatively impact the translation of biomedical sciences towards the applications of

medicine for clinical interventions. Specifically, modern medicine has diverted into a generalist

approach to treat patients, rather there is a need to shift medicine for personalized design to take

into account individual differences between patients. However, as more diseases become further

complicated through the global emergence of antimicrobial resistance, the onset of the

COVID-19 pandemic, and the debilitating long-term effects of chronic diseases, there is a need

now more than ever to implement precision medicine approaches coupled with systems biology

tools to better treat patients. In the course of this dissertation, the major employed method will

be context-specific metabolic modeling on RNA-Seq datasets to provide a mechanistic snapshot

into disease trajectory overtime. While these models are taken in the past of the patient’s history,

they will irregardless provide substantial support in understanding the biomedical foundations

across disease within the framework of precision medicine.
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II. Review of the Literature: Conceptual and Theoretical Framework

Human diseases cannot be cured by attempting to interpret symptoms alone, rather there

are dynamic mechanisms which underlie disease onset and progression (Figure 1). Specifically,

metabolism to a large extent underlies the health and disease of cells, microbial communities,

and human health as a whole. The reprogramming of systemic metabolism is evolutionarily

conserved and understood to play significant roles in the pathophysiology of numerous human

diseases such as cancer, diabetes, immune dysregulation, and chronic inflammation (Cairns et

al. 2011 ; Wang et al. 2019). Additionally, growing evidence is continuously demonstrating the

extensive role that the crosstalk between the host metabolism and that of host-associated

microbiome metabolism play in the onset or development of cardiovascular diseases, diabetes,

various metabolic syndromes, and obesity (Tremaroli & Backhed, 2012). Furthermore, the

applications of metabolic models can provide an avenue toward developing precision medicine

by allowing a context-specific look into disease dynamics and trajectories. Overall, the

presented perspectives covered in this review of the literature illustrate the need to withdraw

from traditional reductionist perspectives in biomedical and translational sciences and instead,

move towards a systems-view revolving around patient-specific pathophysiology during

diseases.
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Figure 1: Host environment controls the transition from health to disease. A healthy host and

associated commensal microbiota enforces an environment that prevents colonization by invasive

pathogens. Environmental factors tend to influence the dysregulation of both host physiology and native

microbial communities in tandem. Adverse community stressors such as DNA or protein damage, poor

diet, depleted microbial diversity, excessive metals, an inactive lifestyle, antibiotic usage, and adverse

environment. The two-pronged attack of dysregulation of both microbial communities and host

homeostasis leads to dysbiosis of beneficial bacteria, thus leading to disease outcomes of individuals and

formation of new microbial communities reflective of the pathology.
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A. COVID-19 (Single Cells)

The spread of the novel coronavirus severe acute respiratory syndrome coronavirus 2

(SARS-CoV-2) which causes febrile respiratory symptoms has become a significant public

health and precision medicine challenge for global communities. Presently, it is understood that

the virus spread as a zoonotic outbreak from the Huanan Seafood Wholesale Market, as a

consequence the market shut down on January 1st, 2020 to further mitigate spread of the virus

(Hui et al. 2020). Within a few days, SARS-CoV-2 was obtained from the lower respiratory tract

of a patient on January 7th. Subsequently, in a demonstration of the rapid and powerful response

from the genomics community, SARS-CoV2 was isolated and fully sequenced to become

available to scientists globally on January 12th; this rapid step allowed for the public to identify

this novel virus strain as a Group 2B ß COV (Hui et al. 2020 ; Huang et al. 2020). From there, it

was assessed that the novel SARS-CoV-2 strain has a 82% genomic similarity with a previous

SARS virus which also originated from China and led to a significant outbreak in 2002 (Hui et

al. 2020). However, the current SARS-CoV-2 virus is significantly more mild that the previous

SARS virus, even though both viruses share similar symptoms of causing febrile illness and

pneumonia in humans (Hui et al. 2020 ; Huang et al. 2020 ; Chen et al. 2020a). The previous

virus only led to a peak of approximately 8000 cases with a high patient mortality rate of 9.6%

(Hui et al. 2020 ; Huang et al. 2020). However, the rate of infections and deaths for the present

SARS-CoV-2 have a high contrast between nations due to the fact that infection fatality rate/

number of true infections may have went unnoticed; some countries (such as Russia or India)

were found to have failed to present thorough reports for death due to COVID-19 (Balashov et

al. 2021; Karlinsky & Kobak, 2021).

It remains unclear why the manifestation of COVID-19 as a disease provokes

heterogenous symptoms which can range from asymptomatic infections to massive cytokine

storms or hyper-inflammation in the lungs, causing SARS. Hyperinflammatory COVID-19 has

been characterized as the proliferation of type-1-IFN-activated CD14+ suppressive monocytes in

addition to granulopoiesis with a rapid increase in neutrophil counts in addition to the lack of

production of T-cell lymphocytes as another hallmark of severe COVID-19 (Diao et al., 2020;
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Giamarellos-Bourboulis et al., 2020; Guan et al., 2020; Huang et al., 2020; Zheng et al., 2020).

Overall, severe COVID-19 cases in patients tend to share similar characteristics such as sepsis,

the production of proinflammatory cytokines, activation of neutrophils, altered monocyte

activation, lack of circulating lymphocytes, impaired functioning of natural killer cells, and

general activation of circulating neutrophils (Laing et al. 2020 ; Li et al. 2020). Present studies

have identified that the risk of developing severe COVID-19 is associated with age, numerous

comorbidities (diabetes, high blood pressure, obesity, etc.), hyperactivated immune systems, and

various other factors. This highlights the need to develop interventions in COVID-19 patients in

a patient specific manner which considers molecular and cellular mechanisms which underlie

the disease (Branchett et al. 2019; Wu et al. 2020 ; Guan et al. 2020 ; Huang et al. 2020; Mehta

et al. 2020). Therefore it is essential to conduct detailed investigations to better understand the

molecular mechanisms which underlies SARS-CoV-2 pathology, particularly disease severity

progression, host-associated responses to infection, and constraints on viral replication rates. By

progressing studies that go beyond the broad and heterogeneous cellular features of adaptive

immune cells in response to infection from SARS-CoV-2, there is an opportunity for future

studies to rapidly identify novel biomarkers for developing targeted treatments for patients

through multi-omics and systems biology applications (Bernardes et al. 2020).

It has been hypothesized that one of the major sites for viral replication in humans is in

the small intestines; viral proteins have been identified in patient small intestines several months

following clearance of the virus from the respiratory tract indicating that SARS-CoV-2 likely

incites mechanisms to evade host immune systems, further complicating the understanding of

COVID-19 transmission (Zang et al. 2020 ; Cheung et al. 2021 ; Gaebler et al. 2021). Presently,

animal-to-human transmission, from bats to humans, of SARS-CoV-2 was initially suggested by

Paraskevis et al. based on initial whole-genome evolutionary analysis (Paraskevis et al. 2020 ;

Zhou et al. 2020a). Specifically, viral reads of SARS-CoV-2 have been identified in the

intestines of Chinese bats, where this organism acts as a long-term reservoir for various

Coronaviruses without impairing the phenotypic fitness of the host (Tang et al. 2006 ; Watanabe

et al. 2010).  However, previous studies suggest that severe acute respiratory syndrome (SARS)

viruses are known to be derived from animals such as the Chinese horseshoe bat, Himalayan
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palm civets, raccoon dogs, and Chinese ferret badgers which are all found in live animal

markets and are likely sources of reservoirs for various SARS viruses (Hui et al. 2020 ; Huang

et al. 2020 ; Paraskevis et al. 2020 ; Ahmad et al. 2020). Interestingly, preliminary studies have

not demonstrated an efficient proof of animal-to-human transmission (Hui et al. 2020).

However, it has become quite clear that a rapid increase in cases over a short period of time and

the presence of unique clustering of pneumonia symptoms associated with SARS-CoV-2, that

human-to-human transmission of the virus is rather efficient and a cause for concern (Chan et al.

2020).

The zoonotic shift from animals to humans likely derives from a mutation found in the

receptor binding domain of the virus spike protein, leading to increased binding potential to the

human angiotensin-converting enzyme 2 (ACE2) which has become a significant point of study

is delimiting the infectivity and pathogenicity of SARS-CoV-2 (Perlman et al. 2009 ; Huang et

al. 2020). Specifically, the ACE2 receptor has been identified as the SARS-CoV-2 entry

receptor for the initiation of infection and is mainly expressed in the cells of the nasopharynx

and lungs (Letko et al. 2020 ; Zhou et al. 2020a). Specifically, the causative agent of SARS,

both SARS-CoV-1 and SARS-CoV-2 are known to penetrate immune cells which do not express

ACE2 (Gu et al. 2005). For example, a recent study in patients with COVID-19 demonstrated

that patients treated with ACE inhibitors (for hypertension or diabetes treatment) may be at a

significantly higher risk for SARS-CoV-2 infection, this is due to these drugs generally increase

ACE2 expression (Fang et al. 2020; Wan et al. 2020). On the other, the virus may also infect

dendritic or macrophages and use DC-SIGN (Cd209), CLEC4m (CD209L), and Fc-Gamma

Receptor 1, which are alternative receptors for entering cells (Channappanavar et al. 2016 ;

Zhou et al. 2020b). With regards to secretory cells, these cells typically have a three-times

increase in the expression levels of ACE2 in comparison to controls with non-infected cells

(Chua et al. 2020). It should be additionally noted that cells which are ACE2 positive are

generally epithelial cells and are strongly overrepresented when assessing single-cell

transcriptomics, viral cells have low numbers of viral reads during COVID-19 infection likely

due to phagocytosis (Chua et al. 2020). While the number of secretory cells was not shown to

increase after infection of COVID-19, this population does contain a high-number of cells that

22



are ACE2 positive, thereby highlighting that secretory cells may be one of the most susceptible

cell types for COVID-19 infection (Chua et al. 2020). Recent studies have confirmed that ACE2

proteins become more localized with motility proteins found on secretory cells proximal to

motile cilia with a high rate of infectivity on ciliated secretory cells when infected with

SARS-CoV-2 (Lee et al. 2020 ; Ravindra et al. 2020). Overall, when employing scRNA-seq,

both secretory and ciliated cells in general have been found to contain the highest fraction of

viral RNA and act as the main site of infected cells in humans as compared to other cell types,

further highlighting the need to investigate both as a potential mean to intervene against

COVID-19 (Chua et al. 2020 ; He et al. 2020 ; Ravindra et al. 2020).

1. COVID-19 Inflammation at the Single-cell Level

Numerous longitudinal COVID-19 studies have sought to better understand the

molecular pathophysiology of circulating immune cells during various stages of COVID-19. Yet

these studies have only derived findings based on single information levels by employing

techniques such as fluorescence-activated cell sorting to identify counts of specific cells.

However, a recent study employed scRNA-seq to dissect COVID-19 disease severity trajectory

by using a comprehensive and longitudinal approach with the support of multi-omics tools

(Bernardes et al. 2020). The integration of a chronological ranking system of disease trajectory

matched with multi-omics and systems biology applications has provided a powerful insight

into disease pathophysiology at the single-cell level (Bernardes et al. 2020). Biomarkers derived

from human single-cells can provide an early snapshot of disease trajectory from cells, towards

the tissue level. While past studies investigate human medicine at the tissue level, there is a

large-scale heterogeneity between cell-to-cell interactions that is controlled by various

molecular mechanisms which require further investigation through scRNA-seq (Rajewsky et al.

2020). Specifically, scRNA-seq is a high-resolution method that has the potential to characterize

the heterogeneity of individual cells over time, particularly during the course of infection where

results may be hidden while comparing host response at the population level (Cristinelli and

Ciuffi, 2018; Russell et al., 2018 ; Shnayder et al., 2018; Drayman et al., 2019; Wyler et al.,

2019; Zanini et al., 2018).
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When comparing host-specific transcriptional responses to a variety of respiratory

viruses in human cells, it is readily noted that SARS-CoV-2 has a virus-specific inflammatory

response as compared to other viruses (Blanco-Melo et al. 2020). Furthermore, scRNA-seq

analysis has specifically demonstrated that genes such as IFIT1/IFIT2 tend to be broadly

induced across most cell types, in contrast IFNB1 and IL6 have been assessed to be expressed in

specific subset of infected cells during SARS-CoV-2 infection (Wyler et al. 2021). Therefore the

application of scRNA-seq is not only a proven and promising technique within the realm of

biomedicine, but it can further bolster our understanding of precision changes in heterogeneous

populations by dissecting molecular mechanisms and further support our understanding in

COVID-19 disease pathophysiology. At present, human single-cells during COVID-19 infection

are studied at two levels: (1) as bronchoalveolar lavage fluid (BALF) which samples the

bronchioles and lung alveoli, thereby providing information on the lung microenvironment

(Liao et al. 2020) and (2) peripheral blood mononuclear cells (PBMC) which contain a

wide-range of circulating blood cells that are susceptible to pathogenic infection. When

investigating critical versus moderate cases through the lens of single-cell sequencing, it

becomes evident that lung injury and tissue damage leading to respiratory failure is derived

from individual cells which provoke inflammation (Chua et al. 2020). Overall, there is a great

need to untangle individual host cellular features during various disease trajectories to not only

predict severity outcome, but also to better define heterogeneous immune responses across

patient groups (Bernardes et al. 2020).

Generally, the spread of the virus within human cells (epithelial and immune cells) is

highly dependent on cytokine signaling, such as in the case for cell-to-cell interactions

(Branchett et al. 2019). It has been previously understood that once an immune cell is activated,

the host must destroy or remove the cell to prevent hyperactivation which can lead to additional

tissue damage overtime through autoinflammatory mechanisms (Tisoncik et al. 2012 ; Branchett

and Lloyd, 2019). It appears that in the case of severe lung injury linked to patients with

COVID-19 the immune system is rather hyperactivated and therefore not likely linked to the

inadequate clearance of viral infected cells (Mehta et al. 2020 ;  Wen et al. 2020). Specifically, it

appears quite likely that SARS-CoV-2 employs the strategy of hijacking the immune system of
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the host to disrupt homeostatic antiviral immunity, thereby provoking chronic inflammation that

is characterized by the aggregation of proinflammatory cytokines which eventually leads to

acute respiratory distress disorder (ARDS) in severe COVID-19 patients (Bost et al. 2021). It is

well-understood at the present that immune suppression of the host myeloid-derived cells,

especially monocytes and their expression of immuno regulatory features such as arginase-1 is

the hallmark of COVID-19 infection (Bost et al. 2021). Specifically, immune suppression of

both monocytes and neutrophils has been associated with severe or fatal clinical outcomes

across patients, highlighting a potential immunomodulating effect from COVID-19 (Bost et al.

2021). In terms of deciphering molecular mechanisms of COVID-19 in pathophysiology,

several studies have investigated the how stepwise patterns of disease (i.e from healthy to mild,

to moderate, to complicated, to severe) have demonstrated the underlying pathology of COVID

induced ARDS, respiratory failure, and in several unfortunate cases, death (Huang et al. 2020 ;

Zhou et al. 2020c). Through this analysis of COVID-19 severity it has become clear to identify

unique features of severe disease outcome. For example, ARDS during COVID-19 is unique as

compared to ARDS pathophysiology caused by infectious or physical damage to the lungs ;

individuals with ARDS derived from COVID have significantly higher amounts to cytokines

that are released into the peripheral blood, which is increased with disease severity (Li & Ma,

2020 ; Mehta et al. 2020). Furthermore, patients with severe cases of COVID-19 tend to have

plasma interleukin (IL)-6 which is approximately 10 to 40 times lower than in patients with

typical ARDS (Moore & June, 2020). Specifically, patients who are assessed to have adverse

clinical outcomes at a severe stages of SARS-CoV-2 infection can be assessed to have low

levels of lymphocytes in addition to great amounts and release of pro-inflammatory cytokines

such CXCL10 (IP-10), IL-6, IL-8, IL-10, tumor necrosis factor, and the C-C motif chemokine

ligand, thus leading to the name of “Cytokine Storm” (Chen et al. 2020b ; Huang et al. 2020;

Laing et al. 2020). This specific immune response can also be characterized by a SARS-CoV-2

infection signature at assessed by both T-cell and B-cell responses to the virus (Braun et al.,

2020; Grifoni et al., 2020; Long et al., 2020; Ni et al., 2020)

Sampling of PBMCs from patients of various levels of disease severity can provide a

wide-range of sample accessibility for studies to identify novel biomarkers that are predictive of
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disease (Bost et al. 2021). While single-cell sequencing of PBMCs is a tool to delineate the

effect of systemic infection upon the host immune system, there are some preliminary

limitations. For example, PBMC samples from COVID-19 patients generally lack viral RNA

reads or contain low amounts, thus creating a larger challenge to decipher the crosstalk between

host and pathogen (Bernardes et al. 2020; Chua et al. 2020 ; Xiong et al. 2020). Furthermore,

studying PBMCs to investigate disease severity does not allow for the consideration of the local

microenvironment during disease, as PBMCs are circulating. Therefore it is also useful to

employ BALF samples, due to the fact that SARS-CoV-2 does not only infect cells within the

lower respiratory tract, but the virus is also able to infect cells found in the pharyngeal region

(Huang et al. ; Chen et al. 2020a). Specifically, it is known that coronaviruses tend to infect

alveolar macrophages which highlights the dynamic role of the host cell-specific

immunometabolism during SARS-CoV-2 infection (Cheung et al. 2005 ; Deng et al. 2017 ).

Macrophages which are derived from proinflammatory monocytes tend to be abundant in

patients with severe COVID-19 when investigated with single-cell sequencing (Liao et al.

2020). These observations support past assessments that proinflammatory macrophage

microenvironments are indeed present during cases of severe COVID-19 during steady,

inflammation, and recovery pseudotimes (Bonnardel & Guilliams, 2018). BALF samples from

patients who are assessed to have a severe or critical state of COVID-19 infection typically have

a higher proportion of neutrophils and macrophages within the samples, in contrast there is a

lower proportion dendritic and T-cells in individuals with a moderate infection (Liao et al.

2020). Additionally, it was found that patients with critical cases of COVID-19 have a

significant loss of basal cells and a high increase of neutrophils as compared to controls (Chua

et al. 2020). Another cell-type of interest in COVID-19 infected BALF samples are epithelial

cells, which on average demonstrate a three times higher increase in the SARS-CoV-2 entry

ACE2 receptor as compared to moderate cases (Chua et al. 2020). In general, critical cases have

been observed to demonstrate far greater interactions when observing epithelial and immune

cells. Specifically, immune cells in severe or critical cases tend to have highly activated immune

cells with inflammatory macrophages which express CCL3, CCL20, CXCL1, CXCL3,

CXCL10, IL8, IL1B, and TNF (Chua et al. 2020). Additional studies have identified that
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patients with severe COVID-19 tend to have higher than average expression of IL-6 secreting

CD14/CD16 monocytes and a decrease of non-classical adaptive monocytes (Hadjadj et al.

2020 ; Schulte-Schrepping et al. 2020).

2. COVID-19 Immunometabolism

Human hosts and viruses are ultimately interconnected through host metabolic

machinery; this connection can be exploited to develop potential antiviral targets (Aller et al.

2018; Moreno-Altamirano et al. 2019 ; Renz et al. 2020). The interconnectedness and reliance

of viral metabolism upon humans is universal across most viruses and remains an active

discussion  with regards to the biological status of viruses as living organisms (Claverie, 2006 ;

Peters et al. 2020 ; Kanehisa et al. 2021). Specifically, viroids require the cellular enzymes of

the host for replication, further highlighting the need to better study host-associated cells as a

target to limit the production of new virions (de Wilde et al. 2015 ; Dirmeier et al. 2020). Once

virulence is initiated, several coronaviruses further regulate various host functions such as

immune response cell cycle and checkpoints, cell-to-cell signaling, and general metabolism to

develop an ideal environment for the replication of the virus (Perlman et al. 2009 ; de Wilde et

al. 2015 ; Dirmeier et al. 2020). This occurs when a virus hijacks various host-associated

cellular metabolic pathways including glycolysis, biosynthesis of nucleotides and lipids, thereby

further driving an ideal environment for the proliferation of viral replication (Thaker et al.

2019). Initial studies with other human coronaviruses, specifically the HCoV-229E have

suggested that increases or modifications in glycerophospholipids and fatty acid production in

infected host cells, as compared to non-infected (Yan et al. 2019). Lipid metabolism and the

regulation of this process is not only a specific pathway that may benefit from therapies, but

also is essential for viral replication in host cells (Yan et al. 2019).

At the single-cell level, a recent longitudinal study which investigated COVID-19

severity through multi-omics found that plasmablasts in patients with inflammation have a high

metabolic activity which could only be mitigated upon recovery (Bernardes et al. 2020). In

comparison, the authors also demonstrated that the metabolic activity of both memory and naive

B cells did not change between various disease trajectories (Bernardes et al. 2020 ; De Biasi et
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al., 2020; Kuri-Cervantes et al., 2020; Mathew et al., 2020; Stephens and McElrath, 2020).

Specifically, through the application of constraint-based metabolic modeling of single-cells

during COVID-19 infection it was found that plasmablasts during inflammatory COVID-19

were highly metabolically active and displayed metabolic increases in dicarboxylate and

glyoxylate metabolism, in addition to oxidative phosphorylation (Bernardes et al. 2020). In

addition, the study also identified a significant increase in metabolic pathways which regulate

the production of numerous amino acids such as alanine, glycine, isoleucine, leucine, serine,

threonine, and valine. On the opposite end, it was identified that glycolysis activity had a low

metabolic pathway abundance in during patients with hyperinflammation, this modification of

metabolic pathways became highly active once the patient reached a recovery phase (Bernardes

et al. 2020). These adverse metabolic pathways likely play a role in host immune response. For

example, it has been hypothesized that plasmablasts have the potential to modify host immune

response by acting as a nutrient sink and uptake these amino acids , such as in the case of other

viral infections (Vijay et al. 2020). Overall, these study highlight that immunometabolic

dsybiosis in plasmablasts and a variety of other cells during inflammatory COVID-19 infection

which impairs the metabolism of amino acids is a contributing factor to the onset of severe

COVID-19 (Bernardes et al. 2020).

3. Applying Metabolic Modeling Tools for COVID-19 Drug Targeting

Systems biology applications to biomedicine are becoming one of the most essential

tools in the fight against outbreaks. There is an urgent need for the scientific community to

understand the molecular mechanism underlying COVID-19 pathophysiology in relation to

systemic effects for the development of precision therapy options. As previously mentioned, it

is essential to analyze both the virus and host in tandem to better understand how infections

drive immunometabolism pathophysiologies to identify new targets based on metabolic changes

in cells that are infected with pathogens. Therefore there is value in improving the description of

disease heterogeneity to identify drug targets at the molecular level; this approach starkly differs

from classical reductionist approaches to drug discovery (Rajewsky et al. 2020 ; Yofe et al.

2020). Specifically, it is possible to identify novel targets for treatments by analyzing metabolic
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changes from infected host cells (Renz et al. 2020). For example, a variety of coronaviruses

have been identified to initially infect human macrophages and inhibit various antiviral

responses such as interferon-stimulated genes, thereby increasing the viruses potential to evade

the immune systems and induce pathogenicity in the host (Cheung et al. 2005) ; Deng et al.

2017; Huang et al. 2020 ; Chen et al. 2020).

Human immune cells such as macrophages are not applicable as dynamic models which

can replicate in vivo features. Specifically, it is challenging to model macrophage plasticity,

biologically this cell is able to fine-tune and diversify responses to promote crucial functions

during pathogen infection to maintain homeostasis (Li et al. 2019). This plasticity is generally

essential to generate heterogenous macrophage populations with diverse phenotypic complexity.

Therefore there is a need to employ GEMs that integrate both humans and viruses to identify

antiviral targets in numerous diseases caused by Chikungunya, Dengue, and Zika (Aller et al.

2018). The study integrated presently known targets of antiviral drugs as a confirmation,

thereby demonstrating the potential of metabolic models to not only identify new targets, but

also verify presently known targets (Aller et al. 2018).

In a recent study, Renz et al. simulated a human genome-scale metabolic model that was

infected with SARS-CoV-2 (Renz et al. 2020). The authors employed a previously published

alveolar macrophage from Bordbar et al. due to the fact that coronaviruses tend to infect this

specific cell in humans (Cheung et al. 2005 ; Bordbar et al. 2010 ; Deng et al. 2017 ). In order to

identify potential antiviral therapies for the host-virus model, the authors developed a novel

virus biomass objective function for SARS-CoV-2 to investigate amino acids, energy

requirements, and nucleotides that are relevant to viral replication in the host cell (Aller et al.

2018 ; Renz et al. 2020). The study identified that SARS-CoV-2 negatively impacts host cell

metabolism disrupting the purine biosynthesis pathway, which the virus uses for replication.

Specifically, the authors identified guanylate kinase to be an important target,  during the

author’s analysis of the metabolic flux distribution, it was found that knocking-out of this gene

reduced viral replication to almost 0, without negatively impacting the energy requirements of

the host (Renz et al. 2020). However it should be noted that this approach is significantly
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limited as metabolic models do not include information that may be relevant to host infections,

such as cell-to-cell recognition for immune response, the production or release of lipids, or viral

entry (Timm & Yin, 2012).

While there are numerous limitations with the reconstruction and use of genome-scale

metabolic models for studying COVID-19, a recent longitudinal study investigating the

metabolism of patient derived cells during COVID-19 infection demonstrated unique

phenotypes. Primarily, the study identified stark changes in both energy and amino acid

metabolism in specific cells during COVID-19 by employing novel tools to capture homeostatic

metabolic functions to use for metabolic model reconstruction (Bernardes et al. 2020 ; Joshi et

al. 2020). This study and others have supported evidence that reduced energy availability

through the impairment of glucose metabolism may lead to not only the overshuttling of glucose

to antibody glycosylation, thereby promoting the metabolic exhaustion of a wide-range of cells,

thereby bolstering the effects of severe COVID-19 (Corcoran and Nutt, 2016; Bernardes et al.

2020 ; Hoepel et al., 2020; Larsen et al., 2020). Metabolic modeling of specific cells during

COVID-19 disease has supported that hyperinflammatory states likely provoke cells towards a

metabolic shift to increase pyruvate metabolism, thereby promoting glycolysis (Bernardes et al.

2020). This metabolic change may be the molecular mechanisms underlying the hallmark

thrombosis symptoms in patients; glycolysis in cells typically sensitizes platelets and promotes

activation and aggregation (Nayak et al. 2019).
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B. Recurrent Urinary Tract Infections (Microbial Communities)

In the following section, details are presented which investigate our current

understanding of microbial communities of the urinary tract, numerous excerpts were acquired

from the published manuscript “Recurrent Urinary Tract Infections: Unraveling the

Complicated Environment of Uncomplicated rUTIs” by Josephs-Spaulding et al. (2021).

Specifically the literature which discusses the microbial communities of the female urogenital

tract, host-microbial interactions preceding urogenital infections, dietary exposures and

metabolism which underlie UTIs, and approaches on how to better interpret urogenital

infections through the lens of systems biology are included in this manuscript. Furthermore,

figures and tables from the aforementioned manuscript are again presented in this dissertation to

support the theme of precision medicine and in silico modeling. Overall, the published

manuscript seeks to improve the present understanding of UTIs as a complicated environment

which is constrained by numerous host-factors. By studying UTIs as not one of the most

common infections, but rather as a patient-specific disease, the manuscript presents an avenue to

explore UTIs through a holistic and systems view which applies ecological principles to

improve treatment of UTIs and further human diseases. My contribution to this manuscript

included conceptualizing the manuscript idea, writing the manuscript, preparing all

tables/figures, and acting as the corresponding author during the submission of the publication.

For further information on this publication, please refer to the attached citation of the

manuscript, specific remarks on the contribution of each author is detailed further in the

manuscript.

Citation: Josephs-Spaulding J, Krogh TJ, Rettig HC, Lyng M, Chkonia M,

Waschina S, Graspeuntner S, Rupp J, Møller-Jensen J and Kaleta C (2021) Recurrent

Urinary Tract Infections: Unraveling the Complicated Environment of Uncomplicated

rUTIs. Front. Cell. Infect. Microbiol. 11:562525. doi: 10.3389/fcimb.2021.562525
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Recent advances in DNA and RNA sequencing contradicts prior assumptions that

human urine is sterile; instead it harbors a unique microbiome with ecological interactions in

health and disease (Wolfe et al., 2012; Hilt et al., 2014; Alteri and Mobley, 2015; Whiteside et

al., 2015; de Vos et al., 2017; Aragón et al., 2018). As the physiological role of the bladder is to

store nutrients and waste products in the form of urine, healthcare practitioners must consider

the unique metabolism of bladder-associated microbial communities within this niche

(Subashchandrabose et al., 2014; Alteri and Mobley et al., 2015; Conover et al., 2016; Horsley

et al., 2018; Martín-Rodríguez et al., 2020). More so, with the emergence of pathogens that are

resistant to first-line antibiotics, there is a pressing need to reinterpret uncomplicated UTIs, as

an ever-changing and complicated pathology in humans (Mediavilla et al., 2016; Zilberberg et

al., 2017). With the development of novel systems biology approaches and next generation

methods, new viewpoints of UTIs and human-associated infections are being uncovered.

Most recently, the American Urological Association estimates that 150 million UTIs

occur worldwide annually and cost up to $6 billion USD in healthcare costs (Flores-Mireles et

al., 2015; AUA, 2020). This has led to the misapplication of antibiotics, likely resulting in

long-term effects upon the interconnected gastrointestinal tract, vagina, and general urinary

system (Kostakioti et al., 2012; Bartoletti et al., 2016; Nielsen et al., 2016; Gottschick et al.,

2017; Thomas-White et al., 2018). Uropathogenic Escherichia coli (UPEC) primarily causes

UTIs and is isolated from approximately 80% of patients (Flores-Mireles et al., 2015). Other

pathogens such as Enterococcus faecalis, Klebsiella pneumoniae, or Proteus mirabilis can also

be isolated from UTI patients (Abat et al., 2015; Thänert et al., 2019). UTIs begin at the urethra,

colonize the bladder, and ascend to the kidneys through a multitude of mechanisms such as

evading host protective factors or inhibiting host immunoglobulin A transport (Rice et al., 2005;

Ashkar et al., 2008). The primary microbial strain causing the rUTI may originate from new

colonizers deriving from various environmental reservoirs such as: a sexual partner,

contaminated foods, or fecal/gut contamination of the urinary tract (Scholes et al., 2000;

Nordstrom et al., 2013; Foxman, 2014; Gilbert et al., 2017; Thänert et al., 2019). While strains

which initiate infection may cause a rUTI relapse, it is suggested that the initial infection caused

by one UPEC strain primes the bladder for a new strain (or slightly similar) within several
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hours, which is diagnosed by two separate cultures over a period of six months (Andersen et al.,

2012; Luo et al., 2012; Schreiber et al., 2017; Anger et al., 2019). Specifically, uncomplicated

UTIs are acute infections of urinary tracts without anatomical or physiological defects that

would make a patient more susceptible to initial urinary tract infections (Hooton, 2012). Women

are significantly at a higher risk for contracting a UTI as compared to men. Previous reports

suggest that one-third of all women under the age of 26 will experience a UTI and 50% of those

women will experience a subsequent UTI episode (Foxman, 2002; Brumbaugh et al., 2013).

As knowledge in modeling the fine-scale and dynamic changes in biological organisms

increases, the context of personalized treatment strategies must also update with observations in

molecular systems biology and microbiome sciences (Thiele et al., 2013; Thiele et al., 2020).

Ideally, this includes withdrawing from reductionist approaches to diagnose UTIs and moving

towards models that input multiple human data sources to create patient-specific models to

characterize infection in a holistic view. Overall, our understanding of both host-microbiome

interactions and rUTI pathophysiology elicits an update to the present concept of infection

biology by redefining infectious diseases through a modern lens.

1. Microbiota of the Female Urogenital Tract

A culturable urinary tract microbial community exists within healthy individuals (Hilt et

al., 2014). Specifically, the urobiome has been hypothesized to shift both microbial abundance

and predicted metabolic pathways associated with various patient-specific urological

morbidities or infections (Shoskes et al., 2016; Aragón et al., 2018).  The urine of healthy

females is characterized by the presence of Corynebacterium, Lactobacillus, Staphylococcus,

and Streptococcus that tends to fluctuate abundance during periods of health and disease (Fouts

et al., 2012; Aragón et al., 2018). Additionally when assessed by microbiome sequencing, it has

been found that female urinary tract samples mainly consist of organisms from the phyla

Actinobacteria (Actinomyces & Arthrobacter) and Bacteroidetes (Bacteroides), which are

typically absent from their male counter parts (Lewis et al., 2013). More so, E. coli is readily

cultured from 91% of healthy women and only 25% of men, highlighting a stark difference in E.

coli that is cultured as a residential bacteria from the female urobiome (Ipe et al., 2013).

33



When assessing cohorts by age, it becomes clear aging affects normal physiology and

disease types (Irizar et al., 2018). Specifically a core female urine microbiota which parallels

aging and age-related morbidities was identified and is manifested as asymptomatic bacteriuria

(Lewis et al., 2013). In the case of patients with so-called asymptomatic bacteriuria, E. coli

typically acts as symbionts (Godaly et al., 2016). Therefore, unnecessary and excessive

application of antibiotics to “treat'' asymptomatic bacteriuria in differing age groups leads to

long-term consequences by depleting the resilient urinary system’s microbiota, thus driving an

increased prevalence of multidrug resistance (MDR) pathogens within the urinary tract across

patients (Cai et al., 2015; Ipe et al., 2016; Zilberberg et al., 2017). This suggests that the

definition of UTI diagnosis: ‘the detection of a pathogen from not being sterile during all

periods of health’. The dynamic exchange of microbiota, between the vagina and urinary tract

illustrates a complex environment which is dependent on microbial composition. Probiotic

strains of Lactobacillus (L. crispatus, L. gasseri, L. iners, and L. jensenii) that are the dominant

bacteria of the vagina are demonstrated to repel or suppress non-native pathogens in

environments through the production of secondary metabolites and control of environmental pH

(Mirmonsef et al., 2014; Brubaker and Wolfe, 2017; Tachedijian et al., 2017; O’ Hanlon et al.,

2019). Specifically, recent metagenomic sequencing of both the female urinary tract an vagina

have highlighted highly similar microbiota between both systems such as E. coli, Lactobacillus

spp. and Streptococcus anginosus suggesting a degree of cross-talk between both environments

(Thomas-White et al., 2018). These findings suggest a dynamic continuous interplay between

beneficial commensals and invasive pathogens (Vodstrcil et al., 2017). For example, loss or

depletion of one species of Lactobacillus spp. leads to other organisms invading the previously

occupied niche (van de Wijgert et al., 2014). More so, loss of commensal microbial

communities consisting of probiotic strains likely leads to dysbiosis and an increased risk for

UTIs, rUTIs, or infections from other bacteria and viruses (Sewankambo et al., 1997; Martin et

al., 1999; Lamont et al., 2011; Stapleton et al., 2011; Gilbert et al., 2017). While microbial

dysbiosis is a known mechanism underlying bacterial vaginosis, it remains unknown how

dysbiosis of microbial communities impacts the urinary tract (Zozaya et al., 2016; Liu et al.,

2017).
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While microbiota of the host urogenital system are ultimately connected, microbiota can

also be shared between the urogenital systems of two hosts.Interestingly, microbiome studies of

patients with bacterial vaginosis highlighted a shared microbiome between the penile/urethral

microbiota and vaginal microbiota (Zozaya et al., 2016). Specifically, penile-vaginal sex is the

primary driver for the sexual exchange and increase of G. vaginalis in individuals with or

without bacterial vaginosis (Vodstrcil et al., 2017). Furthermore, the increased presence of G.

vaginalis in tandem with biofilm-producing communities drives an intense competition for

resources, leading to a decreased presence of Lactobacillus spp. and an increased risk for

acquiring urogenital infections (Machado et al., 2013). This loss of Lactobacillus spp. shifts the

host vagina towards a more alkaline environment to include more diverse microbial

communities such as Anaerococcus, Atopobium, Bacteroides spp. Gardnerella, Mobiluncus spp,

Mycoplasma, Peptoniphilus, Peptostreptococcus spp. Prevotella, and Streptococcus that is

found in patients with bacterial vaginosis (Lamont et al., 2011; Ravel et al., 2011; Mirmonsef et

al., 2014; Onderdonk et al., 2016).

2. Host-Microbial Interactions Leading to UTIs

Gut microbiota play a unique role in the hypothetical fecal-perianal-urethra transmission

route:fecal-associated microbiota can contaminate patient urine during a UTI (Yamamoto et al.,

1997; Jantunen et al., 2001; Paalanne et al., 2018). Microbiome sequencing of human feces

revealed that high abundance of either Escherichia or Enterococcus is a risk factor for

bacteriuria and symptomatic UTIs (Magruder et al., 2019). While previous evidence suggested

that women with E. coli UTIs have a different strains in the urine and gut; Magruder and

colleagues observed that E. coli strains between the gut and urinary tract are closely related,

further supporting the hypothesis of a gut microbiota-UTI axis (Bahadori et al., 2019; Magruder

et al., 2019). Interestingly, a study investigating genomic diversity of UTI patients between

urine and feces strains observed two major patterns: the first case being that rUTIs are caused

by the same strains and the opposite, there is a rapid and complete overtake of the bladder

environment by another strain (Chen et al., 2013). These studies highlight the remaining lack of

clarity in developing theories to describe the origins of gut-associated UTIs. Furthermore, all
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present studies lack longitudinal data that would be useful in describing potential reservoirs that

link gut microbiota changes before and after the onset of uncomplicated UTIs (Chen et al.,

2013). With these observations in the interconnected urogenital ecosystem, we can begin to

decipher ecological interactions and control mechanisms between hosts and microbes, which

drive changes in microbiota composition. For example, Thänert et al. (2019) deciphered the

core genomic relatedness among E. coli, suggesting that E.coli is well-adapted to transit

between various environments within a host, such as between the human gut and bladder. For

example, in a study investigating pairwise interactions from patient fecal-associated E. coli and

UTI E. coli, the authors identified unique mutations for virulence and nutrient-uptake in

addition to proteins for biofilm formation, these factors are necessary for transition between the

gut and urinary tract (Nielsen et al., 2016). Figure 2 describes the normal female urogenital

microbiome during health and how gut-associated pathogens transit to both the bladder and

vagina during dysbiosis.
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Figure 2: Microbial crosstalk in the gut-urogenital axis. The healthy or asymptomatic gut, vagina, and bladder microbiome is stable

across individuals conditions. These microbiota protect their host-associated niche from foreign pathogens by controlling abiotic factors and

outcompeting potentially invasive microbiota. Microbial dysbiosis and an adverse environment disrupts host homeostasis through various

mechanisms such as: poor hygiene, metabolic changes (menopause, metabolic diseases, etc.), exposure to environmental metals or antibiotics,

and consumption of food-borne pathogens. This allows for microbiota to transit between the perianal-urogenital pathway and in turn shapes other

microbial communities towards dysbiosis and predisposes individuals to UTI pathophysiology.
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A different aspect of the microbial reservoir route was revealed when Gottschick et al.

(2017) hypothesized that the bladder and urethra have distinct microbiotas, in comparison to the

vagina. It was found that abundant bacteria of the vaginal fluid from bacterial vaginosis patients

were also increased in the urine. This suggests that biofilms in the urine persist for extended

times as a reservoir for recurrent bacterial vaginosis infections (Gottschick et al., 2017). More

so, this study highlights the need to clarify the underlying crosstalk and mechanisms of

microbiota transition between the urethral and vagina. For example, it is understood that

uropathogenic strains rapidly form biofilms to rapidly grow in human urine, as compared to

other gut-associated E. coli strains (Anderson et al., 2003; Justice et al., 2004; Forsyth et al.,

2018) (Figure 3). This evidence points to a major question: is there a microbial reservoir for the

initial contamination and recurrence of UTIs? If so, what mechanisms is UPEC employing to

invade the urinary tract when transiting from the gastrointestinal tract?

Urine is the primary source of information for identifying UTIs in patients. Analytical

chemistry techniques use urine to detect biomarkers, such as excreted metabolites from

pathogens (Smart et al., 2019). Specifically, urine is a waste product from various metabolic

end-points of secondary metabolism whose concentration is determined by an individual’s diet,

lifestyle, and a variety of other environmental factors (Bouatra et al., 2013; Playdon et al., 2016;

Tang, 2017). With regards to sex, the urine of females generally contains greater quantities of

citrate, but not as much calcium or oxalate as males (Ipe et al., 2016). These metabolic

differences likely favor a cohort of specific microbes which thrive in these niches. A large-scale

multi-experimental mass spectrometry study of human urine samples was conducted to create

the database of “The Human Urine Metabolome” to identify 2651 different metabolites and

unique ionic species in healthy human urine (Bouatra et al., 2013). Overall, this study

preliminary assesses the diversity of the urine metabolome in healthy humans and can be useful

to predict metabolites which predisposes individuals to UTIs. However, there is a lack of data

detailing the metabolic state of urine in various pathophysiologies and lack of knowledge

regarding biomarkers that may predispose patients to various infection outcomes.
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Figure 3: Antimicrobial stress drives E. coli virulence of the urogenital tract. (A) Commensal microbiota are associated with

a healthy normal human urothelium and protect the host from invasive pathogens. (B) An initial course of antibiotics enforces bacteria to express

flagella, type 1 pili, and adhesin proteins to attach and colonize the urothelium. (C) Continued antibiotic exposure eliminates commensal bacteria

and surviving microbiota exposed to this stressor become resistant. Invasive bacteria begin to express virulence genes to colonize and replicate

within tissue. (D) Following replication, intracellular bacteria communities are formed and antibiotic resistant biofilms become matured.

Continued exposure to stressors such as antibiotics allows for the emergence of pathogenic, MDR biofilms, which underlines recurrent chronic

UTIs of the host.
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3. The Role of Dietary Exposures and Metabolism in rUTIs

Urine is a hostile environment for most bacterial species due to a pH range of 5.5 to 7,

with an average of 6.2 (Rose et al., 2015). This biofluid is a patient-specific excretion

containing a metabolomic profile, strongly dependent on health or disease (Beger et al., 2016).

Advances in quantitative mass spectrometry have enabled the identification of specific

metabolites as biomarkers of infections or inflammation. For example, a study identified unique

biomarkers of UPEC-specific UTIs by identifying an increased ratio of acetic acid to creatinine

and trimethylamine concentration in urine (Lam et al., 2014). While traditional methods such as

a urine dipstick urinalysis have a variable sensitivity of 68 to 88% across different patient

groups, employment of mass spectrometry was found to have a 92% true positive predictive

value to diagnose urinary tract infections (Devillé et al., 2004; Lam et al., 2014). Table 1

illustrates directional changes in microbial abundances of the urinary tract associated with

disturbances in host-metabolism. Microbiota adapt and uptake various energy sources from the

host diet, likely leading to modifications of urine composition and metabolic profile (David et

al., 2014; Playdon et al., 2016; Thiele et al., 2020). Generally, high quantities of glucose in the

urine tends to favor bacterial growth and eventually a UTI (Wilke et al., 2015). For example E.

faecalis is able to grow in urine containing greater concentrations of glucose and has enhanced

recurrent biofilm formation potential, primarily in diabetic patients (Pillai et al., 2004). Such

environments exacerbate the development of pathogenesis in patients who are affected by

metabolic disorders.
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TABLE 1: Microbial changes of the urogenital tract are linked to host metabolic

dysregulation. Various comorbidities directly impact the urogenital microbiome by inducing metabolic

changes that are host-associated. These metabolic changes directly impact microbes of the urogenital

tract by either reducing beneficial bacteria such as Lactobacillus spp. Or increasing the presence of

pathogenic bacteria such as E. coli E. faecalis.

Table 2: Uropathogenic uptake of various metals incite virulence in host

urothelium. Various uropathogenic bacteria utilize various genes to lyze and acquire host-associated

metals such as Fe or Cu. By lysing and acquiring host biological metals, uropathogens can increase

virulence and fitness through a wide-range of mechanisms.
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Metals and their ions play major roles in human health and disease through electron

exchange or redox reactions, thereby promoting cellular stress through reactive oxygen species.

Chronic dietary exposure to metals in the food-chain has the potential to negatively impact

human health, leading to a variety of nephron- and urinary-tract associated diseases (Zhao et al.,

2017; Xu et al., 2018; Yen et al., 2018). Excessive exposure to dietary metals eventually reach

the kidneys and bladder causing pathologies; heavy metals are also taken up by various

microbiota to incite host infection (Subashchandrabose et al., 2014; Habibi et al., 2017; Hyre et

al., 2017; Zhang et al. 2019). Therefore, interpretation of rUTIs must be updated to include the

possibility that metal exposure from inhalation, diet, and cosmetics are potential risk factors for

UTIs onset and recurrence (Table 2). Table 2 additionally describes uropathogenic mechanisms

of siderophores and other transport mechanisms to acquire free metals from hosts, to elicit

behaviors to colonize the urothelium. On the other hand, mitigation of urinary levels of heavy

metals may prove to be an alternative treatment to rUTIs by depriving pathogens use of

essential metals or nutrients in comparison to antibiotic usage (Subashchandrabose and Mobley,

2015; Bauckman et al., 2019).

Free iron (Fe) is necessary for most biological processes such as cellular respiration,

DNA replication, and oxygen transport via hemoglobin. Therefore, there is an intense

competition between the host and pathogens for Fe in which Fe deprivation from uropathogens

may be a primary mechanism to mitigate virulence (Subashchandrabose and Mobley, 2015;

Bauckman et al., 2019). For E. coli pathogenesis, invasion and disruption of the host urothelium

to increase the availability of free Fe2+/Fe3+ is essential to initiate and maintain virulence (Gao et

al., 2012). This occurs through the promotion of the UPEC toxin 𝛂-hemolysin, which ruptures

and degrades host membranes to promote hemoglobin release, thereby promoting bacterial

growth and virulence (Dhakal and Mulvey, 2012). UPEC opportunistically adapts to Fe

abundant conditions by increasing the expression of siderophores, to scavenge environmental

metals (ireA, irp-2, iucC) (Zhao et al., 2009; Shields-Cutler et al., 2015). Additionally, the

induction of evolved virulence genes (chuA, fepA, fyuA, iroN, iucA, iutA, and sitA) are required

for Fe uptake and transport systems to incite UPEC virulence mechanisms (Subashchandrabose

and Mobley, 2015; Khasheii et al., 2016; Habibi et al., 2017; Tang et al., 2018). Siderophore
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biosynthesis and Fe acquisition from the host-environment allows UPEC to promote

asymptomatic growth by overexpressing genes for growth, fitness, and colonization (Watts et

al., 2012). Uptake and use of metals by uropathogens enforces an environmental niche for

invasive microbiota to resist natural and artificial stressors, thus leading to persistent host

infections (Hancock et al., 2007; Subashchandrabose and Mobley, 2015; Ipe et al., 2016).

During UPEC-associated UTIs, copper (Cu) levels in the urine are elevated and play an

underappreciated role in UTI pathophysiology (Subashchandrabose et al., 2014). Bacterial

Cu-associated virulence is not as common as Fe-associated virulence in UTIs, though it is still

observed in numerous organisms. The micronutrient Cu is necessary for a variety of aerobic

organisms such as bacteria, fungi, plants, and animals by supporting metabolic processes

through the maintenance of proteins and metalloenzymes; conversely, the interaction of Cu ions

and free oxygen radicals can damage proteins (Festa and Thiele, 2011). Hyre et al. (2017)

demonstrated that the gain or loss of electrons of Cu through oxidation-reduction reactions

constitutes an active host response mechanism to infections with UPEC, Klebsiella pneumoniae,

and Proteus mirabilis. Ceruloplasmin, a transport protein for Cu, serves as a molecular source

for Cu in the urine (Hyre et al., 2017). This molecular mechanism can be observed in clinical

patients who are affected by Menkes disease, a lethal hereditary disorder of Cu metabolism

leading to Cu deficiency (Tümer and Moller, 2010). Consequently, those with this Cu deficiency

are especially prone to developing rUTIs (Kim et al., 2019). In contrast, recent studies

demonstrate that host-mediated mobilization of Cu into the urinary tract during UTIs occurs,

this illustrates a potential novel approach to reduce bacteria which rely on Cu-virulence within

the urinary tract (Hyre et al., 2017).

4. Exploring the Urinary Tract Environment With Systems Biological Approaches

The following represents recent advances in next-generation models and methods to

examine UTI pathomechanisms. These methods reach endpoints that cannot be typically

achieved through traditional in vivo or in vitro models. To understand the underlying

environmental mechanisms which control host invasion, these methods are useful to develop

novel treatment strategies for rUTIs. To achieve precision treatment options for UTIs, the
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application of next-generation sequencing, genome-scale metabolic modeling, and the

development of novel microfluidic or stem cells technologies to mimic the bladder is needed

based on patient specifics, rather than generalizations. These next-generation methodologies

foreshadow a future for treating UTIs from an ecological and systemic perspective, rather than

through reductionist approaches. These examples bolster the argument for a necessary

adjustment towards clinical diagnosis of infections and progression of host-specific diseases.

E. coli are flexible microbes that thrive in various niches and environments by tuning

gene expression. These modifications allow E. coli to rapidly adapt to stressful environments for

successive colonization during environmental stressors, like antibiotic exposure, to incite host

pathogenicity (Schwartz et al., 2016; Erickson et al., 2017). While details of UPEC function in

human urine exist, there is a lack of consistent information about UPEC acclimation to a rapidly

changing environment (Hagan et al., 2010; Sintsova et al., 2019). Assessing UPEC gene

expression from patients becomes convoluted due to patient-specific host factors which may

induce various bacterial genes, bacterial behavioral responses, and gene expression in differing

host environments (Subashchandrabose et al., 2014; Schreiber et al., 2017). Furthermore, a

recent study which employed UPEC strains from humans, compared pathogenesis mechanisms

from humans in mice and found a similar gene expression pattern associated with metabolic

machinery (Frick-Cheng et al., 2020).The complexity to assess human UPEC infections requires

updating and clarifying definitions of bacterial virulence in heterogeneous human patients for

optimized precision health outcomes (Mobley 2015). This aspect of biology underlies the

deepening complexity of systems-oriented interaction needed to understand patient-specific

disease outcomes.

Presently, the “Tolerome” describes transcriptome-level information detailing E. coli

tolerance and resistance response to over 89 different stressful conditions (Erickson et al.,

2017). Understanding the Tolerome and environmental stress response of uropathogens at a

global transcriptomic level can enable a realistic understanding of the functions underpinning

microbial colonization in urine. The undertaking of this study translates to 56263 events of up-

or down-regulation in 5049 different genes (Erickson et al., 2017). Comparative studies of this
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nature can further elucidate unique bacterial signatures of microbial communities necessary for

maintaining physiological equilibrium in human hosts. For example, global pathogenic

transcriptional responses are potential biomarkers of infection. For example, a recent study by

Sintsova and colleagues (2019) identified a novel and universal transcriptional response which

controls various transcriptional regulators, thus driving rapid growth of UPEC during infection.

While these studies assess E. coli response to various known or stable environments,

investigations of rapidly changing environments is not well understood. E. coli response to

environments is not well-characterized (i.e during dynamic disease processes and

pathophysiologies), there is a need to quantify microbial communities phenotypic reactions to

host-specific perturbations and interpret how these changes impact human health or disease in

real-time.

Shotgun metatranscriptomics profiles the transcriptome of all present strains of a

microbial community in an environment and their functions (Shakya et al., 2019). While

metagenomic sequencing provides information on the assembled genome and potential genes of

organisms which comprise microbial communities, it cannot provide real-time information on

the functions or metabolic diversity of these communities (Mick and Sorek, 2014). More so,

while metagenomics can identify active or inactive microbial members of a community, it does

not provide much information towards the function of a microbial community like

metatranscriptomics (Brown et al., 2017; Shakya et al., 2019). While metagenomics can provide

information on all functional possibilities of the microbiome, metatranscriptomics provides a

snapshot of the present infection state of the patients. Particularly, application of

metatranscriptomics deciphers both function and diversity of microbial communities in

responsive and non-responsive individuals. Further advances in next-generation sequencing has

led to the development of scRNA-seq of microbial communities as a novel approach to

elucidate functional interactions among microbial species, mixed microbial communities, and

within the host-associated microbiome (Lloyd et al., 2018; Imdahl et al., 2020; Kuchina et al.,

2021). While scRNA sequencing for microbial communities is developing, metatranscriptomics

is becoming readily available to identify present organisms in microbial communities from

human samples in tandem with microbe-specific gene expression changes host responses

45



(Shakya et al., 2019). Metatranscriptomics was applied to study the vaginal microbiota during

bacterial vaginosis, following antibiotic treatment (Deng et al., 2018). Subjects were divided

into responsive and non-responsive groups to identify potential mechanisms underlying

response to the drug. The authors observed that G. vaginalis upregulated CRISPR-Cas genes as

a stress response to mitigate DNA strand breakage from metronidazole by inducing DNA repair

mechanisms. Female patients colonized by G. vaginalis with this unique change in gene

expression were shown to be non-responsive to antibiotic treatment. Overall the observations

from this study cast doubt on previous assumptions regarding microbial communities and

pathogenesis progression. Metatranscriptomics for assessing the functional roles of diverse

microbial strains in various environmental conditions of humans is growing in the literature

(Shakya et al., 2019). But to date, metatranscriptomics has not been applied to urine or patient

samples with UTIs in vitro or in vivo. Application of metranscriptomics for the bladder

microbiome would clarify perspectives of not only the microbiota occupying the bladder, but

also their community interactions in respect to UTI pathophysiology.

Organisms adapt their metabolism to maintain homeostasis in ideal or adverse

environments by selecting either rapid growth or resistance phenotypes (Ewald et al., 2017).

Specifically, the metabolic flux of prokaryotes dynamically adjusts during growth alterations,

thus optimal adaptation of protein production depends on pathway expression that constrains or

allows growth (Bartl et al., 2013). Fulfillment of metabolic requirements to maintain

physiological balance is a strategy employed by pathogens in rapidly changing environments to

thrive or survive (Wessely et al., 2011). Depending on required response time, E. coli employs

transcriptional or post-transcriptional mechanisms to regulate metabolic pathways for stress

adaptation (Wessely et al., 2011). Identification and understanding of stress-response regulatory

networks illustrates the role of environmental sensing and non-genetic changes in the emergence

of disease phenotypes or MDR in pathogens. During this phase, the rapid acclimation of

bacteria can be exploited to innovate treatment options for infectious human diseases (Conover

et al., 2016).
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By assessing the remarkable flexibility and diversity of differentially expressed genes

between different stressful conditions, we can decipher UPEC adaptation towards colonization

and persistence within differing human hosts (López-Maury et al., 2008). Transcriptional

responses to various environmental cues are understood, less is known about UPEC response to

heterogenous humans with regards to UTIs (Erickson et al., 2017). Furthermore, transcriptional

changes that are host-pathogen specific may not be readily replicated in biological experiments,

due to complexities when attempting to control specific environments. Thus, the application of

genome-scale metabolic models for uropathogens which predicts an organisms’ transcriptional

and metabolic changes when primed by environmental stresses is a promising approach to

unravel the complexities pathophysiology and predict treatment strategies to prevent or

intervene against rUTIs (Józefczuk et al., 2010). The mapped genomes of various wild-type and

mutant E. coli strains have been defined and applied to predict or engineer various metabolic

capabilities through reconstruction of constraint-based genome-scale models. Modeling

metabolic systems has been constantly updated since the original metabolic network

reconstruction of E. coli in 2000 (Edwards and Palsoon, 2000; Orth et al., 2011; King et al.,

2015; O’Brien et al., 2015). Genome-scale metabolic modeling is useful for creating

genome-wide transcriptional networks to illustrate transcriptional response to various

environmental stresses. By integrating both transcriptomics and metabolomics to identify

conserved responses for various environmental stressors, such as oxidative stress, acid, cold,

heat, and shifting glucose to lactose in media which are necessary for the maintenance of

homeostasis (Józefczuk et al., 2010; Seo et al., 2015; Du et al., 2019). Application of

genome-scale metabolic models that incorporate environmental stressors provides inspiration to

interpret uropathogenic transcriptomes which are associated with chronic infections.

In silico community metabolic models of microbiota provide valuable insights into the

ecological interactions within a microbial consortia. In brief, metabolic models of microbial

species are constructed based on the organism’s annotated genome sequence. Enzymes, for

which genes were predicted, are assigned to reactions, which the enzymes can catalyze. By

connecting the individual reactions to a metabolic network, in silico representations of the

organism’s catalytic capabilities allow predictions of metabolic phenotypes, for instance
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environmental context-dependent growth rates, nutrient utilization, and metabolic by-products

release (O’Brien et al., 2015). Through the use of gene expression data, sets of reactions from

an organism’s metabolic network can be limited to represent the current experimental condition.

Models of community metabolism are constructed by connecting species-specific models and

allowing the exchange of metabolites between cells as well as the competition for shared

resources. To our knowledge, there are no applications of community metabolic models of the

urinary tract microbiome, the results of this dissertation will present the first one. The rationale

behind such models is that microorganisms not only adjust their metabolism in response to

abiotic stresses and chemical composition of the environment, but also depend on the presence

or absence of other microbial cells in their vicinity (Klitgord and Segrè, 2011).

In systems medicine, these models are applicable to generate hypotheses of factors that

promote ecosystem colonization with a potential pathogen. Thereby providing potential

treatment options, as well as prevention strategies against resistant pathogens. Thus with the

growing appreciation of the role of the urinary tract microbiome in rUTIs, in silico models of

community metabolism could potentially expand clinical understanding of rUTI

pathophysiology and foster the development of novel therapeutic strategies to target the

urobiome specifically.
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C. Parkinson’s Disease  (Host-Microbiome)

In  the following section which details our present understanding of how our

gut-associated microbiome interacts with heavy metal toxicants in the onset of Parkinson’s

Disease. Specifically, the manuscript was co-written by Ms. Forero-Rodriguez and I, the

first-authors of this study, seeks to answer how our gut microbiome acts as a friend or foe in

initiating or preventing neurodegeneration. Numerous excerpts from the next presented section

are acquired from the submitted manuscript “Parkinson’s Disease and the

Metal-Microbiome-Gut-Brain Axis: A Systems Toxicology Approach” by Josephs-Spaulding

& Forero-Rodriguez et al. (2021). While the literature surrounding the role of environmental

microbes and their interactions with heavy metal bioremediation is sizable, there is a lack of

studies which investigate the role of human-associated microbiota duringin metal sequestration.

Furthermore, figures and tables from the aforementioned manuscript are again presented in this

dissertation to support the overall theme of precision medicine and in silico modeling. Overall,

the submitted manuscript seeks to connect the literature and present understanding of

neurodegeneration as a disease that is driven by environmental metals and can be mediated by

the host-associated gut microbiome. By studying PD as not simply a genetic disease, but rather

as a patient-specific disease, the manuscript presents an avenue to explore PD through a holistic

and systems view which applies the lens of systems toxicology to develop and bioremediate

individuals who are in a cycle of chronic inflammation and neurodegeneration. My contribution

to this manuscript included conceptualizing the original manuscript idea, writing the manuscript

and preparing all tables/figures with Ms. Forero-Rodriguez, and acting as the corresponding

author during the submission of the publication. For further information on this publication,

please refer to the attached citation of the manuscript, specific remarks on the contribution of

each author is detailed further in the manuscript.

Citation: Forero-Rodríguez, Lady Johanna, Jonathan Josephs-Spaulding, Stefano

Flor, Andrés Pinzón, and Christoph Kaleta. "Parkinson’s Disease and the

Metal–Microbiome–Gut–Brain Axis: A Systems Toxicology Approach." Antioxidants 11, no. 1

(2021): 71.
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PD is a neurodegenerative disease, leading to motor and non-motor complications.

Autonomic alterations including gastrointestinal symptoms precede motor defects and act as

early warning signs. Chronic exposure to dietary environmental heavy metals impacts the

gastrointestinal system and host-associated microbiome, eventually affecting the central nervous

system. The correlation between PD and dysbiosis suggests a functional and bidirectional

communication between the gut and the brain. Bioaccumulation of metals promote stress

mechanisms through increasing reactive oxygen species, likely altering the bidirectional

gut-brain link. To better understand differing molecular mechanisms underlying PD, integrative

modeling approaches are necessary to connect multifactorial perturbations in this heterogeneous

disorder. By exploring the effects of gut microbiota modulation on dietary heavy metal exposure

in relation to PD onset, modification of the host-associated microbiome to mitigate neurological

stress may be a future treatment approach against neurodegeneration through bioremediation.

The progressive movement towards a systems toxicology framework for precision medicine can

uncover molecular mechanisms underlying PD onset such as metal regulation and microbial

community interactions by developing predictive models to further understand disease etiology

to identify novel PD treatments options and beyond. Several methodologies have recently

addressed the complexity of this interaction from different perspectives, to date a

comprehensive review of these approaches is still lacking. Therefore, our main aim through this

manuscript is to fill this gap in scientific literature and at the same time address the surrounding

questions regarding the underlying molecular mechanisms between metals, microbiota, and the

gut-brain-axis and the regulation of this system to prevent neurodegeneration.

PD is the second most common neurodegenerative disorder and affects nearly 1% of the

population above 60 years of age (Tysnes & Storstein, 2017). PD is characterized by motor and

non-motor symptoms, caused by striatal dopamine depletion and alterations in neurochemicals

(Qamar et al. 2017). Although motor symptom impairment is critical to disease development,

the non- motor symptoms may become evident years before the emergence of motor

dysfunction (Pfeiffer, 2016). PD is preceded by non-motor symptoms related to gastrointestinal

(GI) dysfunction, followed by motor dysfunction such as excess salivation, dysphagia, nausea,
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and constipation in approximately 30% - 80% of patients (Mulak & Bonaz, 2015 ; Brudek,

2019). PD onset is unknown and is loosely related to genetic background (5% to 10%),

environmental factors in idiopathic PD are postulated to trigger pathogenesis (Bellou et al.

2016; Chen & Ritz, 2018 ; Kouli et al. 2018).

1. The Gut-Brain Axis: Braak’s Hypothesis

The GI microbiome is a dynamic ecosystem comprising microbial communities

impacted by individual diet, host-derived metabolites, and environmental exposures. More so,

the human microbiome is essential in bidirectional gut–brain communication; brain and

intestinal development, function and homeostasis are likely mediated by the gut microbiome

(Sampson et al. 2016 ; Quigley, 2017 ; Calvani et al. 2018 ; Cryan et al. 2019 ; Suganya et al.

2020). Braak and colleagues developed a hypothetical framework to explain the influence of

environmental factors on PD development (Braak et al. 2003). For example, invasive microbiota

from the gut during dysbiosis may induce a pro-inflammatory environment, thereby promoting

PD onset (Hawkes et al. 2007 ; Ghaisas et al. 2016). This pathological agent could retrogradely

promote alpha-synuclein formation and spread to the brainstem, locus coeruleus complex,

substantia nigra, and the cerebral cortex (Visanji et al. 2013 ; Chung et al. 2016; Oertel, 2017).

Overall, in PD patients the microbiota-gut-brain axis communication could beimpaired, where

GI dysfunction symptoms are observed in over 80% of PD subjects (Lebouvier et al. 2009 ;

Mulak et al. 2015) . However general research is necessary to elucidate communication

mechanisms between gut microbiota in relation to the gut-brain axis (Cryan et al. 2019).

The GI tract is a highly interactive surface area between host and environment, and as a

barrier it plays a pivotal role in regulating immune homeostasis (Vancamelbeke & Vermeire,

2017). Six major host cell types comprise the GI barrier: enterocytes, entero-endocrine cells,

goblet cells, paneth cells, microfold cells, and additionally stem cells which form a monolayer

barrier that restricts microbial transport and metal ion movement by the expression of

transporters (Turner, 2009 ; Takiishi et al. 2017). Approximately 80% of the cells in the GI

barrier are enterocytes, thus epithelial cells are intermediates between host and luminal

interactions in homeostatic functions (Turner et al. 2009 ; Pott & Hornet, 2012 ; Hiippala et al.
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2018). The GI has three major roles as a semipermeable barrier: selective absorption of

nutrients, regulation of environmental antigens, and the transport of microorganisms (Takiishi et

al. 2017 ; Salvo-Romero et al. 2015). First, the mechanical barrier consists of intestinal

epithelial cells and capillary endothelial cells connected with tight or adherens junctions and

desmosomes which regulate nutrients (Vancamelbeke & Vermeire, 2017). Second, the GI barrier

is an immune barrier to control environmental antigens. The third which is extensively covered

in this review, is the biological barrier colonized by gut microbiota. However, recent studies

highlight that heavy metal exposure alters native gut microbiota and intestinal physiology

(Breton et al. 2013 ; Li et al. 2019). Specifically, additional damage due to heavy metals to the

gut epithelium leads to a heightened inflammatory response, disrupting GI tight junctions and

promoting systemic inflammation by inciting changes in microbial abundance leading to

downstream metabolic changes (Tinkov et al. 2018).

The gut-brain axis concept is a key factor fundamental to interpreting the bidirectional

communication and mechanisms modulating gut-brain homeostasis, especially during oxidative

stress (Cryan et al. 2019). The central nervous system (CNS), autonomic nervous system (ANS)

and enteric nervous system (ENS) influence GI smooth muscle mobility, mucus secretion, and

blood flux, thereby modifying intestinal microbiota abundance which in turn impacts brain

homeostasis and function (Cryan et al. 2019 ; Quiglez, 2017). Microbiome-gut-brain

communication is carried out through pathways involving nervous, endocrine, and immune

signaling mechanisms (Martin et al. 2018). The GI tract is controlled by both intrinsic and

extrinsic innervation, in which intrinsic innervation is regulated by the ENS. The ENS is

innervated with extrinsic ANS (parasympathetic and sympathetic systems) (Carabotti et al.,

2015). Alteration of microbial communities at the gut epithelial barrier modulates both

inflammatory responses and metabolic pathways (Corywell et al. 2019 ; Assefa & Köhler,

2020).

Communication between the brain and gut microbiome is likely modulated through the

vagus nerve (Breit et al. 2018). The commensal relationship between microbiota and host

neurotransmitter synthesis in enteric nerves is likely an evolutionary adaptation (Galland, 2014 ;
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González et al. 2021). Various GI microbiota produce metabolites that are identical to the

chemical structure of host-derived metabolites (Cryan et al. 2019). For example, Bacillus,

Escherichia, and Proteus are able to produce the neurotransmitters dopamine and

norepinephrine which are uptaken by the host, molecular signals modulate communication

between the microbiota-gut-brain axis and have implications for host physiology (Tsavkelova et

al. 2000 ; Özoğul, 2004 ; Shishov et al. 2009 ; Strandwitz, 2018). Human vagus nerve

stimulation is therapeutic to treat various pathologies, such as refractory depression, IBD, and

Crohn’s disease (Breit et al. 2018 ; Bonaz et al. 2016). The microbial secondary metabolite

indole stimulates the vagus nerve by inducing the expression of c-Fos proteins in the dorsal

vagal complex, indicating that vagus nerve activation leads to enhanced anxiety-like behaviors

(Jaglin et al. 2018). Within the gut barrier, enteroendocrine cells (EECs) represent 1% of the

total epithelial cells and are critical for gut maintenance (Cryan et al., 2019). Type-L

enterochromaffin cells are the most common EECs and directly interact with the intestinal

lumen, microbiota, and microbially-derived metabolites (Woźniak et al. 2021). EECs produce

glucagon-like peptide-1 (GLP-1) and peptide YY (PYY) which stimulates satiation and

regulates food intake behaviors (Latorre et al. 2016) . Release of these molecules activates

food-derived nutrients in addition to bacteria-derived metabolites such as short-chain fatty acids

(SCFAs) and indole which likely induce GLP-1 secretion in colonic L-cells during acute

exposure (Chimerel et al. 2014 ; Cryan et al. 2019). Studies in rats and in vitro models

highlighted that the SCFA propionate stimulates the secretion of PYY and GLP-1 through free

fatty acid receptors 2 and 3 (Psichas et al. 2015). Human organoid cultures have identified that

bacteria-derived secondary bile acids such as lithocholic acid stimulate GLP-1 release by

activating the G–protein–coupled bile acid receptor 1 (Lund et al. 2020). Gut microbiota, such

as Lactobacillus strains in co-culture with EECs increase GLP-1 secretion by downregulating

expression of adaptor proteins involved in TLR signaling such as MyD88 and CD14 (Panwar et

al. 2016). This may demonstrate the direct effect of lactic acid bacteria (LAB) on host

physiology (Figure 4).
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Figure 4: Bacterial metabolite signaling in the intestine. (Top panel) Secondary bile

acids, SCFAs and tryptophan metabolites are microbially-derived metabolites. Secondary bile acids in

the colon activate FXR and TGR5. Bacterial fermentation of dietary fibers leads to the reduction of

luminal pH and produces SCFAs. (Bottom panel) Under dysbiosis a limited availability of SCFAs

decreases the amount of available substrate for the colonocytes. The metabolic switch to anaerobic

glycolysis and lactate production. The amount of oxygen increases of HIF1 and the expression decreases

the expression of tight junctions and degenerates the gut barrier. The bacterial pathogen interacts with the
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cells and increases their translocation to lamina propria promote inflammation and oxidative stress

events.

2. Metal Neurotoxicity & Parkinson’s

Biological organisms require 13 metals, nine of which are essential trace metals for

creating organic building blocks and regulating homeostasis such as catalyzing enzymes for

basic metabolic or biochemical processes. Approximately one-third of biological proteins and

40% of enzymes rely on metal ions to function (Andreini et al. 2008). The brain generally

contains the greatest concentrations of metals in the human body, including Fe, Cu, Zn, and Mn

(Genoud et al. 2017) . For example, both Zn and Mn are found in the midbrain and are essential

for neuronal excitement, synaptic transmission, creation of new myelin, and regulation of

oxidative stress (Bhattacharyya et al. 2014 ; Möller et al. 2019) . Conversely, when these metals

are above normal homeostatic balance, they are associated with PD (Barnham & Bush, 2008) .

Specifically, increased occupational exposure to Fe or Mg has been found to double the risk of

developing PD (Hegde et al. 2004).

Various nutrients, vitamins, and reactive metals are consumed daily by humans through

the ingestion of contaminated foods or water (Xuan et al. 2017 ; Miranda et al. 2005 ;

McConnell et al. 2008 ; Petersen et al. 2008 ; Hadayat et al. 2018 ; Fu et al. 2019; Miclen et al.

2019). Simultaneously, the influx of global industrial emissions of heavy metals into

environments is linked to environmentally-derived brain pathologies, this likely occurs first

through direct interactions with the gut-associated microbiome (Tshala-Katumbay et al. 2015 ;

Duan et al. 2020) (Figure 3) . Once metals enter the GI system, the gut microbiome, can

potentially mediate metal toxicity through biochemical reactions of oxidation or reduction.

However, heavy metals promote oxidative stress and disrupt healthy microbiomes in humans,

thereby promoting dysbiosis (Assefa & Köhler, 2020) (Figure 5). Dysbiosis of protective

microbial communities increases the toxic effects of heavy metals (Hashim et al. 2014) and

long-term oxidative stress insults, which in turn is associated within neurobehavioral and

neurological pathologies. Heavy metals toxicants, which are not modulated by the
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host-associated microbiome, transit to the brain, leading to a wide-range of deleterious effects,

such as neuroinflammation and neurodegeneration (Peter et al. 2018).
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Figure 5. Gut-Microbiome Metal uptake. A) Mechanisms of microbial heavy metal bioremediation in the gut: 1. Biosorption, 2.

Bioaccumulation, 3.Biotransformation. B) The primary mechanisms by which iron and other divalent metals are taken up by the enterocyte is

through DMT-1 on the luminal membrane. In the case of Fe3+, this metal is reduced to Fe2+ by Dyctb. Other receptors for Zn2+ (ZIP, ZnT), Ca2+

and amino acids transporters (b0,+ , PepT1) are utilized to uptake MeHg or other metal ions. Iron has also been suggested to be transported with

heme through HCP1 and as ferritin. Once entering the intracellular space, metals are readily stored as ferritin (Fe2+) with metallothioneins and

exported into the body circulation through ferroportin or other transporters (LAT, ZIP, ZnT).
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Clinical and epidemiological characterization of PD suggests that environmental risk

factors such as heavy metal toxicity, occupational farming, and pesticide exposure play major

roles in PD pathophysiology (Priyadarshi et al. 2001 ; Dick et al. 2007). These environmental

stressors lead to the production of reactive radicals such as ROS or NOS that are normally

observed in PD progression (Breton et al. 2016) (Figure 3). Specifically, acute exposure to

divalent metal ions incites oxidative stress and oligomerization risk for α-synuclein formation in

the brain (Jinsmaa et al. 2014). Furthermore, Mn, Pb, and Cu ions increase α-synuclein fibrils

formation which leads to Lewy Body formation, a major pathophysiological characteristic of

PD (Zhang et al. 2012 ; Kwakye et al. 2015 ; Ingrassia et al. 2019). Due to the vulnerability of

the CNS to metals and the lack of means to detoxify, excrete, or eliminate metals, neuronal

energy homeostasis and antioxidant balance are perturbed leading to neurodegeneration (Ratner

et al. 2017 ; Bridges et al. 2005 ; Fujishiro et al. 2009 ; Vesey, 2010). This is the case for the

dopaminergic nerves of the nigrostriatal system, which when stressed by heavy metal exposure,

can be associated with PD onset (Caito & Aschner, 2015). Thus the study of the prodromal

phase underlying the pathomechanisms of PD is necessary to interpret disease etiology.

Improper metal binding associated with oxidative stress leads to protein misfolding and

aggregation (Abramov et al. 2020). Metals with a high affinity to sulfhydryl groups, alter

dopamine neurotransmission, reduce expression of D2 dopamine receptor sites, and impair

proteins essential for maintaining cellular homeostasis (Carmona et al. 2021). Abnormal protein

misfolding is the hallmark of numerous neurodegenerative diseases such as Alzheimer’s

Disease, Lewy Body Dementia, Huntington’s Disease, prion diseases, and similarly during

metal stress (Harischandra et al. 2019) . The association between metal exposure, abnormal

accumulation of misfolded proteins (especially α-synuclein) found in Lewy bodies, and PD is

not well understood at the mechanistic level and is likely associated with an increase in ROS

(Abramov et al. 2020). Regardless, the potential to control metal exposure and maintain cellular

homeostasis in PD may prevent improper neuroprotein folding prior to apoptosis. There is a

need to determine the underlying metabolic outcome from heavy metals exposure, oxidative

stress, and neuropathology.
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Mn is a trace metal found throughout various tissues and is essential for enzymatic

processes, biosynthesis of amino acids, protein formation, and carbohydrate metabolism

(Fitsanakis et al. 2007 ; Harischandra et al. 2019). Environmental exposure to Mn primarily

occurs by ingesting leafy vegetables, rice, grains, and nuts and enters the circulatory system

through passive diffusion (Chen et al. 2018) . Presently, chronic exposure to Mn is positively

correlated with dopaminergic nerve deterioration impaired basal ganglia including globus

pallidus, substantia nigra, subthalamic nucleus and striatum, a hallmark characteristic of PD

pathology (Bouabid et al. 2014) . Different valence states or species of Mn (Mn2+ or Mn3+) play

significant roles in Mn neurotoxicity, in which Mn3+ is more toxic than Mn2+ (O’Neal & Zheng,

2015). Typically, Mn is found in portal circulation, 80% of Mn2+ is found associated with

α-macroglobulin or albumin. Toxic Mn3+ species account for 1% of total Mn found in the body;

Mn3+ associates with transferrin endosomes during tissue circulation and Mn2+ diffuses through

tissues including kidneys, bones, liver, and the brain (Gunter et al. 2013).

Within the brain, Mn3+ accumulates and enters neurons by binding to transferrin

endosomes and localizes within brain tissue (Fitsanakis et al. 2007 ; Martinez-Finley et al.

2012) . Specifically, DMT1 is highly expressed in brain tissue, especially dopamine rich areas

of the basal ganglia and cortex, explaining Mn association with the brain (Tai et al. 2016 ;

Ingrassia et al. 2019). Mn exposure affects the transcription and translation of α-synuclein and

through the activation of MAPK, beginning apoptosis cascade signals, resulting in

dopaminergic neuron apoptosis (Prabhakaran et al. 2011) . Mn stress leads to the dysregulation

of key homeostatic functions which are essential to degrade proteins (such as autophagy,

proteasomes, and endosomal trafficking) (Moons et al. 2020). Chronic metabolic

dysequilibrium linked to Mn initiates conformational changes leading to the aggregation of

α-synuclein, becoming harmful to brain neuronal cells (Cai et al. 2010). This suggests that Mn

and other metal ions incite the production of ROS and thereby impact the confirmation and

aggregation of α-synuclein  (Martinez-Finley et al. 2012 ; Moons et al. 2020). Recent

observations of human α-synuclein have identified a neuroprotective role in the mitigation of

dopaminergic degeneration linked to acute Mn exposures (Harischandra et al. 2015).
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Conversely, neuroprotective effects are lessened when neurons are exposed to Mn chronically,

leading to accelerated oxidation and misfolding of α-synuclein (Harischandra et al. 2015).

Hg is a metal that shifts between organic and inorganic phases, thereby having differing

modes of toxicity. Hg not only bio-accumulates within both plants and animals in ecosystems,

but is also transported over long distances as a gas following combustion. Hg vapor is stable as

a gaseous and accounts for 90% of Hg within the environment (Yin et al. 2012). Inorganic Hg is

not physiologically necessary in humans and is toxic in low concentrations. Hg becomes

fat-soluble within the tissues of animals after methylation by microbes to become

methylmercury (MeHg), prior to organism consumption and bioaccumulates from the bottom of

food chains. Contaminated fish with a high biomass of fatty acids rapidly accumulate MeHg

within tissues as compared to other fish which share the same environment. Hg is found to

accumulate within the nervous tissue of deceased individuals with neurodegenerative diseases in

comparison to healthy controls (Fung et al. 2012). Individuals poisoned by chronic MeHg suffer

from numerous symptoms linked to CNS impairment such as visual impairments, lethargy,

tremors, lack of coordination, and inability to recall memories (Finkelman et al. 2002).

Hg differs from other metals, it does not require human macrophages or other

immuno-transport mechanisms, rather MeHg is readily able to penetrate the blood brain barrier

(BBB) (Cariccio et al. 2019). Hg uniquely binds to sulfhydryl groups with high affinity in

comparison to other metals in the human body. Specifically, MeHg binds to cysteine groups

through molecular mimicry, is transported through the BBB, and directly interacts with glial and

neuronal cells (Cariccio et al. 2019). From there, Hg is taken up through the nerve endings and

accumulates in the CNS ganglia where it cannot be detoxified, leading to systemic effects upon

the substantia nigra dopaminergic neurons through disruption of tubulin molecules (Sarafian et

al. 1996 ; Pendergrass et al. 1997). Dopaminergic neurons consist of axons composed of tubulin

molecules, however in presence of inorganic Hg, these neurons bind to the 14 sulfhydryl groups

of tubulin. Through this mechanism Hg interacts with α-tubulin and β-tubulin, inhibiting tubulin

structural formation of neurons, prevents tubulin from binding to GTP, and halts motor neural

functions by blocking neurotransmission (Pendergrass et al. 1997). Hg promotes the formation

of amyloid-β proteins, the predecessors for amyloid plaques and neurofibrils in the brain, which
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have been associated with the onset of both Alzheimer’s disease and PD (Breydo et al. 2012 ;

Wallin et al. 2020). Through these pathomechanisms, MeHg exposure leads to apoptosis and

neurotoxicity by abnormal cellular narrowing, chromatin condensation, modification of

cytochrome C flux, and well-described oxidative stress insults to the mitochondria (Ceccatelli et

al. 2010).

Fe is a common dietary metal that is essential in humans, assisting in oxygen transport

and mitochondrial respiration (Sian-Hülsmann et al. 2011). Conversely, the over or under

abundance of free Fe in humans is associated with several pathophysiologies (Muñoz, 2012).

Low Fe, anemia, or low hemoglobin levels throughout the course of one’s life has been

correlated with an increased risk of developing PD (Savica et al. 2009). Irregular Fe metabolism

in humans leads to lack or excess Fe in the brain, causing deleterious effects in the PNS or CNS

(Dev et al. 2017). Incidentally, the argument that Fe accumulation precedes PD and other

neurodegenerative diseases has been discussed in detail elsewhere  (Sian-Hülsmann et al. 2011 ;

Hare et al. 2015 ; Hare et al. 2017).

Fe metabolism regulates brain uptake, sequestration, accumulation, release, and

movement of Fe into the substantia nigra pars compacta; dysfunction of Fe metabolism and is

associated with PD (Anzai et al. 2017). Specifically, PD patient ferritin, transferrin, and total

serum Fe is lower than healthy controls, illustrating that Fe metabolism and movement is

adverse in PD patients (Logroscino et al. 1997). In healthy patients, Fe provides pigmentation

and other essential neurophysiological roles, in PD patients Fe is released from neuromelanin

(Fasano et al. 2006). Approximately 20% of Fe in the substantia nigra is bound to

neuromelanin. Impaired Fe metabolism is assessed by loss of neuromelanin of dopaminergic

neurons in PD patients as observed by MRI (Gerlach et al. 2006 ; Lotfipour et al. 2012).

Overall, adverse Fe metabolism highlights the role of metal exposure and dysregulation in

individuals, especially for neurodegeneration and idiopathic PD (Levi et al. 2014).

Fe accumulates within graymatter of both the basal ganglia and midbrain, this is

positively associated with PD onset (Xuan et al. 2017). Neuronal Fe accumulates in the

substantia nigra pars compacta of PD patients, but not in other regions of the brain in
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post-mortem PD patients (Dexter et al. 1989). High quantities of Fe and lack of Cu in the

substantia nigra pars compacta are typical features of PD onset (Ottman et al. 2017). When

tracking PD patients over 3 years, it was found that Fe increases in the substantia nigra pars

compacta and simultaneously Fe decreases in the white matter (Ulla et al. 2013). A down

regulation of DMT1 perturbes Fe metabolism in the brain and is typically found in PD brains

postmortem. Irregularities of this gene leads to chronic ferritin release and neurotoxicity (Yu et

al. 2013).

3. Oxidative Stress & Inflammation in the Gut-Brain Axis

Reactive oxygen species (ROS) (superoxide, hydrogen peroxide, and hydroxyl)

produced from metals generate deleterious products which impairs key enzymes of the

mitochondrial electron transport chain, leading to alterations in protein functions (Chtourou et

al. 2011 ; Prakash et al. 2016 ; Trist et al. 2019). Numerain regions in patients with PD are

affected (Hawkes et al. 2007). For example, the hippocampus which is associated with memory,

is impacted by heavy metals. Metal-stress of the hippocampus is linked to accelerated aging,

memory loss, and dementia (Schneider et al. 2017 ; Lamtai et al. 2020). The hippocampus

contains higher than average glutamate and glucocorticoid receptors, predisposing the

hippocampus to metal stress (Cobley et al. 2018).

Heavy metals induce oxidative stress by generating ROS, which impair tight junctions

that regulate barrier and permeability functions of both the GI tract and BBB by modifying

phosphorylated junction proteins, thereby inducing chronic inflammation (Vandeputte et al.

2016 ; Bridge et al. 2005 ; Rao et al. 2000 ; Jaishankar et al. 2014 ; Ferruzza et al. 2002 ; Valko

et al. 2005 ; Rao, 2008). ROS can be counteracted via antioxidants. Across various organisms,

glutathione (GSH) mitigates cellular damage by ROS. Metal ions accelerate hydroxyl radical

production through fenton reactions, leading to GSH reductase inhibition and decreased GSH

concentration (Bonetto et al. 2014) (Figure 6). Specifically, when ROS levels are greater in

relation to antioxidant capacity, oxidative stress is generated. Thus, the increase of ROS triggers

cell damage through lipid peroxidation, DNA fragmentation, mitochondrial damage, and other

cellular alterations that disrupt barrier tight junctions (Rao, 2008).
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Figure 6: Cell-specific disruption of the blood-brain barrier through metal

neurotoxicity and molecular mimicry. A) Mn, Fe and other toxic metals accumulate in the

mitochondria, leading to damage of the mitochondrial electron transport chain dysfunction by.

decreasing antioxidative functioning and increasing oxidative stress, leading to cellular damage. B) In

the neuronal synapses, Pb, Cd and Mn impair Ca2+ channels and alter ion signaling. C) Glial cells

increase the production of ROS through mitochondrial damage, alterations in antioxidant levels and

metal reactions, promote the activation of the NF-kB pathway and release of proinflammatory cytokines

(TNF-α, IL-1, IL-6) leading to excitotoxicity in neurons. D) In endothelial cells, the increased production

of ROS promotes the release of metalloproteinase-9 and PGE-2 by endothelial cells, which stimulates

pericytes and glial cells to promote pro-inflammatory signals. E) The interaction of Glial cells with ROS

leads to mitochondrial damage and release of proinflammatory cytokines which are further bolstered by

heavy metals.
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The human GI tract contains a diversity of metabolites produced by host-associated

microbiota. These microbiota-metabolites mediate gut-brain communication by transiting to the

CNS where they can modulate oxidative stress and promote microglia activation (Kwon et al.

2020 ; Giambò et al. 2021). Local oxidative stress disrupts gut and BBB barriers, leading to

synuclein misfolding, aggregation, and subsequent neuronal damage in both ENS and CNS

(Chen et al. 2019). Increased intestinal permeability allows for heavy metal ion translocation

and bacterial antigens which are critical in intestinal neuronal oxidative injury. Synthesis of

nitric oxide (NO) in the GI tract by inhibitory motor neurons, translocates to the brain through

the vagus nerve (Sanders et al. 2019). On the other hand NO produced by the gut microbiota, is

scavenged by hemoglobin and is later diffused, providing free radicals that interact with

α-synuclein, microbial, immune signaling, leading to a perturbed BBB and neurodegenerative

disorders (Dumitrescu et al. 2018).

Microbial dysbiosis of the GI system promotes a pro-inflammatory environment and

alters barrier permeability. This factor in addition to free heavy metal ions leaking from the gut

likely induces downstream oxidative stress in the enteric nervous system (ENS), leading to

α-Syn misfolding and aggregation (Friendland et al. 2017 ; Ingrassia et al. 2019). Altered

microbiota stimulate ROS production by activating the cytoplasmic NLRP3 associated

inflammasome, regulating the maturation and secretion of pro-inflammatory cytokines, such as

IL-1β in epithelial cells, promoting Th17 cell differentiation (Tschopp et al. 2010 ; Cheng et al.

2019). Gut-mucosa Th17, an inflammatory subset of T helper cells, are associated with the

development of autoimmune disorders, in addition to PD (Campos-Acuña et al. 2019 ; Lee et al.

2011 ; Kustrimovic et al. 2018)). Caspase-1-deficient stressed mice which lack inflammasome

activation, present reduced depressive-like behaviors and altered fecal microbiome. The

microbiome changes were related with beneficial effects in rebalancing the gut microbiota and

attenuating the inflammation, highlighting that gut microbiota via inflammasome signaling

likely alters brain functioning (Wong et al. 2016). Proinflammatory signaling from LPS and

TNF-G directs nitric oxide synthase (iNOS) upregulation induces oxidation and nitration of

actin cytoskeleton, thereby disrupting the GI mucosal barrier by depleting both occludin and

zonula occludens-1 (Banan et al. 2001 ; Byndloss et al. 2017 ; Litvak et al. 2018 ; Hu et al.
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2019). Due to the fact that the GI submucosal neurons and terminal axons are proximal to the

gut lumen, this may lead to the spread of α-Syn from the ENS to the CNS through the vagus

nerve pathway (Friedland et al. 2017). Chronic oxidative stress exposure to dopaminergic cells

eventually leads to characteristic motor symptoms of PD (Lebouvier et al. 2009 ; Blaecher et al.

2013). These tandem reactions trigger neuroinflammation and the onset of neurodegeneration

and eventually PD onset through a well-established timeline of disease (Hawkes et al. 2010).

Heavy metal exposure and ROS by-products promote neurotoxic disturbances such as

cognitive impairments, learning/memory dysfunction, movement disorders, loss of language

skills, nervousness, and emotional instability (Caito et al. 2015 ; Vandeputte et al. 2016). Human

brains are especially susceptible to fatty acid oxidation due to high rates of oxygen consumption

and ROS stress caused by heavy metals. Specifically, when fatty acids contained in vascular

endothelial cells, neurons, and astrocytes are exposed to MeHg, these cells become impaired

and cannot uptake antioxidants leading to chronic oxidative stress, inflammation, and

endothelial dysfunction (dos Santos et al. 2018 ; Takahashi et al. 2019).

Mn exposure has systemic effects on ROS regulation and production, primarily enzymes

which control both protein folding and transcription (Fernandes et al. 2017 ; Fernandes et al.

2019). A recent RNA-Seq study investigating the acute and chronic effects of Mn on

human-derived neuroblastoma cells found that Mn at any dose incites damages to nervous

system by upregulating oxidative stress, leading to mitochondrial dysfunction and inflammatory

response (Fitsanakis et al. 2007). Mn prevents neurotoxin clearance by promoting cellular

oxidative stress and impairing neuron and astrocyte crosstalk by dysregulating calcium

signaling , glutamate- glutamine pathway, glutamate-GABA cycle (Farina et al. 2013 ;

Sidoryk-Wedrzynowicz et al. 2013; Ke et al. 2019; Kwon et al. 2020. These metabolic

disturbances drive oxidative stress, mitochondrial dysfunction by mitigating ATP levels, induce

protein misfolding, finally neuroinflammation and neurotoxicity, which could lead to

nigrostriatal cell death (Farina et al. 2013 ; Genoud et al. 2017). Mitochondrial stress

exacerbates ROS production and drives neuroinflammation in the brain by perturbing

muscarinic and dopaminergic receptors (Fernandes et al. 2012 ; Raj et al. 2021). Furthermore,

Mn3+ oxidation of dopamine increases the relative concentration of localized oxidized
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dopamine,thus, resulting in increased oxidative stress (Harischandra et al. 2015). While Mn

impacts neurotransmitter uptake and trafficking through neuronal oxidative stress leading to

impaired cellular metabolism, this is shared between both Mn neurotoxicity and PD onset, there

is a lack of mechanistic evidence connecting Mn exposure to PD causation (Fitsanakis &

Aschner, 2005 ; Racette et al. 2017).

Inorganic Hg2+ that is oxidized by ROS has an increased half-life in the brain and binds

to sulfhydryls of thiols, leading to disruptions in protein conformation or enzyme functions

(Clarkson, 2002 ; Rooney, 2007). By binding to GSH and cysteine residues of hormones,

essential functions such as GSH upregulation, mitochondrial functions, and inhibition of the

NFkB pathway are blocked, thereby leading to neuronal damage (Kim et al. 2002 ; Fonnum et

al. 2004). MeHg causes apoptosis within 18 hours of exposure  by impairing mitochondrial

mRNA expression, mutation of mtDNA, and promoting excessive production of ROS (Castoldi

et al. 2000 ; Wang et al. 2016).When heavy metals damage mitochondria and GSH

concentrations are inhibited, Hg concentrates in the midbrain and promotes ROS prior to PD

onset through dopamine depletion of dopaminergic cells (Hsu et al. 2005). This mechanism of

neurodegeneration occurs because Hg has a high affinity for dopamine receptors compared to

other metals and prevents GSH from mitigating ROS, leading to the impairment of numerous

neuronal cellular processes and eventually neurological pathologies preceding PD (Ballatori et

al. 2009).

Fe exerts neurotoxic effects through ROS production that react with hydroxyl radicals,

producing hydrogen peroxide which interacts with ferroptosis to release Fe ions that oxidize

dopamine and incite dopamine catabolism (Hare et al. 2014 ; Hare & Double, 2016 ; Guiney et

al. 2017). Tandem increase of Fe and ROS in the brain of PD patients is associated with

substantia nigra damage (Ma et al. 2021). This oxidative stress cascade results in: neural

degeneration, loss of dopaminergic cells, and apoptosis exacerbating neuroinflammation in PD

patients (Tiwari et al. 2017). Chronic inflammation perpetuates Fe ion accumulation in the brain

and modifies proteins which metabolize Fe further driving neuronal apoptosis by inhibiting

mitochondrial complex I (Collins et al. 2012 ; Hare et al. 2013 ; Urrutia et al. 2013 ; Niranjan et

al. 2014). Over time, chronic inflammation by free Fe ions creates ROS, increases the presence
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of IL-6 and L-Ferritin in the cerebrospinal fluid, and finally neurodegeneration through neuronal

apoptosis which is presented as recurrent tremors (Sian-Hülsmann et al. 2011 ; Lian et al. 2019).

BBB disequilibrium allows metal entry and increased peripheral immune cells

infiltration into the CNS, further promoting PD development (Kortekaas et al. 2005). Microglia

sense a diverse stimuli that disrupts CNS homeostasis such as toxicants, neuronal damage,

microbial infection, α-synuclein (Hanisch et al. 2007). Initial microglial activation allows

leukocyte to enter the BBB, thereby recruiting Th1 and Th17 cells to produce cytokines that

secrete inflammatory molecules such as cytokines, chemokines, reactive free radical, and others

(eg. iNOS, NO, IL-1beta, IL-6, TNF-α, IFN-γ, IL-8, TGF-b, prostaglandins, cyclooxygenases),

which may worsen neurodegenerative conditions by inducing neuronal inflammation thereby

stimulating the inflammatory M1 phenotype in the microglia and thereby contributing to

neuroinflammation and neurodegeneration (Mosley et al. 2012 ; Devos et al. 2013; Tanaka et al.

2013; Wang et al. 2015; Troncoso-Escudero et al. 2018; Campos-Acuña et al. 2019). Chronic

activation of M1 microglia is implicated as a key component in the development of

neurodegenerative diseases (Troncoso-Escudero et al. 2018).

Astrocyte activation through chronic metal exposure promotes secretion of

pro-inflammatory TNF-α, IL-6, and IL-10, resulting in BBB tight junction impairment (Liu et

al. 2015 ; Liu et al. 2017). The protective role of astrocytes, which clear alpha-synuclein and

neurotrophic factors, is impaired when metals alter glycogen consumption and induce ROS

production, further promoting astrogliosis and dopaminergic neuron degeneration (Jozefczak et

al. 2012). This is essential because the overproduction of alpha-synuclein, if taken up by

astrocytes, leads to astrogliosis and neurodegeneration (Cabezas et al. 2013). Thus the

over-activation, abnormal influx and loss of regulatory astrocyte activity contributes to

progression of immune-mediated PD (Gu et al. 2010 ; Gelders et al. 2018).

4. Microbial Dysbiosis and Inflammation in the Gut-Brain Axis

CNS disorders are often accompanied by intestinal inflammation (Fond et al. 2014 ;

Fung, 2020). Gut-associated microbiota modulate immune function and oxidative stress at the

local and systemic level (Dumitrescu et al. 2018 ; Fung, 2020). The mucosal immune system is

67



composed of the GI tract, lamina propria dendritic cells, gut-associated lymphoid tissue,

LP-lymphocytes, and intraepithelial lymphocytes (Takiishi et al. 2017). Hosts tolerate

commensal antigens by constantly recognizing and reacting to microbes ensuring the

mutualistic nature of the host-microbial relationship (MacDonald & Monteleone, 2005 ; Hooper

et al. 2012). Therefore, the immune system is integrated as a bidirectional signaling hub

between the CNS and the gut (Powell et al. 2017). Microbiota are essential in lymphoid

structure development, epithelial, and innate lymphoid cells function, and T-cell subsets at a

systemic level. These cells maintain gut mucosa homeostasis by signaling for proinflammatory

(Th1, Th2 and Th17 cells) and anti-inflammatory (Foxp3+ regulatory T cells (Tregs))

differentiation and response (Sommer & Bäckhed, 2013 ; Fung, 2020). Tregs cells are

concentrated in the colon and are influenced by intestinal microbiota (Hall et al. 2008).

Commensal microbiota likely influence Treg cell generation and immune responses through

production of both butyrate and propionate, thereby limiting oxidative stress induced

inflammation and promoting gut homeostasis Fung et al. 2020 ; Venegas et al. 2019 ; Cheng et

al. 2019). In murine models, the application of Bifidobacterium, Lactobacillus, and Clostridium

genera increase Foxp3(+) T regulatory cells, which are associated with the protection and

attenuation of allergic responses and the ensure immune homeostasis (Karimi et al. 2009 ;

Lyons et al. 2010 ; Atarashi et al. 2011 ; Lu et al. 2017).

PD specifically is associated with intestinal inflammation, in which 80 % of patients are

observed to have gut microbiota composition and abundance differences compared to non-PD

controls (Brudek et al. 2019 ; Chen et al. 2019). For example, an overgrowth of

Enterobacteriaceae and decreases in Prevotellaceae or families associated with SCFAs

production are observed in PD (Keshavarzian et al. 2015 ; Scheperjans et al. 2015 ; Unger et al.

2016 ; Li et al. 2017 ; Barichella et al. 2019). Enterobacteriaceae such as E.coli, induce Th17

inflammatory responses through inflammasome mechanisms, leading to the production of

IL-1β. Induction of Th1 and Th17 crosses the BBB, stimulates the microglia, and consequently

promotes brain inflammatory reactions (Mosley et al. 2012 ; Campos-Acuña et al. 2019).
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Figure 7: Neuro-Immune Crosstalk. A) Neuronal enteric cells play essential roles in

gastrointestinal motility. Crosstalk between these cells with macrophages in the longitudinal and circular

smooth muscle where the MMs incite the production of growth factor bone morphogenetic protein 2

(BMP2) to stimulate motility that is directed by the neurons. In turn, the enteric neurons through the

production of survival factor (CSF1) promote the maintenance of macrophages B) Under dysbiotic

conditions the epithelial barrier is impaired leading to the translocation of microbiota, toxins, and

deleterious exposures as suggested by Braak’s Hypothesis, thereby leading to the activation of the host

immune response. Thus, macrophages decrease the expression of BMP2, and enteric neurons decrease

the expression of Csf1 and the motility.
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PD patients display high levels of proinflammatory cytokine expression (TNF-α, IFN-γ,

IL-1β and IL-6) and glial activation markers (GFAP and Sox-10) in the colon (Devos et al.

2013). TNF-α enters the brain and induces inflammation by activating microglia or astrocytes,

oligomeric protofibrils are uptaken and presented to CD4+ by antigen presenting cells (Benner

et al. 2008 ; Campos-Acuña et al. 2019). Oral administration of Proteus mirabilis promotes

α-synuclein aggregation in the gut and SN, impairing the colonic barrier, and contributes TNF-α

and TLR4-mediated macrophage activation (Choi et al. 2018). Thus, dysbiosis of the gut

microbiota induce PD-related pathological changes by increasing gut permeability, promoting

TNF-α transit via blood to the SN, triggering α-synuclein aggregation, and dopaminergic

neuronal damage (Choi et al. 2018 ; Campos-Acuña et al. 2019; Chen et al. 2019).

Microbial dysbiosis of the GI system promotes a pro-inflammatory environment and

alters barrier permeability. This factor in addition to free heavy metal ions leaking from the gut

likely induces downstream oxidative stress in the enteric nervous system (ENS), leading to

α-Syn misfolding and aggregation (Friedland & Chapman, 2017 ; Ingrassia et al. 2019). Altered

microbiota stimulate ROS production by activating the cytoplasmic NLRP3 associated

inflammasome, regulating the maturation and secretion of pro-inflammatory cytokines, such as

IL-1β in epithelial cells, promoting Th17 cell differentiation (Cheng et al. 2019 ; Tschopp &

Schroder, 2018). Gut-mucosa Th17, an inflammatory subset of T helper cells, are associated

with the development of autoimmune disorders, in addition to PD (Lee et al. 2011 ; Kustrimovic

et al. 2018 ; Campos-Acuña et al. 2019). Caspase-1-deficient stressed mice which lack

inflammasome activation, present reduced depressive-like behaviors and altered fecal

microbiome. The microbiome changes were related with beneficial effects in rebalancing the

gut microbiota and attenuating the inflammation, highlighting that gut microbiota via

inflammasome signaling likely alters brain functioning (Wong et al. 2016). Proinflammatory

signaling from LPS and TNF-G directs nitric oxide synthase (iNOS) upregulation induces

oxidation and nitration of actin cytoskeleton, thereby disrupting the GI mucosal barrier by

depleting both occludin and zonula occludens-1 (Byndloss et al. 2017 ; Litvak et al. 2018 ; Hu

et al. 2019). Due to the fact that the GI submucosal neurons and terminal axons are proximal to

the gut lumen, this may lead to the spread of α-Syn from the ENS to the central nervous system
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(CNS) through the vagus nerve pathway (Friedland & Chapman, 2017). Chronic oxidative

stress exposure to dopaminergic cells eventually leads to characteristic motor symptoms of PD

(Lebouvier et al. 2009 ; Blaecher et al. 2013). These tandem reactions trigger

neuroinflammation and the onset of neurodegeneration (Hawkes et al. 2010).

5. Towards Next-generation Systems Toxicology

Foundational understanding of complex disease mechanisms are expanded with

computational and mathematical modeling of biological systems through a systems approach.

By integrating and modeling multiple biological properties which underlie metabolic networks,

the properties of biological systems are readily uncovered. Metabolic profiles and respective

concentrations are useful for biomarker identification and have an extended value in the creation

of metabolic models for systems biology applications (Graspeunter & Waschina, 2019 ; Marinos

et al. 2020).  While systems biology methods have numerous applications, in the case of this

manuscript they provide a novel outlook to investigate the cross-talk between the host and

microbiome with regards to toxicology. However, within a larger metabolic network, this results

in significant changes in terms of metabolic capacities (Li et al. 2019). These findings suggest

that human-associated microbiota modulation impacts human health at the metabolomic level

and likely interacts with neurodegenerative mechanisms. Modeling of microbiome interactions

with the host  within the systems toxicology paradigms may highlight mechanisms to remediate

free metal cations within the human GI tract. Advancements in meta-modeling and application

to humans in a clinical setting would provide novel evidence to use this intervention

successfully.

Humans are likely exposed to an environmental cocktail of heavy metals through their

diet. Conversely, toxicity testing and risk assessment of metals typically investigate a singular

exposure through reductionism (Rice et al. 2008). Therefore the consideration of metal mixtures

on multiple target organs simultaneously is lacking in detail. While metal mixtures upon human

health have been investigated, progress has been significantly limited by the traditional

reductionist approach in toxicology, rather than a systems level approach (Kortenkamp et al.

2009 ; van Vliet, 2011). For example, reductionist toxicology risk assessment on multiple
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exposures tends to be imprecise and provides uncertainty as to what molecular biomarkers

require to be investigated (Sarigiannis & Hansen, 2012 ; Sharma et al. 2017). Specifically, the

application of “Omics” methods can increase the mechanistic understanding of metal mixture

toxicity such as how metals disturb the systemic interacting biological pathways such as

oxidative stress, mRNA splicing, and electron transport chain dysfunction in relation to

neurodegeneration (Zhang et al. 2005 ; Karri et al. 2020)). Therefore, there is a need to decipher

the underlying toxicomechanisms of metal neurotoxicity leading to PD in humans through the

application of multi-omics technology to measure cellular responses to stress. While it is

possible to obtain quantitative information on a variety of molecular functions which underlie

neurodegeneration, a major hurdle still exists to integrate omics data and microbiome into a

large-scale systems toxicology analysis through modeling approaches (Wanichthanarak et al.

2015).

Systems toxicology integrates data from both in vitro or in vivo studies with

computational modeling to derive novel insights to inform toxicity risk assessments; this is in

contrast to risk assessments that are derived from reductionist toxicity testing methods.

Naturally, systems toxicology relies both on big data derived from high-quality experiments that

are analyzed with multi-omics technology to create information that is both reliable and relevant

to studies. These approaches are key in the creation of a systems toxicology study to investigate

the mechanistic underpinnings of toxic exposures (Knudsen et al. 2015 ; Hartung et al. 2017).

Due to the high quantity of toxicity data being produced in previous years, systems toxicology

and bioinformatics have provided novel methods to assess disturbances in biological networks

to further understand molecular mechanisms. While multi-omics is valuable to understand the

molecular systems of biological homeostasis and disturbances, it is important to note that

significant hurdles still remain in the measurement, testing, and integration of dynamic datasets,

which closely resemble biological phenotypes (van Vliet, 2011 ; Bouhifd et al. 2015 ). For

example, the Human Toxome Project has been a valuable assessment of disturbances within

several pathways as identified by multi-omics technology to verify and increase the confidence

of toxicity study (Bouhifd et al. 2015). To achieve the goals in satisfying the Human Toxome

Project, there is a great need to develop and validate novel systems toxicology tools that are
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inspired from systems biology or medicine through the modeling of dynamic systems towards a

more realistic representation of human toxicity outcomes.

As extensively discussed previously, heavy metals toxicity influences neurodegeneration

via the microbiota through a wide variety of pathomechanisms. Utilization of different “omics”

technologies such as transcriptomics and metagenomics to generate large “molecular snapshots”

of various conditions underlying neurodegeneration in the gut-brain axis is essential (Tilocca et

al. 2015; Stilling et al. 2018). While these approaches provide the means to obtain sizable

quantitative datasets describing a variety of molecular functions which underlie

neurodegeneration, a major hurdle still exists; the integration of multi-omics and microbiome

data into a large-scale systems toxicology analysis through modeling approaches

(Wanichthanarak et al. 2015). Systems biology knowledge-bases and models can be readily

employed to integrate and interpret this data at a systems level, providing mechanistic

hypotheses about the interactions between the large variety of biological components involved.

For example, the alterations that metal toxicants induce between different biological processes

such as oxidative stress responses, mRNA splicing, and energy metabolism and their relation to

neurodegeneration (Zhang et al. 2005; Karri et al. 2020) can be characterized at the level of

gene and protein expression and metabolome. Systems biology models can be employed in this

case to infer systems-level activity changes to characterize the interplay between metal

toxicants, gut bacteria, and human tissues.

73



D. Genome-scale Metabolic Network Models

Genome-scale metabolic models (GEMs) are used to identify and analyze changes in

metabolism under specifically defined constraints such as the irreversibility of various reactions

(thermodynamic constraints), steady-state conditions (mass-balance constraints) and minimum

or maximum values as decided for certain metabolic fluxes (capacity constraints) (Fouladiha &

Marashi, 2017). These changes include quantitative measurements of cellular phenotypes such

as biosynthesis of cellular components, secretion of secondary metabolites, cellular energetics,

and growth rates which can demonstrate how changes in one of these aspects impacts metabolic

pathways and thereby interact other phenotypes within a network (Lewis et al. 2012). At present

there are hundreds of manually-curated GEMs, all are representatives of various prokaryotic and

eukaryotic species. These network models have been employed to investigate evolutionary

relationships (Pál et al. 2006 ; Marashi et al. 2013), model endosymbiosis (Yizhak et al. 2011),

identify potential drug targets (Oberhardt et al. 2013), metabolically engineer relevant strains

(Feist et al. 2009 ; Garcia-Albornoz et al. 2013), and study basic genotype-phenotype

relationships (Thiele et al. 2005 ; Durot et al. 2008).

To create such models, metabolic network reconstruction methods are employed to

either automatically or manually collect these reactions and their data of specific cells to make

an in silico model of metabolic activity and cross-talk (Mo et al. 2007 ; Zimmermann et al.

2021). Metabolic network reconstruction generally employs various biochemical reactions

encoded in an organism’s genome and thus provides models for  stoichiometric analysis (Thiele

& Palsson, 2010). The reconstruction of GEMs acts as a valuable method to systematically

analyze large-scale multi-omics data and further provides mechanistic information about

molecular processes through in silico approaches (Hyduke et al. 2013). Metabolic networks of

an individual cell for example, is reconstructed to include numerous interwoven biochemical

reactions where extracellular nutrients are uptaken or consumed to achieving a energy or

biomass reaction to synthesize metabolites which form the building blocks of cells, while

excreting secondary metabolites back into the extracellular environment (Fouladiha & Marashi,

2017). The greatest advantage of employings GEMs for the integration of diverse multi-omics
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datasets is the potential to catalog all metabolic reactions derived from an organism in addition

to the reactions which allows for the correspondence of reactions to active enzymes (Opdam et

al. 2017).

A major limitation of this approach is that only metabolic changes can be analyzed.

Therefore, it is not possible to investigate signaling or regulatory pathways through kinetic

analysis which may be used to provide further information on cellular signal transduction or

regulatory mechanisms in biological organisms (Palsson et al. 2011 ; Fouladiha & Marashi,

2017). However, there are some cases of investigation in this area within classic systems

biology model organisms such as Escherichia coli and Saccharomyces cerevisiae (Shlomi et al.

2007). This is due to the fact that these organisms have well-studied and comprehensive

assessment of organismal regulatory data, humans presently do not have such information

available. Another significant limitation of GEMs is the personal bias for the selection of

objective function for various context-specific metabolic models. For example, most unicellular

prokaryotes or eukaryotes typically aim to maximize growth or biomass, this concept can not be

simply applied to human specific cells or tissues (Feist & Palsson, 2016). While there have been

approaches to identify objective functions for human livers or kidneys, it becomes more

challenging to decide this function for more dynamic cells, such as in the case for cancer or

stem cells while they are still transforming towards a state of “normality” (Chang et al. 2010 ;

Gille et al. 2010 ; Agren et al. 2012). Furthermore, as there may be a lack of bibliographic

metabolic information or errors in the construction of metabolic network models which may be

manifested as gene products that are not compatible with some metabolic networks, this may

induce “gaps” in the metabolic pathways (Zimmermann et al. 2021). These gaps are a

significant limitation in metabolic model reconstruction and are linked to inconsistencies when

predicting phenotypic features in silico cells (Bernstein et al. 2021). While this information is

useful to identify at what level metabolic knowledge is lacking in terms of reactions and

pathways, it does prevent the thorough prediction of metabolic phenotypes. Recently,

Zimmermann and colleagues published gapseq which automatically predicts metabolic

pathways from genomes and reconstructs microbial metabolic models by employing a
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gap-filling algorithm to predict enzyme activity within microbial communities (Zimmermann et

al. 2021).

The field of GEMs as expanded into humans is relatively new. In 2007, the first

manually reconstructed GEMs, RECON1, which is based on human metabolism, was published

and found to describe most of the known functions that are metabolically relevant in any human

cell (Duarte et al. 2007). Specifically, RECON1 comprises 1496 unique metabolic genes which

code for specific metabolites spread across eight cellular compartments and 3311 reactions that

are relevant for metabolism and transport (Duarte et al. 2007). A major strength of RECON1 is

the identification of gene-protein-reaction rules which can be exploited to better understand

pathological conditions. Specifically, by rendering a gene inactive, the resulting metabolic

reaction will become blocked, this approach has been used to understand reactions which

underlie hemolytic anemia (Duarte et al. 2007). Subsequently, RECON 2 includes 2191 unique

metabolic genes which produce 5063 metabolites that are characterized with 7440 different

reactions (Thiele et al. 2013). The most recent RECON version is RECON3D which includes

3288 metabolic genes that produce 4140 metabolites, that are catalyzed by 13543 different

metabolic reactions (Brunk et al. 2018). Since the initial publication of RECON and subsequent

updates, this human metabolic reconstruction has been widely employed as a starting point for

creating both tissue- and cell- reconstructions (Bordbar et al. 2012 ; Fouladiha & Marashi,

2017). As the RECON models are richly curated and contain analogous metabolites, these

models have also been expanded upon various other mammals, such as for mouse metabolic

reconstructions (Selvarasu et al. 2010 ; Sigurdsson et al. 2010).

A popular and diverse approach for building GEMs for computational modeling in

accordance with a molecular mechanistic framework that is standardized across systems biology

is the constraint-based reconstruction and analysis (COBRA) approach (Heirendt et al. 2019).

Specifically, this approach seeks to defines biochemical transformations and the stoichiometry

or chemical properties of reactions by deriving information from various datasets such as known

biochemistry, genome annotations, physiological data, and phenotypic information from

next-generation sequencing experiments (Heirendt et al. 2019 ; McGarrity et al. 2020). The
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process to convert a metabolic reconstruction of an organisms into a metabolic model requires

transformation of a list describing biochemical reactions into a computer-readable mathematical

matrix; this is further constrained by physiochemical constraints derived from thermodynamic

conservation of mass and flux boundaries of the system (i.e the upper and lower limits of

enzyme reaction velocities) (Fouladiha & Marashi, 2017). All of these constraints are then used

for the prediction of metabolic phenotypes. Depending on the goal of the model, further

constraints can be added such as nutritional uptake rates or the maximum rate of enzyme

reactions to create a calculated solution space that is biologically relevant within a specific

condition (Thiele et al. 2013). To specify, optimization of this goal can only be achieved under

constraints. Regardless, the COBRA approach does not require complete knowledge of the

previously described constraints  (in addition to enzyme kinetics, metabolite or enzyme

concentrations, and generation reaction rates) to reconstruct GEM that are phenotypically and

physiologically relevant (Feist & Palsson, 2008 ; Oberhardt et al. 2009). Overall, assumptions

that are imposed by various model reconstruction algorithms likely influences not only the

quality, but also the physiological accuracy and relevancy of predictive models (Machado et al.

2014 ; Correia et al. 2015 ; Pancheco et al. 2016 ; Ferreira et al. 2017 ; Opdam et al. 2017).

However, it is clear that utilizing the systems biology approach for medicine can be used to not

only improve understanding the molecular mechanisms of disease, but allow for the discovery

of novel therapeutic options (Mardinoglu et al. 2012 ; Thiele et al. 2020). Precision medicine as

an emerging field requires the development of mechanistic models that are biologically relevant

and are able to capture the complexity of human functions at a patient-specific level (Thiele et

al. 2020). Specifically, the development of in silico human clinical trials requires the

development of personalized computer models of human physiology that are biologically

relevant (Viceconti et al. 2016).

1. Context-specific Metabolic Models

While GEMs are able to illustrate all metabolic reactions within an organism, not all

enzymes are active within specific cells or tissues at a given timepoint as demonstrated by

tissue-level proteomics studies (Uhlen et al. 2015). Therefore, there has been a wide-range of
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growing methodology to extract cell, tissue, microbiome, etc. specific GEMs that are

representative of the metabolic pathways of within a specific context (thus, context-specific

metabolic models) (Becker & Palsson, 2008 ; Zur et al. 2010; Wang et al. 2012; Heinken et al.

2021). Specifically, in the case of MBA-like algorithms (such as FASTCORE), the algorithm

reconstructs context-specific metabolic models that are specified as core reactions, this subset is

extracted from the original GEMs and effectively removes reactions that are not active in the

model (Jerby et al. 2010; Vlassis et al. 2014 ). The removal of these still remains highly debated

in the field and is dependent on the algorithm employed, gene expression levels as determined

by sequencing technology, availability of proteins or metabolites, integration of literature-based

knowledge, and known essential functions that are necessary for the model within a biological

context (Opdam et al. 2017). While these numerous liabilities may compromise the

interpretability of context-specific metabolic models, it is generally understood that

context-specific models do provide a more realistic view of an organism or community’s

metabolism within a specific situation.

The mapped genomes of various wild-type and mutant E. coli strains have been defined

and applied to predict or engineer various metabolic capabilities through reconstruction of

constraint-based genome-scale models. Modeling metabolic systems has been constantly

updated since the original metabolic network reconstruction of E. coli in 2000 (Edwards and

Palsoon, 2000; Orth et al., 2011; King et al., 2015; O’Brien et al., 2015). Genome-scale

metabolic modeling can be further extended towards context-specific models with the addition

of genome-wide transcriptome data to illustrate metabolic responses to various environmental

stresses. By integrating both transcriptomics and metabolomics to identify conserved responses

for various environmental stressors, such as oxidative stress, acid, cold, heat, and shifting

glucose to lactose in media which are necessary for the maintenance of homeostasis (Józefczuk

et al., 2010; Seo et al., 2015; Du et al., 2019). Application of genome-scale metabolic models

that incorporate environmental stressors provides inspiration to interpret pathogenic

transcriptomes which are associated with chronic infections. Another fascinating case of

employing context-specific metabolic models was used to simulate the infection of human

macrophages with Mycobacterium tuberculosis. The authors identified three states of infections
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(latent, pulmonary, and meningeal) by mapping transcriptome data to known metabolic

pathways; the results led to not only a stronger predictive power of the three aforementioned

infection states, but also a significant improvement of drug targeting in a context-specific

manner (Bordbar et al. 2010).

2. Single-Cell-specific Metabolic models

While it is possible to extract omics data that is derived from tissues or organs (i.e

tissue-specific models), cell-specific models are generally reconstructed with omics data based

from an isolated and defined cell-type that is not from a mixed media (Fouladiha & Marashi,

2017). The reconstruction of cell-specific models typically employs a reductive approach during

reconstruction to create a model that is reflective of the active reactions within a specific

cell-type. For example, this approach may include using a general GEMs such as RECON1 and

then exclude inactive reactions based on cell-specific transcriptome or proteome data by using

CORDA, FASTCORE, GIMME, MBA, or mCADRE (Becker & Palsson, 2008 ; Jerby et al.

2010 ; Wang et al. 2012 ; Vlassis et al. 2014 ; Schultz et al. 2016).

In order to identify biomarkers and to predict therapeutic targets, a high-quality model

for hepatocytes was created by integrating a wide-range of biological metrics such as clinical,

biochemical, gene expression, and functional characterization of proteins as a means to

accurately represent biological function (Mardinoglu et al. 2014). This approach demonstrated

that metabolic network reconstruction can be utilized to annotate various experimental data to

derive more insight on not only physiological biological function, but also better determine the

molecular understanding of complicated pathophysiologies such as hepatitis, cirrhosis, liver

cancer, and non-alcoholic fatty liver disease (Baffy et al. 2012 ; Mardinoglu et al. 2014).

Specifically, this study has illustrated that diagnosing the onset and monitoring the further

progression of non-alcoholic fatty liver disease through GEM identified metabolic biomarkers is

a probable approach to promote the application of systems biology tools in medicine.

Previously, Lewis et al. (2010) developed a simplified, but large-scale mechanistic

approach to model metabolic interactions between various cell types in the brain by integrating

both gene expression and proteomic data from various cell types to better understand brain
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energy metabolism. Uniquely, the authors created in silico compartments that are representative

of both cell types and organelles independently, both were linked together with transport

reactions which are known from both literature and experimental data to create context-specific

reconstructions; overall this represented a combination of cells derived from various cell types

to form a brain metabolic model. This approach gave rise to a novel approach to create a

tissue-specific/multicellular metabolic model which is built upon both gene expression and

proteomic knowledge from various neurons and astrocytes to obtain a systems-level view of

brain energy metabolism.

3. Microbiome Community Metabolic Models

The human-associated microbiome is presently a cutting-edge field of precision

medicine; the advent of NGS and development of systems biology tools have rapidly driven the

emergence of this field. Specifically, systems biology applications allow for the investigation of

the connected relationship between the host and host-associated microbes as part of a holistic

biological system (Thiele et al. 2013). Most recently, this field is closing in on the development

of in silico clinical trials through the creation of large-scale databases and models of the human

gut microbiota that are then utilized as an integrated compartment in virtual humans models

(Magnúsdóttir1 et al. 2017 ; Noronha et al. 2019 ; Thiele et al. 2020). However, there remains a

need to continue the utilization of human microbiome sequencing data for the metabolic

reconstruction of microbiome models that are representative of the ecosystems that they occupy

in hosts (Abubucker et al. 2012 ; Thiele et al. 2013 ; Heinken et al. 2021). Constraint-based in

silico community metabolic models of microbiota provide valuable insights into the ecological

interactions within a microbial consortia, thus providing valuable clues into the complex

dynamics between individual organisms within communities. Systems biology applications

towards microbial communities seek to identify the underlying molecular mechanisms which

bolster our understanding for the organization and function within microbial communities

(Zengler & Palsson, 2012). In brief, metabolic models of microbial species are constructed

based on the organism’s annotated genome sequence (Zimmermann et al. 2021). Enzymes

which catalyze biochemical reactions are identified by selecting genes and their predicted

proteins that are assigned to reactions. By connecting the individual reactions to a metabolic
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network, in silico representations of the organism’s catalytic capabilities allows for the

prediction of metabolic phenotypes, for instance environmental context-dependent growth rates,

nutrient utilization, and metabolic by-products release (O’Brien et al., 2015). For example, in

one of the earliest in silico reconstruction of a microbial community, Klitgord and Segrè utilized

seven previously published reconstructions of microbes with various supplementary mediums

and investigated microbial interactions in a pair-wise fashion (Klitgord and Segrè, 2010). Thus,

preliminary studies of this nature allow for the network reconstruction of microbial

communities for the simulation of microbial species to species or community-wide interactions

such as collaborative competition or cross-feeding based on various metabolic environments

(Thiele et al. 2013).

Models of community metabolism are constructed by connecting species-specific

models and allowing the exchange of metabolites between cells as well as the competition for

shared resources. The in silico connection of species can be achieved by treating individual

species in a spatio-temporal setting (Bauer et al. 2017) or by joining individual bacteria models

and optimizing aforementioned variables under coupling constraints (Heinken et al. 2013).

Cross-feeding interaction or simply, the exchange of nutrients between microbes is a metabolic

process that both modulates and organizes microbial community structure (Stewart & Franklin,

2008). The rationale behind such models is that microorganisms not only adjust their

metabolism in response to abiotic stresses and chemical composition of the environment, but

also depend on the presence or absence of other microbial cells in their vicinity (Klitgord and

Segrè, 2011). For example, in silico modeling of the human gastrointestinal microbiota revealed

specific metabolic processes, including fermentation and metabolic cross-feeding interactions

that are altered in disease when compared to healthy controls (Bauer and Thiele, 2018;

Graspeuntner et al., 2018; Aden et al., 2019; Pryor et al., 2019). Specifically, when microbial

communities which consist of a high diversity of unrelated species metabolically interact with

one another within the human gut, there is a potential to improve human health by

supplementing indigestible dietary components that can be fermented by the occupying

microbial community (Wong et al. 2006).
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4. Integration of Host-Microbiome Metabolic Models

The human gut-associated microbiome impacts host metabolism directly and indirectly;

this has led to the development of various theories within the field of microbiome which

connects microbes to host organ systems (i.e gut-brain axis, gut-liver axis, etc.) (Clarket et al.

2014). The advent of numerous systems biology tools which have been successfully integrated

into automated softwares have presented powerful approaches to investigate not only

microbe-microbe interactions, but also support efforts to investigate the interactions between

host’s and their associated microbial communities in health and disease (Bauer et al. 2017 ;

Heirendt et al. 2019 ; Thiele et al. 2020;). For example, the application of constraint-based

modeling of microbial communities is a progressive approach to investigate metabolic

interactions between host and their associated microbiome during various stages of health and

disease, thereby providing novel information for potential therapeutic targets against pathogens

(Chavali et al. 2012 ; Thiele et al. 2013). Over time, these applications have led to the

development of personalized whole body metabolic models (WBMs) which are the integration

of physiological, metabolome, and microbiome data to assess the cross-directional effects of

microbial metabolism upon host organ systems, in a person-specific manner (Thiele et al. 2020).

These models represent multiple individual tissues of an organism by their respective metabolic

network along with their unique metabolic connections (e.g. via the bloodstream or the

lymphatic system). The most complete model of WBM that is based on GEMs integrates the

metabolism from 20 organs, six sex organs, six types of blood cells, the GI tract lumen,

systemic blood circulation, and the blood-brain barrier (Thiele et al. 2020).

Depending on specific questions to be answered, physiological constraints can be

integrated into these models to include information such as blood flow and kidney filtration

(Thiele et al. 2020). For example, the integration of WBM with classic physiologically-based

pharmacokinetic (PBPK)  models have been used to create novel physiologically and

stoichiometrically constrained models (PSCM). The creation of PSCM allows for the

combination of both physiological attributes and quantitative metabolomics inputs to constrain

the rates of organ-specific metabolite uptakes that are physiologically relevant and sex-specific
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(Thiele et al. 2020 ; Zhu et al. 2021). While PBPK models are useful to predict the kinetics of

drugs such as ethanol, WMB has the powerful predictive potential to simulate ethanol

metabolism across multiple organ and metabolic pathways (Zhu et al. 2021). The combined

application towards PSCM is useful to develop a novel human relevant framework to model

patient-specific metabolism of ethanol and other relevant drugs for future applications, such as

for in silico clinical trials (Viceconti et al. 2016 ; Thiele et al. 2020 ; Zhu et al. 2021).

Furthermore, these applications have also led to the recapitulation of inter-organ interactions

between both the lactic acid and alanine/glucose-alanine cycles through simulations by using

the WBM approach (Thiele et al. 2020). Overall, WBM models highlight a promising approach

to predict the interactions between multiple organ systems and microbes within specific

contexts.

However, it must be noted that approaches such as WBM cannot be possible without the

development of systems biology databases such as the Virtual Metabolic Human (VMH) or the

Metabolic Atlas which are  all-inclusive databases which integrate the present understanding of

human metabolism with five major linked resources such as: ‘Human metabolism’, ‘Gut

microbiome’, ‘Disease’, ‘Nutrition’, and ‘ReconMaps’ (Noronha et al. 2019 ; Robinson et al.

2020). Specifically, this database allows for the metabolic reconstruction of human and our

associated gut microbiome by providing 5180 unique metabolites, 17,730 unique reactions,

3695 human genes, 632,685 microbial genes, and metabolite information from 8790 food items.

Most importantly, the metabolic reconstructions developed from VMH can be converted into

biologically relevant computational models by utilizing transcriptomics, proteomic, or

metabolomic datasets through approaches such as the COBRA Toolbox or MetaboTools

(Yiyhak et al. 2014 ; Heirendt et al. 2018 ; Aurich et al. 2016). The VMH database also hosts

the most complete and detailed human metabolic network model reconstruction which has been

developed for more than a decade; Recon3D utilizes 13,343 metabolic reactions than is

associated with 104 metabolic  subsystems which can produce 4140 unique metabolites that are

coded by 3288 genes (Duarte et al. 2007 ; Thiele et al. 2013 ; Swainston et al. 2016 ; Brunk et

al. 2018). Furthermore, the Virtual Human Physiome project is another comprehensive database

which details the human body and organ processes, but has yet to be integrated with
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molecular-level or omics datasets which use gene, protein, and reaction rules to reconstruct

metabolic networks (Hunter et al. 2013 ; Tan et al. 2017).
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E. Study Objectives

The aim of this dissertation is to assess major human disease models through the lens of

systems biology tools, specifically context-specific metabolic modeling. This dissertation will

apply next-generation sequencing in tandem with systems biology approaches to highlight

patient-specific differences which are helpful in understanding underlying disease mechanisms.

To this end, I seek to not only develop novel systems biology and bioinformatics pipelines to

study patient-specific disease processes, but also develop a theoretical framework to support the

need for precision medicine in a clinical setting. The core methods in the following sections of

this dissertation make use of next-generation sequencing approaches, namely scRNA-seq and

metatranscriptomics. While both methods are widely used, both methods are utilized uniquely

in the respective cohorts of this study to extend next-generation data with modeling approaches

to derive information on patient-specific alterations in the disease. Uniquely, this study aims to

expand on these two approaches by further extrapolating their standard RNA-seq analysis with

systems biology tools to reconstruct context-specific metabolic models. The techniques in this

dissertation can be applied in the future to develop context-specific metabolic models which

could be applied to a wide-range of human metatranscriptome and scRNA-seq studies, thereby

allowing for patient-specific models.

1. Single-cell metabolic model reconstruction. Individual metabolic network models

require context. This will be done by considering not only patient-specific gene

expression across disease status with scRNA-seq, but also constraining models with a

developed blood medium. Patient-derived models will be assessed to characterize the

role of individual cell types in relation to COVID-19 disease status and trajectory.

2. Microbiome community model reconstruction. The urinary tract microbiome of

humans is poorly understood. By utilizing taxonomic and functional knowledge of this

niche through metatranscriptomics, this approach seeks to reconstruct a model to better

understand urinary tract microbiome form and function. By further integrating a virtual

urine medium with context-specific microbiome community models, the activity of the

community as a whole is simulated to identify disease pathomechanisms.
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III. Methodology

A. (COVID-19)
1. Introduction

In the following methodology section, details are presented to investigate the current

understanding of COVID-19  by analyzing the single-cell transcriptomes (358,930 cells) of

patient PBMCs over five different timepoints during the course of disease. While scRNA-seq

provides high-resolution information which describes cell-specific gene expression across

conditions, this study sought to disseminate unique or conserved metabolic phenomena during

COVID-19 pathophysiology. While this dissertation utilizes data from the manuscript of

“Longitudinal Multi-omics Analyses Identify Responses of Megakaryocytes, Erythroid Cells,

and Plasmablasts as Hallmarks of Severe COVID-19” by Bernardes et al. (2020), an extension

of that study is presented as a major method for this dissertation. As a second-author in the

aforementioned manuscript, my efforts sought to reconstruct metabolic models across three

major patient cell-types (Erythroid cells, Megakaryocytes, and Plasmablasts) to better

understand metabolic phenotypes across various pseudotimes. This was achieved by

reconstructing cell-specific metabolic models by integrating scRNA-seq data with a human

GEM from individual single-cells that were obtained from the cohort. However, as analyzing

and interpreting only three major cell-types from patients was a limitation of this study, an

additional contribution to reconstruct models for the remaining cell types. Overall, a

supplementary bioinformatic analysis of the scRNA-seq datasets, reconstructions of all

single-cells that were produced during this study, and analysis of cellular metabolic activity

across patients and their respective pseudotimes are presented as an extension of Bernardes et

al. (2020). All GEMs will be analyzed in a patient-specific manner to identify the effects of

disease severity and other known phenotypes upon disease status. For further information on

this publication, please refer to the attached copy of the manuscript with this dissertation,

specific remarks on the contribution of each author is detailed further in the manuscript.

Citation: Bernardes, J. P., Mishra, N., Tran, F., ……. Josephs-Spaulding, J. et al. (2020). Longitudinal

Multi-omics Analyses Identify Responses of Megakaryocytes, Erythroid Cells, and Plasmablasts as

Hallmarks of Severe COVID-19. Immunity 53, 1296-1314.e9. doi:10.1016/j.immuni.2020.11.017.
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2. scRNA-Seq Quality Control

The single-cell libraries utilized in this study were previously generated by Bernardes et

al. (2020), more details on the library preparation, sequencing machines, and read depth are

described there. Furthermore, Bernardes et al. (2020) describes the processing of sequences with

CellRanger (v.3.1.0 ; 10x Genomics) to map the genome of individual samples to GRCh38

Homo sapiens reference, and using cell-type-specific markers to create a raw count matrix for

each patient and their respective cell-types for further analysis. Seurat (version 3.1.5) was

employed to remove low-quality or duplicate cells that were likely disrupted by using with

either the number of features (i.e the number of reads which can map to unique genes) or by the

percentage of mitochondria reads which mapped to cells (Butler et al. 2018 ; Stuart et al. 2019).

The entire object was further normalized and scaled with the LogNormalized() and ScaleData()

function for further analysis.

Next, principal component analysis (PCA) was employed across the Seurat object to

identify similarity of features for individual cell types. A clustering analysis employs the

standard k-nearest neighbors (KNN) graph which is based on euclidean distance in which edges

of the network weights were refined between any two cells. This analysis was utilized to

identify shared overlap between clusters based on Jaccard similarity coefficient. This method

was based on 20 dimensions within the samples at a resolution of 0.5. This in total produced 23

clusters, these clusters were then visualized as Uniform Manifold Approximation and Projection

(UMAP). Additionally UMAPs were further created to assess the heterogeneity for the 23

clusters, the cell-types which were used for metabolic network model reconstruction, and for

three cell-types (erythroid, megakaryocytes, and plasmablasts).

3. Identification of Highly Variable Genes & Cell Targets

As Bernardes et al. (2020) reported, severe cases of COVID-19 are associated with

metabolically hyper-active cell types, especially plasmablasts. Therefore, various cell-types

were investigated to further decipher the link between highly variable gene expression,

cell-types, and disease status. Following quality control and standardization, the number of
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individual features within the dataset were checked against the level of gene expression per cell.

Through this analysis, it was found that plasmablasts have a wide range of gene expression

across features and was therefore further investigated. The top 100 most variable features within

the dataset were identified for later clustering. These genes were then plotted against cell-type

identity to predict hyperactive cells. More so, this analysis additionally points out erythroid and

megakaryocytes as potential cells of interest. Furthermore, the top 100 highly variable genes

were plotted against patient pseudotimes to identify at what disease status do these genes belong

to. Erythroid cells, megakaryocytes, and plasmablasts were then extracted from the Seurat

object for further investigations. Specifically for each of the aforementioned cell-type, a UMAP

projection was created to check cell heterogeneity and a figure which plots the average cell

expression against patient pseudotime was produced.

4. Single-cell Metabolic Modeling

a. Preprocessing and Identification of Core Reactions for Metabolic

Modeling

Prior to the reconstruction of single-cell metabolic models, gene expression scRNA

datasets were further processed for the purpose to identify metabolic core reactions which are

likely active in respective metabolic models with the StanDep algorithm (Joshi et al. 2020). The

process to identify core reaction sets for individual cells was initiated in various steps. First,

normalized gene-level counts were extracted from the previously described Seurat object and

converted into transcripts per kilobase million (TPM) values. These values were then

normalized in accordance to human ENSEMBL gene lengths, whereis these ENSEMBL gene

names were further mapped to RECON 2.2 to identify human genes which are relevant for

metabolism (Swainston et al. 2016 ; Cunningham et al. 2019). Gene-level counts mapped to

RECON 2.2 for individual single-cells were extracted from the Seurat object as an output, in

addition to respective meta-data (i.e conditions), gene names, and cell barcodes. These four sets

of data were then used with the StanDep approach to identify cell-specific core reactions which

are relevant for metabolism.
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Standep was employed within the COBRA Toolbox (v.3.0) by using pre-processed gene

expression data and various patient conditions to identify core reaction genes across cell types,

specifically the algorithm identified enzyme type and the level which that was expressed with

respect to RECON 2.2 (Heirendt et al. 2019 ; Joshi et al. 2020). In order to identify the number

of k-clusters to be used in the StanDep algorithm, a representative sample size was calculated.

The entire population of single-cells was utilized (n= 358930). The margin of error was set to

1% with a confidence level of 95%.  Enzyme expression was then log10 transformed into a

binary matrix with rows representing enzymes and columns as bins, to identify both minimum

and maximum enzyme expression. Core reaction matrices were assembled, defined, and used as

an input in FastCore (Vlassis et al. 2014) to reconstruct single-cell, context-specific metabolic

models which would be further used for a metabolic pathway analysis.

b. Reconstruction of Cell-specific Metabolic Models

Context-specific metabolic models were constructed based on metabolic network models

from human metabolic network Recon 2.2. These models were further extended with gene

expression data derived from patients during various timepoints across during COVID-19

infections. All models were further conditioned with a human blood medium with metabolic

information derived from the human metabolome database. First, the CobraPy package was

employed to further process and constrain the core reactions for each cell that were produced

from StanDep (Ebrahim et al. 2013 ; Joshi et al. 2020). Specifically, core reaction tables were

further constrained with a predefined human blood medium to identify metabolic core reactions

which are likely active than those that are not while interacting with the blood medium. Next,

the function fastcc from the FASTCORE suite was used to identify inconsistent reactions within

the model and remove them to create a consistent model. With the consistent models,

FASTCORE was used on individual core reactions derived from cells to reconstruct

context-specific metabolic network models.
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c. Patient-Specific Metabolic Subsystem Analysis

Subsystems reactions were extracted for all models by matching the names of all

metabolic subsystems across the reconstructed models to define pathway abundance during

COVID-19 infection within individual patients and their respective cell-specific expression, at

various pseudotimes or state of disease. Subsystems or the grouping of pathways which are

associated with biological processes were selected for analysis in this study. Due to the nature of

FASTCORE to reconstruct a core metabolic network which includes reactions that are

connected to core metabolites, these pathways are clearly represented and describe the core

reduced metabolic model (Vlassis et al. 2014 ; Masid et al. 2020). Subsystems are typically

recommended to analyze GEMs because due to their large size and complexity, assessing

individual reactions can become both functionally challenging and time-consuming to analyze.

Thus, the abundance of various metabolic subsystems were extracted from each individual

cell-specific GEMs and grouped by patient and their respective pseudotimes.

Cell-specific models were reconstructed for all patients during various pseudotimes,

information with regards to the average metabolic subsystem abundance for each patient during

conditions was assessed. Metabolic subsystems were then counted for all reconstructed cell

models and the total number was matched to specific subsystems names. Both the overall

metabolic subsystem activity for each patient was averaged across the total number of cell

models of that patient for each pseudotimes to correspond with the average cell pathway

abundance. Specifically, only the four patients who were assessed with four pseudotimes are

included in the following section to readily compare the change of cell-specific metabolic

activity across pseudotimes. Only erythroid, megakaryocytes, and plasmablasts were included in

the presented investigation as these cells were identified as cells of interest in the preliminary

bioinformatics assessments. All cell-specific pathway activity derived from the metabolic

models from all patients can be found in the supplementary data section (Supplementary Figures

1-33).
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B. Urinary Tract Infection (UTI)

1. Introduction

In the following section, metatranscriptomics sequencing was employed on the urine of

five patients to reconstruct patient-specific microbial community models for each patient. This

manuscript is in preparation “Patient-specific Metabolic Reconstruction of Microbial

Community Models of UTIs identifies Biomarkers of Infection Onset and Recurrence” by

Josephs-Spaulding et al. UTIs are one of the most common human infections which are

typically diagnosed by a positive culture of a uropathogenic bacteria from the urine and

supplemented with clinical markers of inflammation from the urinary tract; E.coli are identified

in 80% of UTIs (Flores-Mireles et al., 2015). However, the bladder is constantly challenged by

adverse environmental stimuli which influence urinary tract physiology, contributing to a

dysbiotic environment (Josephs-Spaulding et al. 2021). Simultaneously, pathogens are primed

by environmental stressors such as antibiotics, favoring rUTIs, resulting in chronic illness. Due

to different confounders for UTI onset, a greater understanding of the fundamental

patient-specific environmental mechanisms and microbial ecology of the human urinary tract is

required. Such advancements could promote the tandem translation of bench and computational

studies for precision treatments and clinical management of UTIs. Therefore, there is an urgent

need to understand the ecological interactions of the human urogenital microbial communities

which influence recurrence in UTIs. My contribution to this manuscript included

conceptualizing the manuscript idea, writing the manuscript, preparing all tables/figures, and

acting as the corresponding author during the submission of the publication. For further

information on this publication, please refer to the attached citation of the manuscript, specific

remarks on the contribution of each author is detailed further in the manuscript.

Citation: Josephs-Spaulding J, Rettig HC, Chkonia M, Marinos G, Zimmermann J,

Graspeuntner S, Rupp J, Møller-Jensen J and Kaleta C (In-Preparation) Patient-specific

Metabolic Reconstruction of Microbial Community Models of UTIs identifies Biomarkers of

Infection Onset and Recurrence
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2. Research Design

For this purpose, a large number of clinical samples from patients with urinary tract

infections were characterized in detail through functional and molecular analysis such as

culturing and metatranscriptomics to describe microbiome function. A novel bioinformatics

pipeline was developed that utilizes metatranscriptomics to reconstruct metabolic models which

are reflective of context-specific microbiomes during a UTI. Patient-specific models consisting

of host-associated microbial pathogens were simulated in the software BacArena and further

constrained with a developed urine medium with information derived from the Human Urine

Metabolome database (Bouatra et al. 2013 ; Bauer et al. 2017). This was essential to determine

not only the impact of gene expression upon patient-specific microbiomes, but also to

understand how an in silico urine metabolome further interacts with the urine microbiome.

The main goal of this project is to develop a novel approach to predict various metabolic

phenotypes in clinical isolates which are suggestive of virulence and recurrence. This

assessment will be acquired by applying first metatranscriptomics to identify both invasive

pathogens which cause UTIs and their gene expression during infection. Once gene expression

is mapped back to all known species, this information will be extended with context-specific

metabolic modeling to reconstruct metabolic network models of patient-specific community

microbial models. Furthermore, these patient-specific models will be simulated in BacArena

and further constrained with a generic developed urine medium. This approach would be

beneficial to optimize treatment strategies in a strain- and patient-specific way. Thus, based on

the metabolic information extracted from our simulations which can suggest whether a UTI is

causing an infection by specific metabolite uptake or production, different modes of action for

curing the infection and follow-up treatment may be suggested through dietary supplementation.

However a major limitation still persists in the aforementioned approach: while phenotypes can

be strain specific, it is also possible that they are strongly influenced by patient-specific factors

(e.g. diet, comorbidities) in addition to micro-environmental factors (e.g. local microbiome, pH,

nutrient availability) which will be challenging to model in this study. However, a future
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prospect of this approach would be to acquire dietary information from the respective patients

and use the metabolic information from foods in their diets to further constrain the simulations.

3. Population and Sample

All patients in this study were selected from a group of patients with an acute,

uncomplicated UTI. The inclusion group that will be investigated in this study is prospective

with the occurrence of described symptoms of an uncomplicated UTI (see inclusion criteria)

and ends formally on day 3 after taking a second sample. All participants of the study provided

a sample of midstream urine on days 1 and 3, in additon to both urethral and peri-anal smears.

Furthermore, a scoring was used to assess the severity of acute cystitis. These results were used

to interpret pathogen-related factors which could be later used in the prediction of UTI presence

and to better define risk factors for rUTIs.

a) Inclusion criteria for the patient group:

This study selected patients from UKSH Lübeck over the course of three years (2018 -

2021) with who were > 60 and <80 years of age. To determine eligibility for this study on

uncomplicated UTIs, various clinical signs of a lower or upper urinary tract infection were

assessed such as: pain when urinating (alguria), imperative urgency, pollakiuria, pain above the

symphysis, flank or kidney pain, and / or fever (> 38 degrees C). We further assessed the

patients who had potential rUTIs. There patients were included within the rUTI cohort if they

had > 3 UTIs within 12 months and > 2 urinary tract infections within six months in addition to

leukocyturia and the detection of a UPEC.

b) Exclusion criteria for the patient group:

Patients were excluded from the study if they were assessed to have physical

malformation or comorbidities which could be classified as a complicated UTI which include:

anatomical urogenital malformations such as a urethral stricture and bladder stones or tumors, a

known previous surgery at the site of the urinary tract, and patients with any neurological or

other type of underlying diseases that could lead to a disturbed bladder emptying. We further

excluded patients with any known previous irradiation of the small pelvis, cytostatic treatment
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during the study period or within the last year, presence of immunosuppression, type 1 or 2

diabetes mellitus, the status of being pregnant status, the presence of recent use of vaginal

probiotic therapies or the use of vaginal spermicides, asymptomatic bacteriuria, and finally

known participation in clinical studies which could influence urinary or renal function for 30

days before or during the study.

c) Inclusion criteria for the control group:

Inclusion into the control group was similar to the patient group, except for the presence

of a rUTI. Specifically, women younger than 18 years of age with an uncomplicated UTI. To

determine eligibility for this study on uncomplicated UTIs, various clinical signs of a lower or

upper urinary tract infection were assessed such as: pain when urinating (alguria), imperative

urgency, pollakiuria, pain above the symphysis, flank or kidney pain, and / or fever (> 38

degrees C). We further assessed the patients who had potential recurrent urinary tract

infections. There patients were included within the rUTI cohort if they had > 3 UTIs within 12

months and > 2 urinary tract infections within six months in addition to leukocyturia and the

detection of a uropathogenic UPEC. The outage charters meet the exclusion criteria for the

patient group.

4. Data Collection

a) Patient group (with evidence E.coli associated UTI)

Patients who were identified to develop an acute, uncomplicated UTI with cultured

evidence of uropathogenic E. coli at UKSH Lübeck and who meet the inclusion criteria were

offered to participate in the study. The urine already collected is processed according to the

procedure described below, otherwise the procedure is the protocol for the control group.

b) Control Group

All female medical students were invited to participate in this study after completion of

their fifth or sixth semester of studies and provided info-materials on the study. Specifically,

these materials described the goals of the study and sample vessels for the acquisition of

midstream urine were provided, free of charge. Furthermore, with the info-material was also
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provided a telephone number so potential probands can report clinical symptoms, receive

further information on the study, and ask further details about preparing the urine sample.

Finally, two sets of smears were provided in the kit for obtaining both urethral and peri-anal

smears that were issued with instructions for self-examination.

5. Library Prep and Sequencing

Total RNA was then extracted by use of the both the MICROBEnrich and

MICROBExpress mRNA enrichment kits to reduce the presence of any human contamination

of the samples and isolate only bacterial RNA. The samples were then shipped and further

processed by the CCGA at the Christian-Albrecht University, Kiel. Here, the total RNA was

further purified with the TruSeq stranded total RNA kit and sequenced with shotgun

metatranscriptomics to characterize the local microbiome and respective functions. All libraries

for metatranscriptomic sequencing of the urine microbiome were conducted at the CCGA. In

total, 5 samples of total RNA (without human contamination) were sequenced on an Illumina

MiSeq with 2x75bp with paired-end reads.

6. Raw Read Quality Control

In a standard quality control pipeline raw reads were initially processed by using

FASTQC to report sequence quality to identify low quality reads which require removal

(Andrews, 2010). From there, raw reads were processed for quality trimming by using

prinseq-lite with a variety of settings detailed in Table 4. Next CutAdapt was to further remove

any adapters or repetitive sequences based on previously known i7 & i5 indexes as detailed in

Table 3 (Martin, 2011). FASTQC was used again to compare the before and after process from

the quality control step.
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Name Barcode i7-index i5index

H25361-L1 L122834 GTTAATTG CGAGATAT

H25362-L1 L122835 CTACAGTT ACGCCGCA

H25363-L1 L122836 GTGCGATA CTTAGTGT

H25364-L1 L122837 ACCGGCCA TAGAGCGC

H25365-L1 L122838 TCGTGACC GTATTATG

Table 3: Sample names, barcodes, and adaptor sequences used in this study.

Filter/Trim Options Value Description

min_len 3 Filters sequence shorter than minimum length

ns_max_n 5 Filters sequence with more than the maximum number

of N’s

min_qual_mean 10 Filters sequences with a quality score below minimum

quality mean threshold

trim_qual_left 10 Trim sequence by quality score from the 5’-end at

defined threshold

trim_qual_right 10 Trim sequence by quality score from the 3’-end at

defined threshold

trim_tail_left 10 Trim poly A/T tail with a minimum length at the 5’ end

trim_tail_right 10 Trim poly A/T tail with a minimum length at the 3’ end

Table 4: Metrics used for preprocessing raw metatranscriptome reads
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Figure 8: Overview of context-specific microbiome community model reconstruction pipeline.

97



7. Mapping and Sorting mRNA/rRNA

The sorting and mapping of preprocessed metatranscriptome reads were completed by

utilizing the software SortMeRNA (Kopylova et al. 2012). First, forward and reverse reads were

combined into pair-end reads with the SortMeRNA script merge-paired-reads.sh for filtering the

samples with various RNA databases. A variety of RNA index database, based on FASTAs from

SILVA rRNA database (Yilmaz et al. 2014) and Rfam (Griffiths-Jones et al. 2003) were

employed to create indexes for sorting patient-derived total RNA using the ‘indexdb_rna’

function in SortMeRNA. Next, individual pair-end libraries were merged using the SortMeRNA

script ‘merge-paired-reads.sh’. From there, the merged paired ends were mapped to seven

different RNA indexes to assess mapping rates for each microbial dataset. As the aim of this

study is to investigate only prokaryotic communities within the urine in the BacArena

simulation software, only bacterial rRNA & mRNA was extracted. Therefore, following

databases were used: Silva-Bac16s, Silva-Bac23s, Silva-Arc16s, Euk18s, Euk28s, rfam-5s, and

rfam-5.8s. To specify, mapping to the Silva databases allowed for the extraction of both rRNA

and tRNA, only Bacteria 16s rRNA was relevant for the later presented taxonomy analysis.

8. rRNA Taxonomy Analysis

Following the split from SortMeRNA, remaining rRNA was used in preparation for a

taxonomy analysis. The USEARCH tool and it’s suite of algorithms was used for the rRNA

sequence analysis and clustering (Edgar, 2010). Pair-end reads were remerged and converted

into fasta files for smaller computational size. All samples were then concatenated into a master

file which includes the rRNA sequences from all patients that were investigated in this study.

Next, the USEARCH function fastx_uniques was used to independently identify common

sequences across all samples that would be used for clustering operational taxonomic units

(OTUs). Specifically this algorithm finds all unique sequences, thereby dereplicating the

samples with any redundant sequences. Then the command cluster_otus was used to expand the

present list of identified OTUs by further denoising samples and by performing a 97% OTU

clustering, however these OTUs will be further processed. Next, all OTUs and remaining

amplicons were then subject to error correction and all chimeras were removed with the unoise3
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command to produce  zero-radius OTUs (zOTUs). OTUs were formed into a table with the

otutab command. And finally, all potential taxonomy was predicted with the sintax command in

which the bootstrap values for confidence in the taxonomy was set to 97%. To better understand

the amount of unique species or OTUs found within each sample, a rarefaction curve was

plotted as a function against the total number of reads per sample.

Next the CRAN package PHYLOSEQ with it’s dependencies was used to determine the

taxonomy and abundance of each patient-specific community (McMurdie et al. 2013). First,

after a matrix containing OTU abundance and taxonomic information was formed into

PhylosSeq objects, the data was normalized by the number of reads and low abundance was

removed. To visualize this data, non-metric multidimensional scaling (NMDS) was utilized

across the five main taxa within the population to visualize similarities. This approach was

selected to demonstrate the clustering of OTUs or counts of abundance in terms of potential

microbial communities.

Next, alpha diversity was calculated to investigate the appropriate community

abundance and microbial species diversity for the simulation of the reconstructed metabolic

community model through the PhyloSeq command ‘estimate_richness’; specifically both the

diversity measures Chao1 and Shannon diversity index were used. First Chao1 was investigated

across all species to interpret the general abundance or the number of organisms that are

representative in that sample within a poisson distribution and corrected for sample-specific

variance. Shannon diversity index was then calculated to measure the number of species across

abundance. Next, the Shannon index was utilized to calculate the Effective Number of Species

(ENS) as a means to attempt to transform and more effectively translate these indices into a true

measure of diversity (Jost, 2006 ; Jost, 2007). This calculation was then used to decide for the

number of individual species to add into the metabolic models. Furthermore, abundance

distribution was further studied at various taxonomic levels. Specifically, the genus level

diversity of the samples were assessed to identify potentially dominant groups. Enterobacter

was further investigated due to Escherchia coli being identified as the dominant inciting species

in patients with UTIs (Flores-Mireles et al., 2015). Based on the results acquired from the alpha

diversity analysis, a filtered count matrix was formed with the top 10 species based on

99



abundance. From there, this list of species was cross-checked with the USEARCH taxonomy

bootstrapped confidence interval of 97% to select the dominant species to utilize for metabolic

modeling. Whole-Genome Sequences (WGS) of the most abundant species with respect to the

patient were acquired from NCBI to be further employed in the mRNA analysis and for creating

gapseq genome-scale metabolic models (Zimmermann et al. 2021).

9. Functional mRNA analysis

Following the split from SortMeRNA, remaining mRNA was used in the following

analysis. First, mRNA was uploaded to the open-source web application Metagenomic Rapid

Annotations using Subsystem Technology (MG-RAST) (Glass et al. 2010) for a functional

analysis. Specifically, predicted protein function was assessed by mapping mRNA to a

wide-range of functional databases for microorganisms. Finally, annotation of the mRNA to

both the Kyoto Encyclopedia of Genes and Genomes (KEGG) and RAST metabolic subsystems

(Kanehisa et al. 2000 ; Aziz et al. 2008) annotation was employed. mRNA mapping, alignment,

and counting was conducted in HISAT2 (Kim et al. 2019), SamTools (Li et al. 2009), and HtSeq

(Anders et al. 2015) respectively. First, genomes from all identified species from the previously

described taxonomy analysis were downloaded from NCBI and used to build a genome index

with HISAT2. Next, remaining mRNA reads were aligned to respective indexes which were

identified in each patient-specific sample. SamTools was then employed to convert aligned

reads to SAM files for filtering, sorting, and removing single-end reads from the samples.

Prepared samples were then converted into BAM files, sorted by gene position, and finally used

to acquire all pair-end reads which were mapped to the species. Stringtie was then used with

respective species level gene annotations to form a species-specific de novo transcriptome for

later mapping purposes (Pertea et al. 2015). Finally, all patient-specific counts of relevant

species were mapped to this de novo transcriptome and counted with Htseq to obtain species

gene-level counts which were relevant to patients.
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10. Microbiome Community Metabolic Modeling

A) Selection of Microbial Community

Following assessment of the taxonomy data, species which were used to form the

microbial community model were selected. Specifically, taking information from the Shannon

index that was derived from the alpha diversity analysis, the effective number of species was

calculated (Jost, 2006 ; Jost, 2007). Calculating the effective number of species or ENS is

essential due to the fact that alpha and beta diversities are identified directly from the

frequencies of both species and their quantity within a community, but do not take into account

true or effective diversity within an ecosystem. This information suggested that three unique

species on average were dominant in the patients and this information was therefore used to

decide the inclusion of three species in the simulations. From there, any species with a high

confidence interval of at least 90% were initially selected. Next, based on the results from the

effective number of species analysis, which observed species abundance as the lowest being

2.66 and up to 3.52, the three of the most abundant species with the highest confidence interval

were selected.

B) Creation of Artificial Urine

To further constrain all context-specific models of microbial communities, a urine

metabolic medium was developed based on The Urine Metabolome (Bouatra et al. 2013).

Specifically this study employed NMR, GC-MS, DFI/LC-MS/MS, ICP-MS, and HPLC on

numerous healthy human urine samples, thereby identifying 445 metabolites and providing

quantitative readings for 378 urine metabolites or species. This is the largest attempt to

accumulate known metabolites found within pooled samples, thereby creating a consensus

database for this study. All metabolites were verified and converted into microbial exchange

reactions to match additional data points from the VMH database. Next the observed

concentrations of each metabolite from The Urine Metabolome were calculated into millimolar.

A completed database with VMH compatible urine metabolites and respective concentrations

was then utilized for gap filling or adding the minimum number of essential metabolites

required for microbial growth. This step was employed in gapseq and later in BacArena to
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further constrain the presented microbial community models. However, it is understood that the

metabolic composition of human urine directly affects the composition and function of

urine-associated microbiota (Josephs-Spaulding et al. 2021).

C) Gapseq

The gapseq software was used to automatically reconstruct GEMs of three bacterial

species (Escherichia coli, Shigella flexneri, and Salmonella dysenteriae) and further constrain

those models with the aforementioned developed urine medium (Zimmermann et al. 2021).

Specifically this approach was utilized to predict metabolic pathways based on WGS, thereby

reconstructing GEMs based on known reactions in addition to gap-filling with a defined

medium (i.e urine medium). After identifying all relevant patient-specific microbiota from the

taxonomy analysis, genomes from each bacteria were acquired from NCBI. Next, the

commands find -p all and find-transport were used to identify all metabolic reactions, transport

reactions, and metabolic pathways associated with the obtained bacteria WGS. A draft

metabolic model of the bacteria was then reconstructed by using the following described

information. This draft metabolic model was then additionally curated with the metabolic fluxes

obtained from the developed in silico urine medium based on the aforementioned metabolome

data to create a refined metabolic model.

D) Preprocess Context-specific Metabolic Models

Matching and preprocessing of species-specific mRNA to match with gapseq metabolic

models were obtained with a custom in-house script. First, the start and end of chromosome

position in addition to gene count levels of expression was extracted from the species files to

create a count matrix. Next, gene lengths were calculated, normalized by both sample

sequencing depth and gene length, then finally transformed into TPM. The R package sybil was

used to read and extract both metabolic reaction attributes and chromosome start and stop

position from the metabolic models. After obtaining chromosome position and gene-level

expression, pattern matching was employed to concat and merge relevant counts with matched

chromosome position.
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Gapseq models that were previously created were then imported into CobraPy (Ebrahim

et al. 2013) and transformed into MATLAB compatible files which are representative of species

WGS. The new files were then loaded into MATLAB in addition to patient-derived gene

expression which matches the employed gapseq model. The COBRA Toolbox version 3.3 in

MATLAB (Heirendt et al. 2019) was then employed for mapping gene expression to metabolic

reactions with the command ‘mapExpressionToReactions’. This output was defined as the

reaction activity of all included pathways within the model, that is associated with gene

expression. Furthermore, the reaction activity was further  pre-processed as suggested by

Richelle et al. (2019) to identify the core set of reactions found within the models. Specifically,

25% of reactions with the highest levels of expression were further selected to define the core

reactions.

E) Reconstruction of Microbiome-specific Metabolic Models

Context-specific metabolic models were reconstructed by first extending GEMs of UTI

bacteria species as created by, models were constrained with UTI microbial-specific gene

expression and then further conditioned with the aforementioned urine medium. Prior to model

reconstruction and simulation, a consistent model with the potential to allow for all metabolic

reactions to carry a flux must be created. Specifically, inconsistent reactions within the model

were identified and removed by utilizing the function fastcc, from the FASTCORE suite. Then

with the consistent models, FASTCORE was employed on the previously defined core reactions

that were selected from the top 25% of all patient-derived microbiota reactions to finally

reconstruct context-specific metabolic network models. These context-specific models were

saved as MATLAB files and then loaded into BacArena to conduct patient-specific community

analysis of microbially communities.

F) BacArena

Patient-specific community models were created with standard genome-derived gapseq

models in addition to gapseq models that are constrained with gene expression to compare the

metabolic effects of context-specific modeling approaches. GEMs of the representative species

either as metabolic models without a context (obtained directly from GapSeq) or
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context-specific (constrained with bacteria-specific gene expression) were converted into an R

compatible format and added into BacArena with artificial urine to simulate individual

patient-specific microbial communities. A 100 by 100 arena was created and added with

patient-specific representative microbiota, in addition to the in silico urine medium to further

constrain the environment. The total arena was set with a high diffusion rate, allowing for the

simulated environment to mix both substrates and organisms randomly. Specifically, bacteria

are allowed to move to random positions within the arena and metabolic substances are allowed

to have a uniform value respective to their concentration. The entire community was allowed to

grow and simulate for a total of 5 iterations or hours to maximize bacterial growth. As

suggested by the ENS analysis, an average of three different species were added to the

respective communities, the predicted species with the highest abundance and confidence

interval were added into simulations. Specifically, Table 5 describes the species relative

abundance from the rRNA analysis and the value scaled by a factor for 1000 which were then

added into the microbial community simulations. Values of the added microbiota to seed the

community were rounded up or down. With microbiota and a urine medium added into the

arena, the entire community was simulated over ten hours to study growth, metabolic

production/consumption, and cross-feeding within the microbial community.
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Sample Species
Relative
Abundance

Simulation
Abundance

Final Abundance

Non-context Context-specific

H25361
Escherichia
coli 80623 80 167 179

Shigella
flexneri 77628 80 169 161

Salmonella
dysenteriae 76523 80 158 172

H25362
Escherichia
coli 132446 130 275 274

Shigella
flexneri 18567 20 47 45

Salmonella
dysenteriae 15387 20 39 36

H25364
Escherichia
coli 28375 30 55 65

Shigella
flexneri 24573 20 43 37

Salmonella
dysenteriae 22392 20 37 47

H25365
Escherichia
coli 7398 10 20 16

Shigella
flexneri 18024 20 41 34

Salmonella
dysenteriae 17692 20 44 43

Table 5: Species-specific relative abundance and simulation start/end abundance across

studied samples.
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Chapter IV: Results, Discussion, and Interpretation

A. COVID-19

1. scRNA-seq Preprocessing

Specifically, the selected threshold for pre-processing the raw reads of the scRNA count matrix

datasets for quality control for the number of features which mapped to genes ( > 200 & < 5000)

and percentage of mitochondrial (< 25%) reads was standardized across all datasets. This

preprocessing produced 358,930 cells which contained the expression of 22574 human genes.

Clustering analysis and utilization of KNN graphs based on the euclidean distance identified 23

unique clusters that are displayed in a UMAP graph in  Figure 9. An additional UMAP was

created only for cell-types that were distinguishable by FACS and will be used for metabolic

model reconstruction (Figure 10). UMAP analysis with a KNN graph was employed within a

PCA space to identify shared overlap across cell types and unique features. Overall, individual

cell-types appear to be heterogeneous due to patient bias and various pseudo times. However, it

is likely that there are more unique cell type clusters than those initially used for metabolic

model reconstruction.
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Figure 9: UMAP of unique cell clusters based on KNN.

Figure 10: UMAP of 12 cell-types identified by FACS.
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2. Identification of Highly Variable Genes

Following quality control and standardization, the number of individual features within the

dataset were checked against the level of gene expression per cell (Figure 11). When plotting

the number of features within the RNA compartment against the gene expression counts across

cell-types, plasmablasts are highlighted as the cell-type with a high quantity of highly-expressed

cells However, such observations may be expected due to the fact that plasmablasts tend to

secrete high amounts of antibodies. Furthermore, the top 100 most variable features within the

dataset were investigated and clustered (Figure 12). The results from the presented clustering of

the top genes highlight the presence of numerous immunoglobulin heavy chain variable region

(IGHV) genes. Specifically these genes are essential in various immune cells for class switching

within the early stages of viral infection. Notably, class switching in IGHV genes which

provoke B-cells to switch from IgG to IgA subclasses appears to be shared as a human response

to both SARS-CoV-2 and SARS-CoV (Nielsen et al. 2020). More so, modulation of IGHV gene

expression in various immune cells, such as B-cells is potentially disease specific. For example,

IGHV1-69 tends to be increased in response to exposure of antigens from various influenza

virus (Avnir et al. 2016) while COVID-19 may upregulated IGHV1-24, IGHV3-13, and

IGHV3-20  (Nielsen et al. 2020). The top 100 gene features were then plotted against cell-type

identity to assess which cells contained hyper- or hypo-activated cells (Figure 13). This

grouping identified that the top 100 most highly variable cells belonged to Plasmablasts and

Erythroid cells. The hyperactivation of plasmablasts is not surprising, this has become a classic

example to characterize severe COVID-19, in addition to the loss of memory B-cell abundance

(De Biasi et al. 2020). When assessing the group of the top 100 cells against patient pseudotime,

average expression of the top genes was shown (Figure 14). Patients who are deemed healthy,

recovered, or recovery/asymptomatic had a low expression of disease. However, patients at any

other course of disease and within the pseudotimes mild (recovering), complicated (recovering,

incremental, or hyperinflammatory syndrome) in addition to critical were found to have a high

level of gene expression of their highly variable cells expressed.
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Figure 11: Cell-type gene expression abundance plotted against number of gene features.

Figure 12: Top 100 highly variable genes in COVID-19 dataset.
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Figure 13: Top 100 genes in the COVID-19 dataset plotted against cell-type.

Figure 14: Top 100 genes in the COVID-19 dataset plotted against psuedotimes. The top

100 highly variable genes were plotted against patient pseudotimes
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3. Cell-specific gene expression and heterogeneity

By assessing a UMAP projection of the distribution of erythroid cells, plasmablasts, and

megakaryocytes, cell heterogeneity was investigated by creating cell-specific UMAP

projections and plotting the average gene expression of various genes across patient disease

states (Figure 15).  Erythroid cells had one significant cluster and several outlier cells. This

difference was highlighted when plotting individual gene features against the average gene

expression. Specifically, erythroid cells appeared to have a conserved average gene expression

across most disease status. However there were some exceptions with unique gene expression

markers in patients that were either in a recovery/asymptomatic state or in a complicated

(incremental) state. With regards to megakaryocytes, the UMAP projection highlights one major

cluster and several smaller clusters which may describe hyperactivity during severe disease

status. When mapping the average gene expression of various features across disease status for

megakaryocytes, most patient disease status had unique signatures with the exceptions of those

that are healthy, recovered from illness, or are in a recovery/asymptomatic state. Specifically,

those with a complicated disease status in any of the 3 pseudotimes which describe this status,

all demonstrated a unique signature of highly active cell expression. Finally, with regards to

plasmablasts the UMAP projection showed two major clusters with two smaller clusters. Most

interestingly, plasmablasts cells had one of the most heterogeneous UMAP projections and

contained cells within a wide-range of dimensions. When plotting the average gene expression

from plasmablast cells across disease status, it appears that all classes of disease have a similar

conserved average gene expression. However, when noting those with critical or any of the

three complicated status, there is an outlier of several genes which are likely highly expressed

during severe disease.
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FIGURE 15: Cell-specific UMAP projections and comparison of psuedotime gene

expression of three target cells (erythroid (top), megakaryocytes (middle), and

plasmablasts (bottom)).
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4. Patient-Specific Metabolic Subsystems

Cell-specific metabolic models for each patient across disease status were reconstructed

by use of both StanDep and FastCore (Vlassis et al. 2014 ; Joshi et al. 2020). Normalized

gene-level counts were extracted, converted into TPM-values, normalized according to human

ENSEMBL gene lengths, and ENSEMBL gene names were mapped to Recon 2.2 (Thiele et al.

2013). StanDep was employed with the pre-processed expression data to identify core reaction

genes across cell types, identifying both enzyme type and expression concerning Recon 2.2.

Enzyme expression was then log10 transformed into a binary matrix with rows representing

enzymes and columns as bins to identify minimum and maximum enzyme expression. A

complete linkage metric with hierarchical clustering and Euclidean distance was used to cluster

(number of clusters = 40) genes concerning their expression. Core reaction matrices were

assembled, defined, and used as an input in FastCore (Vlassis et al. 2014) to reconstruct

single-cell, context-specific metabolic models.

After applying all constraints that were imposed from the blood medium and scRNA

gene expression, all cells which were identified to have less than 30 core reactions per

individual cell were removed. While only 358930 cells were initially employed in the initial

bioinformatics analysis and preprocessed for metabolic model reconstruction, only 299163

models were reconstructed with a total success rate of 82% (Table 6). While metabolic models

were reconstructed for 15 patients across 33 conditions, representing 12 cell types; only four

patients with four pseudotimes with the three previously described cell targets will be

investigated in the following cases. All patients with their associated pseudotimes and total cell

models can be found plotted in the supplementary section of this dissertation. The total number

of subsystem reactions for each cell-type were summed for each metabolic model based on

patient-specific timepoints. The average number of subsystem reactions was then compared

between timepoints. While assessments and discussion of all patient timepoints are possible, it

would be cumbersome to assess the changes in metabolic subsystems across all patients and

their respective disease timepoints; therefore only two transitions were assessed in patients with

four pseudotimes. For example, if a patient with four disease timepoints transitioned from
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healthy to mild (transition 1) and then from complicated to critical (transition 2), only these

changes were initially interpreted.

Patient ID Status
# Sequenced
Cells

# of Metabolic
Models

Model
Reconstruction
Success Rate
(%)

Co_002_TA

Complicated w/
Hyperinflammatory
Syndrome 9776 8901 0.91049509

Co_003_TA
Complicated
(Recovering) 13349 10888 0.8156416211

Co_c003_TB
Recovery /
Asymptomatic 12389 11042 0.8912745177

Co_c004_TC Mild (Recovering) 13942 11854 0.8502366949

Co_c011_TA
Recovery /
Asymptomatic 9656 9536 0.9875724938

Co_c011_TB
Recovery /
Asymptomatic 12710 12261 0.9646734854

Co_c012_TA Critical 10662 9146 0.8578127931

Co_c012_TB

Complicated w/
Hyperinflammatory
Syndrome 13511 11179 0.8273998964

Co_c012_TC Mild (Recovering) 1579 1336 0.8461051298

Co_c012_TE Mild (Recovering) 14471 8983 0.6207587589

Co_c022_TA
Complicated
(Recovering) 11051 8431 0.762917383

Ki_001_TA
Complicated
(Recovering) 4334 3540 0.8167974158

Ki_001_TA2 Critical 11658 10827 0.9287184766

Ki_001_TB Mild (Recovering) 9637 8119 0.8424821002

Ki_001_TC
Recovery /
Asymptomatic 8056 6203 0.7699851043
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Ki_002_TA
Complicated
(Incremental) 8516 7089 0.8324330672

Ki_002_TA2 Critical 11027 9502 0.8617030924

Ki_003_control Healthy 3293 1667 0.5062253265

Ki_004_TA
Complicated
(Incremental) 2520 2324 0.9222222222

Ki_004_TA2

Complicated w/
Hyperinflammatory
Syndrome 6185 5992 0.9687954729

Ki_004_TB Mild (Recovering) 9534 8664 0.90874764

Ki_005_control Healthy 7869 3006 0.3820053374

Ki_005_TA
Complicated
(Incremental) 18783 15836 0.8431028057

Ki_005_TA2

Complicated w/
Hyperinflammatory
Syndrome 14643 13422 0.9166154477

Ki_005_TB
Recovery /
Asymptomatic 21263 19080 0.897333396

Ki_006_TA Mild (Recovering) 18279 14666 0.8023414848

Ki_006_TA2 Mild (Recovering) 13727 13325 0.97071465

Ki_006_TB
Recovery /
Asymptomatic 14234 13349 0.9378249262

Ki_006_TE Recovered 8954 8374 0.9352244807

Ki_007_control Healthy 11351 4793 0.4222535459

Ki_007_TE_rec Recovered 9353 9080 0.9708115043

Ki_009_control Healthy 10511 9299 0.8846922272

Ki_010_control Healthy 12107 7449 0.6152638969
Table 6: Details of patient samples, disease status, total number of cells, and successful

metabolic model reconstruction from the COVID-19 cohort.

a. Case 1
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Patient 1 with the code ‘Co_012’ had four timepoints in which the individual

transitioned from critical, to complicated with hyperinflammatory syndrome, and remained with

mild disease as they were observed to be recovering for the final two timepoints. Across the

four timepoints, this patient had 7661 cells on average and a metabolic model reconstruction

rate of 78.8%  (Figure 16). While the graphs for metabolic activity appear similar, there were

some differences between this patient during the first two timepoints: critical and complicated

with hyperinflammatory syndrome. First, it should be noted that there were approximately 3000

more sequenced cells for the patient during hyperinflammation. Another surprising observation

was between the last two timepoints, which were both defined as a mild disease status.

Primarily, the second mild time point had approximately 6600 more cells sequenced; this

difference is likely related to phenotypic variability of effects in sequencing quality and is

therefore, not a major issue However there was a major difference in the success rates for

metabolic model reconstruction. The first mild time point showed an 84.6% success rate while

the second mild condition only had 62%.

When comparing erythroid cell metabolic activities, the metabolic subsystem of

‘Keratan sulfate synthesis' was doubled in this patient with a critical disease status. Additionally,

erythroid cells within the critical status also were found to have a higher average metabolic

activity of fatty acid oxidation in comparison to the timepoint with complicated symptoms.

Specifically, this increased fatty acid metabolism may be mediated by erythroid cells which

produce erythropoietin, a cytokine which promotes both the proliferation and across various

cells; this cytokine is effective at mediating against stress and promoting anti-inflammation by

regulating the metabolism of fatty acids (Wang et al. 2014). The number of erythroid cell

activity associated with inositol phosphate significantly decreased when the patient transitioned

from critical to hyperinflammatory symptoms. Increased amounts of inositol in addition to

products of pentose phosphate metabolism are known to increase during the inhibition of heme

synthesis; this uptake of inositol products in turn leads to the inhibition of erythropoietic

synthesis of heme products (Marcero et al. 2021). Most interesting, the metabolic models of the

critical timepoint in erythroid cells identified a low activation of heme synthesis, while there
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was no observation of heme synthesis when the patient experienced hyperinflammatory

symptoms.

Megakaryocytes in this patient case were significantly lower during critical conditions as

compared to the complicated hyperinflammatory syndrome status.  As megakaryocytes play a

significant role in the production of blood platelets which are necessary for blood clotting

(Nayak et al. 2019); the role of blood clotting with regards to COVID-19 pathophysiology is

presently being discussed within the community (Lemke & Silverman, 2020). When the patient

was in a critical disease status, it was observed in the metabolic models that the average bile

acid synthesis activity by megakaryocytes was approximately doubled as compared to the

patient’s status during complicated disease. Interesting, it was recently found that bile acid

synthesis inhibits the aggregation of platelets (Cheng et al. 2020). The increased production of

bile acids prior to hyperinflammation by megakaryocytes may be a preventative mechanism to

reduce platelet formation and thus severe disease.

When assessing the average metabolic pathway abundance in this patient among

plasmablast cells between a critical and complicated with hyperinflammatory disease status,

several stark differences can be noticed. With regards to a critical status of disease severity there

were several metabolic pathways that were over expressed. For example, bile acid synthesis,

blood group synthesis, cholesterol metabolism, eicosanoid metabolism, fatty acid oxidation,

glycerophospholipid metabolism, heme synthesis, inositol phosphate metabolism, keratan

sulfate degradation, N-Glycan synthesis, nucleotide interconversion, o-glycan synthesis, purine

synthesis, sphingolipid metabolism, steroid metabolism, extracellular transport, mitochondrial

transport, and tryptophan metabolism appear to be highly upregulated in critical plasmablasts as

compared to critical with hyperinflammatory syndrome. In contrast the same patient has highly

expressed metabolic pathways in the plasmablasts during complicated with hyperinflammatory

syndrome. It was observed that biotin metabolism, butanoate metabolism, citric acid cycle,

cysteine metabolism, folate metabolism, fructose and mannose metabolism, glycosphingolipid

metabolism, limonene and pinene degradation, nucleotide salvage pathway, phenylalanine

metabolism, squalene and cholesterol synthesis, taurine and hypotaurine metabolism, golgi
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apparatus transport, peroxisomal transport, and vitamin A metabolism are all highly active in

this patient’s plasmablasts during their complicated hyperinflammatory status.

One study has observed that plasmablasts, when exposed to viruses or vaccines, tend to

have a higher gene expression which codes for both heme biosynthesis and inositol phosphate

metabolism (Li et al. 2017). Both were observed in this patient’s plasmablasts during critical

disease status as they were transitioning towards hyperinflammation. More so, this was

observed soon after the patient became ill with COVID-19. Furthermore, a recent

immunometabolic study identified that enhanced glycolysis is a metabolic feature during

COVID-19 which provokes memory B-cells to transition into plasma cells, this is further

associated with a heightened inflammation in monocytes and improved cell survivability in

plasma cells derived from COVID-19 patients with a severe disease status (Qi et al. 2021).

While it is not significant, this patient was observed to have a three fold increase in plasmablast

cells which were associated with glycolysis and gluconeogenesis during critical disease status,

as compared to complicated with hyperinflammatory syndrome. Furthermore, a recent study in

plasmablast metabolism has suggested that during parasitic infection, plasmablasts may act as a

competitive nutritional sink for uptaking L-glutamine; this may strongly influence parasitic

infection success and the transition of early plasmablasts towards B cells to help in infection

control (Rodda & Pepper, 2020). These observations may be supported from the metabolic

models which observed that plasmablasts have a higher rate of glutamate metabolism during

complicated hyperinflammation as compared to critical disease status. However, the metabolic

activity of plasmablasts with regards to glutamate metabolism was unchanged when comparing

the final two mild timepoints.

While it can be assumed that both mild disease status timepoints in this patient ought to

be the same, there was a significant difference in the number of sequenced single-cells as

previously described; this is in addition to the discrepancy of model reconstruction success rate.

However, the patient may be transitioning to an asymptomatic disease status which may lead to

some miniscule differences between both timepoints, even if they were clinically defined to be

the same. For example, while not significant, it was found that erythroid cells in the first mild
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timepoint had a minor increased metabolic activity in bile acid synthesis, CoA catabolism, fatty

acid oxidation, glutathione metabolism, glyoxylate and dicarboxylate metabolism, inositol

phosphate metabolism, and vitamin B6 metabolism. In contrast, there were not any metabolic

subsystems which were significantly more active in the second mild timepoint as compared to

the first mild timepoint. However, when comparing megakaryocytes metabolic activity between

both mild timepoints there were some significant differences. First, the initial mild timepoint

had an almost double metabolic activity in cholesterol metabolism and fatty acid oxidation. On

the other hand, the second mild disease status had a significantly higher metabolic activity with

regards to the citric acid cycle, glutamate metabolism, heme synthesis, methionine and cysteine

metabolism, purine synthesis, steroid metabolism, and the urea cycle. Most of these cases were

interesting as these metabolic pathways were not expressed or lowly expressed in the first mild

timepoint. Finally with regards to plasmablasts, these cells appear to be metabolically active in

this patient’s mild disease status; however only pyrimidine synthesis was found to be highly

expressed in the second mild timepoint as compared to the first.
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Figure 16: Metabolic subsystem activity of Case 1 from the COVID-19 cohort.
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b. Case 2

Patient 2 with the code ‘Ki_001’ had four timepoints in which the individual transitioned

from complicated (recovering) to critical, and finally towards mild (recovering) and then

recovery/ asymptomatic for the final two timepoints. Across the four timepoints, this patient had

8421 cells on average and an average metabolic model reconstruction rate of 83.9%  (Figure

17). In this specific case, there are significant differences between each disease timepoint. First,

it can be observed that both erythroid and megakaryocytes had an increased average metabolic

activity when transitioning from complicated (recovering) towards a status of complicated with

hyperinflammatory syndrome. This can be expected as the patient will have more highly active

cells during hyperinflammation. However what is most surprising is the complete lack of

erythroid cells in this patient during both mild (recovering) and the recovery / asymptomatic

disease status. While it is possible that this may simply be a technical issue in association with

the sequencing technology used, it is also possible that these cells are no longer active in a mild

or recovered disease status. However this seems unlikely as the previously defined case

(Co_c012) has metabolically active erythroid cells during a mild course of disease. It is also

possible that there were minor differences in the preparation of the samples prior to sequencing,

as some samples were received from Cologne (Co_xxxx) and others from Kiel (Ki_xxx).

Furthermore, the quantity of metabolically active erythroid cells during complicated and critical

status of the disease also remains to be low as compared to other patients, in which this patient

only had a single metabolic model for erythroid cells for each of the first pseudotimes.

When comparing the metabolic activity of erythroid cells during the transition between

complicated / recovering and critical in this patient, there are some aspects of metabolism which

are unique between each context. For example, sphingolipid metabolism, tryptophan

metabolism, ubiquinone synthesis, urea cycle metabolism, and valine/leucine/isoleucine

metabolism are all uniquely active only in the complicated / recovering context rather than

critical. Upregulation of sphingolipid pathways may control the cellular differentiation of

erythroid cell lineages (Xie et al. 2016). This mechanism has been uncovered in a recent study

that has suggested that bioactive sphingolipids can lead towards the inhibition of erythropoiesis
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by upregulating tumor necrosis factor alpha (Orsini et al. 2019). Tryptophan metabolism plays

an important role in the immune system, in which enhanced metabolic activity of tryptophan in

addition to serotonin is physiologically relevant for healthy erythropoiesis, especially during

anemia (Sibon et al. 2019). When assessing erythroid cells during critical conditions against

complicated (incremental) disease status, there were also several metabolic related activities

which were unique in this certain context. Specifically, bile acid synthesis, cholesterol

metabolism, folate metabolism, glyoxylate and dicarboxylate metabolism, keratan sulfate

degradation, keratan sulfate synthesis, and steroid metabolism were all found to be unique. With

regards to unique metabolic update of cholesterol metabolism in erythroid cells during a critical

disease status, it is presently understood that cholesterol uptake and metabolism is necessary in

erythroid cells for both self-renewal and maintenance (Meja-Pous et al. 2011). Furthermore,

reduction in low-density lipoprotein cholesterol has been found to lead to alterations in human

erythroid differentiation (Schmelzer et al. 2011). This critical mechanism occurs when

cholesterol biosynthesis is downregulated and leads to the reduction of intracellular cholesterol

and directly promotes a defect in erythroid differentiation (Lu et al. 2021).

With regards to megakaryocyte metabolic activity as the patient transitions from

complicated/ recovering towards critical disease status, there appears to be few differences. This

is besides the fact that metabolic activity is significantly higher in a complicated case with

hyperinflammatory syndrome. During hyperinflammation, it was observed through the

metabolic models that CoA catabolism is heightened. In contrast, steroid metabolism is also

increased in the critical case. Interesting, with regards to the complicated case, alanine and

aspartate metabolism, blood group synthesis, fatty acid oxidation, various transport reactions

(golgi apparatus, lysosomal, and mitochondrial). For example, fatty acid metabolism is essential

for megakaryocytes, they are necessary to allow for megakaryocytes to communicate with

adipocytes which regulate the maturation of megakaryocytes in the production of platelets

(Valet et al. 2020). With regards to the significant upregulation of metabolic pathways

associated with lysosomes, these organelles may play an important role in how patient-derived

megakaryocytes heal during COVID-19 infection or further promote disease trajectory. Overall,

while the pathophysiological role of lysosome secretions are not well-understood within
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megakaryocytes, there are some speculations that can be made. First, it is known that the

megakaryocytes and their associated platelets do possess lysosomes which contain various

hydrolases, this includes both proteases and glycosidases (Bentfiel & Bainton, 1975 ;

Bentfeld-Barker & Bainton, 1982). However, when these  platelets are activated through

immune stimulation, they are able to release lysosomal contents which can have a double-edged

effect on humans (Ciferri et al. 2000). Depending on the context, the megakaryocyte platelets

may release lysosomal enzymes which may promote remodeling of extracellular material during

wound healing (Rendu et al. 2001). In contrast, the lysosomal enzymes may lead to an assumed

local injury of lung vascular arteries, thus further promoting chronic inflammation (Muir et al.

1984). Thus, the correct metabolic regulation of lysosomes that are mediated by

megakaryocytes are required for not only proper healing but also necessary to prevent both

chronic inflammation and thrombosis (Min et al. 2014). Furthermore, the heightening of

mitochondria transport in the megakaryocytes may be of interest with regards to disease severity

trajectory while the patient is in a complicated disease state. For example, the increased

transport of mitochondrial ROS levels is able to incite the production of platelet biogenesis from

mature human megakaryocytes, this provokes a positive feedback loop which is necessary for

beginning thrombosis as a phenotype (Poirault-Chassac et al. 2021).

However, the metabolic models revealed that reconstruction of plasmablasts during

complicated / recovering disease state is significantly more active than during a critical disease

status. For example, various vitamin metabolisms (A, B2, B6, C, and D) appear to be highly

active. Vitamin availability, especially vitamin D, has been hypothesized to confer advantages to

patients with severe COVID-19 (Notz et al. 2021). For example, vitamin A plays a significant

role in mediating host adaptive immunity, this occurs when vitamin A induces the

differentiation of plasmablasts (Scholz et al. 2021).Furthermore, vitamin A deficiency has been

associated with the reduction of the production of IgA+ ; however, plasmablasts do not require

vitamin D to induce the same function  (Sigmundsdottir & Butcher, 2008). In general,

plasmablasts appear to be greater in patients with greater levels of vitamin D, in which these cell

types support the establishment of both immune memory and the accumulation of specific
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antibodies which may be effective against pathogens such as SARS-CoV-2 (Notz et al. 2021 ;

Fink, 2012).

Finally, the assessment of metabolic reaction potential when assessed from the disease

status of mild (recovering) to recovery / asymptomatic was not as robust as other modeled cells.

Specifically, there were no erythroid cells found in this patient. Additionally, the metabolic

activity between megakaryocytes and plasmablasts between both patient contexts did not

highlight any significant differences. Regardless, there are some noticeable differences. The first

is that when the patient is in a state of mildc COVID-19, they have low levels of eicosanoid

metabolism which is not present during recovery / asymptomatic. The cells which are within the

recovery / asymptomatic context also show a high level of transport reactions that are associated

with the lysosomes. As previously discussed, the lysosomes of megakaryocytes play a major

role in modulating both wound healing (Rendu & Brohard-Bohn, 2001) and inciting chronic

inflammation (Muir & Bowyer, 1984). Thus playing a significant role in the regulation of both

inflammation and thrombosis  (Min et al. 2014).
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Figure 17: Metabolic subsystem activity of Case 2 from the COVID-19 cohort.
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c. Case 3

Patient 3 with the code ‘Ki_005’ had four timepoints in which the individual transitioned

from healthy to complicated /incremental, and finally from complicated with

hyperinflammatory syndrome into a state of recovery / asymptomatic for the final two

timepoints.Across the four timepoints, this patient had 15640 cells on average and an average

metabolic model reconstruction rate of 75.97%  (Figure 18). While the graphs for metabolic

activity appear similar, there was one stark common feature: there were no erythroid cells

sequenced in this patient across any timepoint, this is likely a technical bias. First, it should be

noted that there were approximately 3000 more sequenced cells for the patient during

hyperinflammation. Another surprising observation was between the last two timepoints, which

were both defined as a mild disease status. Primarily, the second mild time point had

approximately 6600 more cells sequenced. However there was a major difference in the success

rates for metabolic model reconstruction. The first mild time point showed an 84.6% success

rate while the second mild condition only had 62%.

When this patient transitioned from healthy towards a complicated / incremental state of

COVID-19, there are several significant changes that ought to be highlighted; numerous

metabolic subsystems which were not active in megakaryocytes during health, were active as

symptoms changed. For example, biotin metabolism, blood group synthesis,C5- branched

dibasic acid metabolism, cytochrome metabolism, eicosanoid metabolism, glutathione

metabolism, glycosphingolipid metabolism, glyoxylate and dicarboxylate metabolism, heme

degradation, heme synthesis, histidine metabolism, hyaluronan metabolism,

phosphatidylinositol phosphate metabolism, purine synthesis, ROS detoxification, taurine and

hypotaurine metabolism, tetrahydrobiopterin metabolism, thiamine metabolism, and five types

of vitamin metabolism (A, B2, B6, C, and D) subsystems became active during a complicated /

incremental state of disease as compared to the control. Some metabolic pathways such as bile

acid synthesis, CoA catabolism, squalene and cholesterol synthesis, steroid metabolism,

ubiquinone synthesis, and urea cycle increased as the patient’s disease status became

complicated. Interestingly, several metabolic pathways such as methionine and cysteine
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metabolism, N-glycan degradation, N-glycan synthesis, nucleotide interconversion, oxidative

phosphorylation, pentose phosphate pathway golgi apparatus transport, and triacylglycerol

synthesis were found to decrease.

To clarify these changes and their modification on disease status, it was previously

described in another patient that the increased biosynthesis of bile acids can impair platelet

aggregation (Cheng et al. 2020); increased bile acid synthesis by megakaryocytes prior to

hyperinflammation seems to be a viable pathomechanisms to reduce platelets from sticking

together and thus, mitigate the risk of severe disease. Cytochrome metabolism, ROS

detoxification, and mitochondria transport reactions were all found to increase simultaneously

when transitioning towards a complicated / incremental disease status, it is possible that there

are present oxidative stress which is damaging host mitochondria (Ceccatelli et al., 2012).

Additionally, glutathione metabolism is also increased during complicated disease status, this

enzyme is typically expressed to mitigate cellular damage which occurs through ROS that may

impact host mitochondria functions (Bonetto et al. 2014). Furthermore, there is a tandem

increase of pentose phosphate metabolism, inositol metabolism, and heme synthesis when the

healthy patient is transitioning to complicated (incremental); all are related with regards to

platelet formation. Furthermore, NADPH that is produced through pentose phosphate

metabolism plays a role as an essential cofactor to mitigate ROS during inflammation. For

example, by increasing the biosynthesis of inositol with pentose phosphate, both lead to the

inhibition of heme synthesis, this may in turn be a mechanism to mitigate platelet formation as

the patient is transitioning to a severe disease status. The presented metabolic models also

identified an increase of purine biosynthesis while the patient reached a complicated /

incremental disease status. Metabolic models of SARS-CoV-2 from another study which

employed metabolic models to study viral replication capacity identified that the virus employs

host purine biosynthesis pathway for replication (Renz et al. 2020).

Finally, the metabolic activity of plasmablasts within this patient as they transitioned

from health towards a complicated disease status were compared. Primarily, there were few

metabolic pathways which were highly expressed during the complicated disease status of
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plasmablasts. For example, beta-alanine metabolism, bile acid synthesis, blood group synthesis,

butanoate metabolism, C5-branched dibasic acid metabolism, eicosanoid metabolism, fatty acid

oxidation, glycerophospholipid metabolism, glycine/serine/alanine metabolism, heme

degradation, histidine metabolism, inositol phosphate metabolism, keratan sulfate synthesis,

limonene and pinene metabolism, methionine and cysteine metabolism, NAD metabolism,

N-glycan degradation, phenylalanine metabolism, phosphatidylinositol phosphate metabolism,

purine synthesis/catabolism, pyrimidine synthesis, pyruvate metabolism, ROS detoxification,

sphingolipid metabolism, taurine and hypotaurine metabolism, extracellular transport,

tryptophan metabolism, tyrosine metabolism, and vitamins B2 and B6 were observed to have

minor increases in metabolic subsystem activity as compared to healthy. Most interestingly, the

transport reactions of plasmablasts during health were highly active and were drastically

reduced when the patient transitioned to a complicated disease status.

Next, this case was further assessed in their transition from a phenotype that can be

described as complicated with hyperinflammation towards a state of recovery / asymptomatic.

Similarly with the previous disease status, erythroid cells are also not present in this patient.

Interestingly, there were not any major differences in the metabolic activity for the remaining

two cell types (megakaryocytes and plasmablasts) when comparing the patient disease status of

complicated hyperinflammatory syndrome to recovery / asymptomatic. However with regards to

megakaryocytes, it should again be noted that the complicated with hyperinflammatory

syndrome disease status had some unique metabolic activity which was not observed during

recovery. For example, bile acid synthesis, blood group synthesis, C5-branched dibasic acid

metabolism, glycosphingolipid metabolism, glyoxylate and dicarboxylate metabolism, histidine

metabolism, and vitamin C metabolism were all active only in the megakaryocytes during

complicated with hyperinflammation and not in the recovery state. Another interesting

observation is with regards to plasmablasts. While comparing the metabolic subsystem activity

of plasmablasts between complicated hyperinflammation and recovery / asymptomatic, there

were not any significant or noticeable changes between either contexts, suggesting that

metabolic activity of the plasmablasts remains highly active following inflammatory illness.
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Figure 18: Metabolic subsystem activity of Case 3 from the COVID-19 cohort
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d. Case 4

Patient 4 with the code ‘Ki_006’ had four timepoints in which the individual transitioned

from mild and remained in mild condition for the first two timepoints, the next transition was

from recovery / asymptomatic towards fully recovered for the final two timepoints. Across the

four timepoints, this patient had 13798 cells on average and an average metabolic model

reconstruction rate of 91.15%  (Figure 19). While the graphs for metabolic activity appear

similar, the major difference is that erythroid cells were only identified in the final timepoint.

Interestingly, this timepoint hosted erythroid cells which had a significant amount of fewer cells

than the other timepoints (approximately 5000 less). Another surprising observation was that

between the first two timepoints, which were both defined as a mild disease status, there is a

significant difference in the model reconstruction success rate (80% vs. 97%).

With regards to cell-specific metabolic changes across disease contexts, there are minor

changes in this patient with the exception of erythroid cells in the recovering time point. As

aforementioned, there is a complete lack of erythroid cells in the first three timepoints. As the

first two timepoints are both mild disease status, it is expected that there may not be too many

changes that are noteworthy. However with regards to megakaryocytes, there is a slight increase

in cytochrome metabolism in the second mild time point. Cytochrome metabolism is generally

overexpressed as a means to metabolize drugs or toxins, however it also plays a significant role

in mediating oxidative stress during inflammation (Bhattacharyya et al. 2014). Interestingly,

CoA catabolism was also greatly increased, however the reason for why this occurred is not

clear.

With regards to erythroid cells, the patient appears to have metabolically active erythroid

cells only when the patient is fully recovered from COVID-19. As this may be a technical bias

in the sequencing technology, these results cannot be compared to others from this patient

effectively. However with regards to megakaryocytes, there are not any noticeable metabolic

pathway differences for interpretation, this could simply mean that patients who are in a state of

recovery/ asymptomatic are closely related to the phenotype of those who are fully recovered.

This observation is similar for plasmablasts of the same patient. However, it was noted that
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glycosphingolipid metabolism is the only metabolic subsystem which is active in plasmablasts

during recovery, that is not active when the patient is fully recovered.
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Figure 19: Metabolic subsystem activity of Case 4 from the COVID-19 cohort.
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B. Urinary Tract Infection

1. Mapping and Sorting mRNA / rRNA

Following quality control and preprocessing, the metatranscriptomes from each patient

were further filtered across numerous RNA databases with the SortMeRNA tool. Table 7 shows

to what percent, the number of reads found in the pair-end reads were assembled and how much

of the reads became mapped to rRNA/tRNA. However, any reads which did not map to the

RNA databases were then assumed to be non-rRNA/tRNA and were therefore used for a

subsequent mRNA pipeline. Table 8 shows how much of the assembled reads successfully

aligned to the various RNA indexes.

Raw reads (X2) After QC
Pair-end
Assembled % rRNA/tRNA (%)

Non-
rRNA/tRNA
(%)

H25361 6975419 5159236 53.677 87.54 12.46

H25362 4972207 3844249 66.858 90.35 9.65

H25363 5451578 3742057 59.148 90.46 9.54

H25364 6351045 4729551 57.382 72.8 27.2

H25365 5976664 5623950 44.19 96.86 3.14
Table 7: Preprocessing/quality control, rRNA or mRNA metrics acquired from

metatranscriptomes

Align % Bac16s Bac23s Euk18s Euk28s rfam-5s rfam-5.8

H25361 91.83 21.5 68.98 0.17 0.22 0.95 0

H25362 90.98 25.42 45.63 6.53 13.13 0.25 0.02

H25363 92.84 0.13 0.79 28.19 63.6 0.02 0.11

H25364 76.73 17.53 36.54 7.03 15.26 0.36 0.02

H25365 97.5 19.63 46.94 10.4 19.98 0.51 0.04
Table 8: Alignment rate of metatranscriptomes across various mRNA databases
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2. rRNA Taxonomy Analysis

With regards to data visualization of the OTUs and microbial abundance/taxonomy,

several approaches were utilized. First a rarefaction curve of the identified OTUs was used to

visualize species richness (Figure 20). This plot can be interpreted as a curve of the total number

of unique species annotations as OTUs against the number of rRNA sequences. Naturally, as the

curve begins to flatten, it is understood that more taxa have been sampled. These results show a

heterogeneity across samples with regards to predicted UTI species. In which, samples H25361

and H25364 have the highest diversity of taxa, while H25363 is low in comparison to the other

samples. While a steep curve on the left-side of the rarefaction curve is indicative that a large

proportion of species diversity is not uncovered in the samples, it can be seen in the

aforementioned H25363 and H25365, that these curves lack a steep slope. Overall, these curves

represent the average number of species annotations that are within the community.
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FIGURE 20: Rarefaction curve of rRNA. The curves in all plots show the total number of unique species as a function of the number of

sequences found within the samples. The samples are as followed: Sample H25361 (top-left), Sample H25362 (bottom-left), Sample H25363

(top-right), Sample H25364 (middle-right), Sample H25365 (bottom-right).
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After normalizing the number of reads and removing low quality reads from all samples,

a NMDS plot was used across the top-five main taxa across all samples to assess similarities

(Figure 21). This approach demonstrates the clustering of either individual unique OTUs or

counts which are representative of species abundance with regards to microbial communities

across all five samples. Not surprisingly, is a high abundance of Proteobacteria (Escherichia,

Salmonella, Vibrio, Yersinia, etc.) which dominate this community, more so they appear to be

closely related. It is presently understood that a high abundance of Proteobacteria are associated

with microbial dysbiosis of the urinary tract and lower reproductive tract of women, in addition

to promoting host-side inflammation  infection (Aragón et al. 2018). In contrast, the healthy

female urogenital microbiome normally consists of Actinobacteria (Actinomyces &

Arthrobacter) and Bacteroidetes (Bacteroides) (Lewis et al. 2013) which are presented to have a

lower abundance.

Figure 21: NMDS distribution of individual UTI phyla OTUs across all samples.
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To further elaborate on the distribution of microbial abundance, sample-specific genera

were plotted to identify the dominant members from each sample (Figure 22). Most samples

were dominated by Proteobacteria (Citrobacter, Enterobacter, Escherichia/Shigella,

Pluralibacter, Pseudocitrobacter, Salmonella, Serratia, and Yersinia). Surprisingly, some

samples contained plant-associated pathogens (Dickeya, Erwinia, Kosakonia, and

Mangrovibacter). However, most of these genera were previously classified as Proteobacter or

closely related to Enterobacter, which are understandable false-positives (Brady et al. 2013). As

Escherichia/Shigella dominate the community with regards to the genus level, the species from

this clade were further investigated  (Figure 22). The Escherichia genus was found to mainly

consist of both E. coli and S. sonnei; E. coli is generally understood to be the major driving

agent of UTI pathogenesis (Flores-Mireles et al. 2015) while Shigella spp. are regularly isolated

from humans with UTIs (Anatoliotaki et al. 2003; Baka et al. 2013 ; Tufon et al. 2020).

Figure 22: Taxonomic abundance and distribution across all UTI cohort samples.
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Next, alpha diversity was calculated to better understand both the species abundance and

evenness among each studied UTI patient through the PhyloSeq command ‘estimate_richness’;

specifically both the diversity measures Chao1 and Shannon diversity index were used (Figure

23). Furthermore, the Shannon index which was derived from the alpha diversity measurement

was further used to calculate the effective number of species for deciding the number of species

that would be used in the metabolic models. Specifically, the effective number of species

analysis provided a range from 2.66 up to 3.52, therefore a total of three species were selected

to be included in the simulations for metabolic modeling.

Figure 23: Alpha diversity measures (Chao1 & Shannon Index)
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3. Functional mRNA Analysis

Following sorting and isolation of only bacteria mRNA, total mRNA from each sample

was uploaded to MG-RAST to predict and quantify annotated biological functions across a

wide-range of databases (Figure 24). Primarily, MG-RAST was utilized as a predictive tool to

rapidly detail how many proteins could be annotated from the assembled mRNA and to what

extent the data would be useful for metabolic modeling. MG-RAST demonstrated that a small

proportion of residual rRNA remained in the samples following the technical removal of rRNA

and other contaminants through the previously described kits. Furthermore, even through the

SortmeRNA software, some rRNA remained with the mRNA.

Figure 24: mRNA functional annotation prediction with MG-RAST. The samples are as

followed: Sample H25361 (top-left), Sample H25362 (bottom-left), Sample H25363 (top-right), Sample

H25364 (middle-right), Sample H25365 (bottom-right).

139



Next, the individual mRNA samples were cross-checked with KEGG annotation of

predicted features to assess the extent of biological function of each sample that would map to

metabolism and the usefulness for creating metabolic models (Figure 25). All except for one

sample showed the greatest percentage of annotation to metabolism as assessed by KEGG.

Specifically, sample H25363 illustrated that a small percentage (18.40%) of the transcriptome

could be annotated to metabolism, thus highlighting that this sample may not be as effective as

other samples for the reconstruction of metabolic models.

Figure 25: KEGG annotation of predicted features. Each pie chart represents the percentage of

reads with predicted protein functions that can be annotated to KEGG functional database, based on

various categories. The samples are as followed: Sample H25361 (top-left), Sample H25362

(bottom-left), Sample H25363 (top-right), Sample H25364 (middle-right), Sample H25365

(bottom-right).
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Finally with regards to predicting annotated features with MG-RAST, mRNA was then

checked against metabolic subsystem functional databases (Figure 26). This was ultimately

necessary to uncover the functional aspects of each microbially community at the mRNA level

prior to simulation in BacArena. As major metabolic functions are related to biomass reactions

and energy growth yields that are required for balanced GEMs, these generally include the

utilization of carbohydrates, protein production, amino acid use, and various factors are indeed

predicted (Chan et al. 2017). Most interesting in the subsystems assessment is the presence of

various factors which are known to be associated with UTI onset and occurrence. Specifically,

all assessed mRNA from the patients were able to be annotated for both ‘Cell Wall and Capsule’

and ‘Stress Response’, these are essential features in classifying the onset of infection.

Furthermore, ‘Iron acquisition and metabolism’ was identified in all samples (with the

exception of sample H25364 ); acquisition of host-associated Fe is essential for a wide-range of

virulence factors such as siderophore biosynthesis, virulence mechanisms in the bladder and

kidney, biofilm production, and increase fitness; further metal-derived mechanisms are

extensively described in the review article that is also part of this dissertation

(Josephs-Spaulding et al. 2021).

141



Figure 26: Subsystems annotation of predicted features. Each pie chart represents the

percentage of reads with predicted protein functions that can be annotated to metabolic subsystem

functional databases, based on various categories. The samples are as followed: Sample H25361

(top-left), Sample H25362 (bottom-left), Sample H25363 (top-right), Sample H25364 (middle-right),

Sample H25365 (bottom-right).
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4. Microbiome Community Metabolic Modeling

In total, four microbiome community models were assessed over a simulated 5 hour

period. In the end, only four out of five samples were further selected for simulation.

Specifically, sample 3 was found to have a poor annotation of the mRNA which would be

necessary for creating context-specific models. Furthermore, the rRNA taxonomy analysis

highlighted that the dominant genus is Erwinia, a plant associated pathogen. The remaining four

samples were then simulated as context-specific microbiome models; community growth rate

and individual bacteria metabolic consumption (represented as negative values and individual

bacteria metabolite production (represented as positive values) was assessed. The four

community models are interpreted independently, due to the fact that context-specific metabolic

models have unique gene expression and thus unique microbial responses. With regards to the

presentation of results, first the community simulations without context are displayed and

interpreted, then the context-specific simulations, and finally a comparison between the two. It

should be noted that the results that are observed from the non-context simulations should be

practically similar, but with minor differences in metabolite uptake/production. This is not

surprising as the models are based on the same metabolic models, however the abundance of

microbes associated with that model will be different between patient simulations.

i. Case 1

1. Non-context simulation

With regards to the non-context-specific simulations, the three species which made up

the community were proportionally balanced with an equal number of species for the start of the

simulation. However, within 5 hours, it was noted that E. coli and S. flexneri became the most

abundant microbiota, while S. dysenteriae was the least abundant organism. Next, the

species-specific metabolite uptake / production was assessed. Most surprisingly is the

consumption of acetaldehyde by S. dysenteriae as a probable energy source. While acetaldehyde

is a known mutagenic metabolite to humans and is produced through ethanol metabolism by the

liver (Guo and Ren, 2010), acetaldehyde toxicity does not appear to be a significant issue for

Salmonella spp. (Penrod & Roth, 2020). Specifically, Salmonella spp. is able to concentrate and
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utilize acetaldehyde not only as an energy source but also for pathogenesis in vivo (Burin &

Shah, 2020). Similarly, it is also understood that UPEC utilizes acetaldehyde in a comparable

fashion as Salmonella spp. as a growth advantage to incite infections (Dadswell et al. 2019).

However, in the non-context simulations in Case 1, it was not observed that E.coli was utilizing

acetaldehyde. Acetate was observed to be produced in high abundance from all bacteria within

the described community. Specifically, acetic acid and acetate have been identified by NMR

metabolomics as a key biomarker for the diagnosis of E.coli associated UTIs (Gupta et al. 2012;

Lam et al. 2014 ; Lussu et al. 2017). Another interesting observation is the uptake of glycine

betaine (BET) by mostly S. dysenteriae and to a smaller extent, by E. coli. While BET

utilization is understood to be used in humans as an osmoprotectant molecule of the kidney, it is

additionally utilized by E. coli, for initiating pathogenesis in the kidneys (Kunin et al. 1992 ;

Peddie et al. 1996). However, the present literature surrounding the role of BET in UTIs

remains sparse; although BET as a use for microbial transition into the kidneys should not be

overlooked as a potential pathomechanism of rUTIs. Another important osmoregulation

metabolite that requires attention in the role of rUTIs is choline (Ly et al. 2020). The

simulations from this case demonstrate a production of choline from all microbiota, while it is

higher in S. dysenteriae the production of choline is far lower in both S. flexneri and E. coli.

While choline production is not directly associated with the onset of UTIs, choline levels are

known to play a significant role in overactive bladder syndrome (David et al. 2020 ; David et al.

2020). An additional biomarker of interest is carbon dioxide (CO2) production by all members

of the investigated microbial community. CO2 is produced in greater quantities by S.

dysenteriae in comparison to the other members, this is most likely due to high quantities of

sugar that is concentrated in the urine and being utilized as an energy source by the pathogens

(Yang & Shen, 1989). Specifically, high quantities of glucose in urine favors bacterial growth

and promotes UTI onset (Wilke et al. 2015). For example, in the case of diabetes, it was found

that urine with greater glucose concentrations increases biofilm forming potential in diabetic

patients (Pillai et al. 2004). While few cases of UTIs that are associated with CO2 dependent E.

coli have been reported (Tena et al. 2008), the mechanisms of utilizing CO2 is conserved across

a wide-range of uropathogens within the family Enterobacteriaceae (including uropathogenic
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Klebsiella spp.) in addition to Staphylococcus aureus (Rahman, 1977 ; Barker et al. 1978).

While the true incidence of CO2-associated UTIs may be underrecognized, this may still be a

valuable means to identify uropathogenic bacteria which utilize sugars from the host urine.

Formate was found to be strongly produced by both S. flexneri and E. coli, recently it has been

identified by NMR metabolics that formate, acetate, lactate, succinate are all able to be used as a

biomarker to differentiate those with UTIs, from healthy controls (99.5% accuracy) (Gupta et al.

2012). The uptake of L-aspartate by both S. flexneri and E. coli is likely involved in biofilm

formation. For example, it is understood that the two-component systems, a rapid mediator of

stress related stimuli, uses phosphate in tandem with aspartate as a regulator of response to

further incite biofilms (Guo et al. 2021). As previously mentioned, uropathogenic bacteria likely

utilize sugars from the host urine as a primary growth substrate (Reidl et al. 1991). For example,

glucose can be utilized by potential uropathogens such as Enterococcus faecalis for the

production and regulation of biofilms in host systems (Pillai et al. 2004). It was observed that

maltose was consumed by all three microbes and sucrose was mainly consumed by E.coli and S.

dysenteriae to a minor level. However, the effects of resting glucose in non-diabetic individuals

in relation to UTI onset and recurrence require further investigation.

2. Context-specific simulation

Within the context-specific simulations of the microbial community leading to UTI from

Case 1, there are now some unique aspects that have changed when conditioning the

communities with context-specific gene expression. For example, E. coli is now the fastest

growing bacteria and is closely tied to the growth rate of S. dysenteriae, while S. flexneri is far

lower. Furthermore, it was observed that acetate production is high in all bacteria, with the

exception of S.dysenteriae. It was previously described that acetate is a significant biomarker of

UTI onset in compared to healthy individuals (Gupta et al. 2012; Lam et al. 2014 ; Lussu et al.

2017). Furthermore, the metabolic consumption of BET is now present in all species, indicating

the potential of all bacteria to transcend into the kidneys. Choline production is observed in all

bacteria, however it is less for S. dysenteriae and in a strong abundance by both S. flexneri and

E.coli. These results indicate that the latter two bacteria may be more effective than S.

dysenteriae with regards to osmoprotective potential. CO2 is also produced in low amounts in
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the context-specific models. Most interesting in the context-specific models is the low-level but

significant production of the D-amino acid D-alanine by E.coli, and not any other microbe.

D-alanine is one of the most common amino acids in bacteria cell walls and is used for the

synthesis of peptidoglycan. Specifically, when D-alanine is utilized in microbial cell walls, the

bacteria may have increased chemical resistance to proteases and antimicrobials (Sasabe &

Suzuki, 2018). Formate is observed to be produced only by S. flexneri and E.coli which is also

similar to the non-context-specific model. However within the context-specific models, it is

noted that S. flexneri began to utilize glycerol as an energy source. Furthermore, there was

evidence of cross-feeding of glycerol from S. dysenteriae to S. flexneri. It is presently

understood that uptake and catabolism of glycerol is necessary for bacterial replication during

epithelial infection of the intestines for the case of L. monocytogenes and S. flexneri as it is

readily available from host cells (Alteri et al. 2015 ; Doi, 2019). Another notable observation

with regards to metabolite production, is the substantial increased production of L-Lactate by S.

dysenteriae which may act as a biomarker of pathogenesis. L-lactate in the context specific

model was greatly produced as a byproduct of bacterial metabolism as an associate of

inflammation and thus a biomarker of infection (Rabinowitz & Enerbäck, 2020 ; Wang et al.

2020). Finally, maltose is taken up by all pathogens within this simulation as a likely energy

source.

When comparing the differences between the non-context and context-specific

communities, growth rate does not appear to be drastically changed. However, metabolic

changes when comparing non-context to context-specific community model simulations does

highlight some interesting changes. For example, acetaldehyde was observed to be utilized by S.

dysenteriae in the non-context-specific models, this is not true for context-specific models.

Acetate production also seems similar between both communities, however within the

context-specific models, only S. dysenteriae has a significantly lower production of acetate.

BET consumption also drastically changed between the non-context and context. Specifically, S.

dysenteriae relied heavily on BET uptake, while BET uptake was not observed in S. flexner and

in small amounts for UTI8 in the non-context simulations. However in contrast with regards to

the context-specific models, BET was lowly taken up by S. dysenteriaie and taken up in far
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greater amounts in both S. flexneri and E. coli. With regards to choline, the production of this

metabolite cut in almost half for S. dysenteriae when comparing the non-context specific to

context-specific models. Furthermore, S. flexneri does not produce choline and E. coli produces

it in low quantities in the non-context simulations. However in the context-specific simulations,

both S. flexneri and E. coli are producers of choline. The production of D-alanine by E.coli is a

unique observation in only the context-specific models and should be further investigated in this

patient as a potential resistant mechanism for antimicrobial treatment. The production of

formate by S. flexneri and E. coli remains similar between both simulations. However, the

utilization of glycerol by S.flexneri and apparent cross-feeding which is only observed in the

context-specific models is another peculiar biomarker which may require investigation; this in

addition to D-alanine production in E. coli may point towards a chronic co-infection between

both pathogens. While L-aspartate is utilized only in the non-context simulations, L-lactate is

rather produced in small amounts by E. coli and to a greater extent by S. dysenteriae.
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Figure 27: Simulated microbiome community interactions from Case 1 of the UTI cohort.

Left column describes non-context-specific simulations, the right column describes context-specific

simulations. Top row shows community growth rate, bottom row shows species-specific top-10 changed

substances during the simulation.
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ii. Case 2

1. Non-context simulation

With regards to the growth rate of the non-context microbial simulation, E.coli remained

as the dominant community member while S. flexneri and S. dysenteriae remained as slowly

growing members. One unique metabolite production in these non-context-specific simulations

is the production of 1,2 propanediol by all microbes, with a far less extent by S. dysenteriae.

NMR metabolomics has suggested that UTIs caused by K. pneumoniae utilize glycerol from the

host and convert this chemical to 1,3-propanediol in addition to  acetate as classic biomarkers of

UTIs (Gupta et al. 2006). BET is observed to be consumed mainly by S. dysenteriae and to a

smaller extent, by E. coli. Choline production by S. dysenteriae and E. coli matches previous

observations as stated in Case 1. The same is true for the production of formate, and the

consumption of L-aspartate, maltose, sucrose as energy sources. However, it is not surprising

that the non-context models differ with regards to metabolic potential; all non-context utilize

similar models, but with different abundances.

2. Context-specific simulation

With regards to the growth rate of the non-context microbial simulation, E.coli remained

as the dominant community member while S. flexneri and S. dysenteriae remained as slowly

growing members. Overall, metabolite production and uptake is quite similar between Case 1

and the presently defined Case. However there are a few exceptions which make the

investigation of this case unique. For example, it was noted that E. coli began to utilize

glucuronate. Glucuronate is generally produced in the human kidneys as a means to both

detoxify and excrete water products into the urine (Yu et al. 2018).  However, this sugar acid is

generally derived from glucose and plays an important role in microbial central carbon

metabolism and likely improves E. coli fitness in the urothelium by inducing chronic

inflammation (Alteri & Mobley, 2015).  When investigating the cross-feeding interactions in the

context-specific models, it was identified that S. dysenteriae supports E. coli with the

production of ornithine (Albersen et al. 2007 ; Keogh et al. 2016). Specifically, it has been
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investigated that E  faecalis is able to promote the pathogenic growth of E. coli even if the host

limits Fe acquisition to the pathogen. E. faecalis supports E.coli by providing E. coli with

L-ornithine which cues E. coli to initiate polymicrobial biofilms and further supports the

synthesis of siderophores, thus further bolstering Fe acquisition (Keogh et al. 2016). These

unique observations in the context-specific simulations highlight specific biomarkers which

likely bolster the potential of UTI infections by either increasing pathogen virulence or

supporting recurrence through resistance in the cell walls or by biofilm production. More so,

both metabolically-derived biomarkers that were observed in this case can act as likely targets to

mitigate future patient recurrence.
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Figure 28: Simulated microbiome community interactions from Case 2 of the UTI cohort.

Left column describes non-context-specific simulations, the right column describes context-specific

simulations. Top row shows community growth rate, bottom row shows species-specific top-10 changed

substances during the simulation.

151



iii. Case 3

1. Non-context simulation

With regards to the growth rate of the non-context microbial simulation, E.coli remained

as the dominant community member while S. flexneri and S. dysenteriae remained as slowly

growing members. As mentioned previously, the simulations within this case are comparable to

all aforementioned cases when non-context-specific models are simulated. Therefore for further

information on the discussion of previous metabolites in the role of UTI onset, Case 1 should be

reviewed.

2. Context-specific simulation

With regards to the growth rate of the non-context microbial simulation, E.coli remained

as the dominant community member while S. flexneri and S. dysenteriae remained as slowly

growing members. However, S. dysenteriae became the dominant member over S. flexneri in

the context-specific simulation. While the presence of acetate, BET, choline, CO2, formate,

maltose, and sucrose remain the same across most context-specific simulations that are

presented in this chapter, there is a single unique characteristic that ought to be highlighted.

Specifically, sorbitol was identified to be produced by the studied E. coli. Specifically, this

metabolite has been observed to confer a competitive advantage during chronic cystitis by

utilizing free glucose in the host environment; in the case of this context-specific simulation

study all studied microbiota are consuming maltose and E. coli alone is consuming sucrose

(Conover et al. 2016). Furthermore, it has been observed that by deleting major genes which

control the consumption of sorbitol leads to a major competitive defect in virulence and fitness

of UPEC (Conover et al. 2016).
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Figure 29: Simulated microbiome community interactions from Case 3 of the UTI cohort.

Left column describes non-context-specific simulations, the right column describes context-specific

simulations. Top row shows community growth rate, bottom row shows species-specific top-10 changed

substances during the simulation.
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iv. Case 4

1. Non-context simulation

With regards to the growth rate of the non-context microbial simulation, S. dysenteriae

remained a dominant member with S. flexneri’s growth being closely associated.  However, E.

coli remained as a slow growing pathogen. As mentioned previously, the simulations within this

case are comparable to all aforementioned cases when non-context-specific models are

simulated. Therefore for further information on the discussion of previous metabolites in the

role of UTI onset, Case 1 should be reviewed.

2. Context-specific simulation

With regards to the metabolite uptake and production within the context-specific

simulation, this simulation remained fundamentally similar to previous simulations, however

there was one notable change. First, there was cross-feeding of  glycerol from S. dysenteriae to

S. flexneri which was likely utilized as an energy source by S. flexneri. Interestingly, NMR

metabolomics has suggested that UTIs caused by K. pneumoniae utilize glycerol and convert

this chemical to 1,3-propanediol, acetate, ethanol, and succinate (Gupta et al. 2006). It was

observed in this simulation that S. flexneri does produce both 1,3-propanediol and acetate,

suggesting a similar metabolic pathomechanism between both bacteria that are linked to UTIs.

With that, this is the first context-specific community model which demonstrated the minor

production of 1,3-propanediol which is most likely associated with glycerol cross-feeding.
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Figure 30: Simulated microbiome community interactions from Case 4 of the UTI cohort.

Left column describes non-context-specific simulations, the right column describes context-specific

simulations. Top row shows community growth rate, bottom row shows species-specific top-10 changed

substances during the simulation.
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V.  Summary, Implications, Conclusions, and Suggestions for Future Research

This dissertation seeks to pave the foundation of precision medicine through the

application of systems biology to bolster our interpretations of disease onset, treatment, and

diagnosis; all host-centric diseases require a holistic and systems-level approach. There is an

overarching need to understand human disease as a dynamic system, complicated by

host-associated environments and dysbiotic microbial communities. Integrating the ecological

interactions between the host and microbial factors is necessary to progress disease diagnosis

and therapy in the age of antimicrobial resistance and global pandemics. This integration

includes observations of the human microbiome in health and disease, host metabolic

dysregulation, and dietary contaminants such as antibiotics or transition metals. This

information can be processed through the combination of transcriptomics, in silico metabolic

modeling or systems biology methods which are representative of the host. Overall, the broad

framework of systems medicine in tandem with omics-based analysis can pave the way towards

a mechanistic understanding of evidence-based diagnosis and treatment for disease. Thus

advancing systems biology applications and precision medicine practices towards understanding

disease pathopathology is ultimately necessary to effectively treat patients. Specifically, the

previously proposed research question: “how do various pathologies (microbial or viral) drive

cell or microbiome-specific metabolic pathways in a way that is either unique to a single patient

or a group of closely-related individuals?” has now been answered. Through the application of

metabolic network model reconstruction, pathway analysis, and simulations of microbial

communities, the impact of microbial infection upon hosts in a patient-specific manner has been

elucidated in this dissertation.

With regards to the metabolic model reconstruction of single-cells during the course of

COVID-19, the application of metabolic network reconstruction with conditioning both by an

artificial blood medium and patient-specific transcriptomes across 358930 led to the creation of

299163 (83.34% model reconstruction success rate) metabolic models from 14 patients and 12

cell types. By assessing metabolic reaction abundance across patients with numerous

timepoints, observations which correspond with severe disease status were identified in
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erythroid, megakaryocytes, and plasmablast cell types. For example, patients who transitioned

towards a severe status were found to have erythroid cells with an increased average of fatty

acid oxidation which modulates erythropoietin production and effectively mediates stress

through anti-inflammatory properties (Wang et al. 2014). Erythroid cells during severe or

complicated disease status were also observed to have increased metabolic pathway abundance

which correspond with increased production of inositol and pentose phosphate metabolism, both

are essential in the regulation of heme synthesis; platelet formation is a key player in COVID-19

disease severity (Lemke & Silverman, 2020 ; Marcero et al. 2021). Megakaryocytes are also

major players in the production of blood platelets and are necessary for clotting (Nayak et al.

2019). However, the results from the metabolic models presented in this dissertation identified

that the average bile acid synthesis is almost doubled in a patient during a critical disease status,

rather than a less severe complicated status. Bile acid synthesis is important to inhibit the

aggregation of platelets and prior to COVID-19 hyperinflammation and may be a preventative

mechanism to prevent aggregation of platelets which can lead to severe disease (Cheng et al.

2020). Observations of plasmablast metabolic hyperactivation tends to be associated with this

immune cell's response to infection. For example, when plasmablasts recognize viral particles,

heme biosynthesis and inositol phosphate metabolism is increased, which was observed in the

metabolic models (Li et al. 2017). Furthermore glycolysis and gluconeogenesis is significantly

increased during critical disease status as compared to complicated, enhanced glycolysis tends

to provoke memory B-cells to transition into plasmablasts during inflammation and increases

plasma cell durability (Qi et al. 2021). Overall, there are a wide-range of metabolic subsystems

which are increased or decreased as patients transition from health to disease; these observations

are well-discussed in the previous results section.

With regards to the reconstruction and simulation of microbiome community models

which are representative of patient-specific UTIs, the metatranscriptomic analysis highlighted

that there are several bacteria members which are present during a UTI and in most cases, these

pathogens collaborate in a community. Specifically, context-specific model reconstruction

highlighted unique metabolic observations which are compatible with previous experimental

findings that were previously published in the literature. For example, the context-specific
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simulations highlighted the production of D-alanine by E. coli, this amino acid is utilized in the

cell wall of bacteria and can bolster an organism's resistance to antimicrobials; meaning that this

bacteria is likely resisting treatment and can incite a recurrent infection (Sasabe & Suzuki,

2018). Additionally, it was found that S. dysenteriae was producing glycerol and crossfeeding

this metabolite to S. flexneri; microbial use this compound by first stealing it from the host and

can then be utilized by pathogens to increase bacteria replication (Alteri et al. 2015 ; Doi, 2019).

As previously suggested in this dissertation with regards to UTI species collaboration, it was

found that S. dysenteriae supports E. coli with the production of ornithine. This compound

allows E. coli to further uptake L-ornithine thereby increasing the biosynthesis of siderophores

to uptake Fe from the host and to initiate biofilm formation, thereby increasing virulence and

persistence (Albersen et al. 2007 ; Keogh et al. 2016). Overall, the conversion of

metatranscriptomic datasets towards context-specific metabolic models and simulations

identified several valuable biomarkers which can be utilized for patient-specific and targeted

treatment options for those with rUTIs.

Systems biology as a science seeks to integrate multiple independent aspects of biology

to bolster our understanding of complex biological phenomena. By integrating NGS datasets

which are representative of patient-specific factors, such as microbiome, transcriptomes, and

metabolomes, the work detailed in this dissertation seeks to move closer towards

patient-specific systems medicine. While these approaches and frameworks are holistic and seek

to assess the entire picture of the patient, they are not without limitations. Limitations of the

methodologies will always remain; no model is truly perfect or without flaws. First, the datasets

presented in this study are not all-inclusive. As RNA-Seq was utilized as the major molecular

dataset, there remains uncertainty with the effects of individual patient genomes, proteomes,

clinical comorbidities, lifestyle, and so forth, have upon the success of metabolic network model

reconstruction. Second, is with regards to the discovery of general biomarkers that were flagged

in both studies and their usefulness in precision medicine. As information upon each patient is

not thoroughly integrated into the GEMs and manually curated (only RNA-seq and general

blood or urine metabolome), the usefulness of the identified biomarkers need to be criticized as

useful for that patient based on some assumptions. However, this limitation may be solved with
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more patient-derived information and machine learning algorithms which may mechanistically

predict personalized therapies which further include key biological information that is relevant

to the patient in addition to biomarkers (Angione, 2019). Finally, the largest limitation in the use

of GEMs for the application of precision medicine is with personal uncertainty or bias in the

steps to create models. For example, GEMs reconstruction requires genome annotation,

environmental specifications, the formulation of relevant biomass reactions, and gap-filling

within the metabolic network (Bernstein et al 2021). Furthermore, models can have a vast

variety of interpretations by the choice of flux simulation. All of these factors add high levels of

uncertainty to model reconstruction, not to mention the high diversity of bioinformatics tools to

preprocess data. As one significant aim for the integration between GEMs and precision

medicine is to pave the foundation for in silico clinical trials, there is a need to extrapolate these

limitations towards findings that can be replicated and useful to the patient.

To date, this dissertation is a cumulation of literature knowledge and systems biology

applications which seeks to investigate the application of metabolic network reconstruction

within a systems medicine framework to uncover the pathomechanisms underlying COVID-19,

UTIs, and PD through the lens of precision medicine. Systems medicine is evolving more

rapidly as it becomes available; this recent availability of tools, methods, and datasets is rapidly

becoming translated into patient-specific models of biological systems. In particular, while the

ailments presented in this manuscript have become some of the most common types of human

diseases, they are also poorly understood as a complicated system. Foundational understanding

of complex disease mechanisms are expanded with computational and mathematical modeling

of biological systems through a systems approach. By integrating and modeling multiple

biological properties which underlie metabolic networks, the properties of biological systems

are readily uncovered. Metabolic profiles and respective biochemical concentrations are useful

for biomarker identification and have an extended value in the creation of metabolic models for

systems biology applications. While systems biology methods have numerous applications, in

the case of this dissertation they provide a novel outlook to investigate patient-specific disease

status within certain contexts. Furthermore, the findings in this dissertation suggest that human

metabolic functions drastically change during various states of disease and are useful in the
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characterization of disease trajectories or mechanisms. However, there still remains a need to

further advance meta-modeling application to humans in a clinical setting to provide new

information on human-microbial interactions. Specifically, by further developing

patient-specific approaches which include both unique biological data and biomarkers in a

personalized approach is the next major step forward for creating the foundation for in silico

clinical trials.
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Supplementary Figures 1-33: Metabolic reaction activities across cell-types for the

remaining COVID-19 cohort
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B. Tables

Software /
Package Version Link

ape 5.5 http://ape-package.ird.fr/

BacArena 1.8.2 https://github.com/euba/bacarena

BiocManager 1.30.16 https://github.com/Bioconductor/

COBRA
Toolbox 3.3 https://github.com/opencobra/cobratoolbox

CobraPy 0.22.0 https://opencobra.github.io/cobrapy/

CPLEX 12.7.1 https://www.ibm.com/analytics/cplex-optimizer

Cutadapt 1.5 https://github.com/marcelm/cutadapt

data.table 1.14.0 https://github.com/Rdatatable/data.table

dendextend 1.15.1 10.1093/bioinformatics/btv428

DESeq2 1.28.1 https://git.bioconductor.org/packages/DESeq2

fastcc N/A
https://journals.plos.org/ploscompbiol/article?id=10.1371/journ
al.pcbi.1003424

fastcore N/A
https://journals.plos.org/ploscompbiol/article?id=10.1371/journ
al.pcbi.1003424

FASTQC 3 http://www.bioinformatics.babraham.ac.uk/projects/fastqc/

GapSeq 1.1 https://github.com/jotech/gapseq

ggplot2 3.3.5 https://github.com/tidyverse/ggplot2

git 2.21.0 https://git-scm.com/

hdf5 1.3.3 https://github.com/HDFGroup/hdf5

HISAT2 2.1.0 http://ccb.jhu.edu/software/hisat2

htseq 0.11.1
https://academic.oup.com/bioinformatics/article/31/2/166/2366
196

MATLAB R2021b https://www.mathworks.com

Mendeley
Desktop 1.19.8 https://www.mendeley.com/
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miniconda3 4.7.12.1 https://www.anaconda.com.

openmpi 3.1.5 https://www.open-mpi.org/

Pandas 1.3.4 https://pandas.pydata.org/

PhyloSeq 1.32.0 https://git.bioconductor.org/packages/phyloseq

plyr 1.8.6 https://github.com/hadley/plyr

Prinseq-lite 0.20.4 http://prinseq.sourceforge.net

Python 3.8.1 https://www.python.org/

R Version 4.0.0 https://cran.r-project.org/

R.matlab 3.6.2 https://github.com/HenrikBengtsson/R.matlab

reshape 0.8.8 http://had.co.nz/reshape

SAMtools 1.1 http://samtools.sourceforge.net

sbml 5.18.0 https://pubmed.ncbi.nlm.nih.gov/31219795/

SciPy 1.7.1 https://scipy.org/

Seurat 4.0.3 https://github.com/satijalab/seurat

SortmeRNA 2.1 http://bioinfo.lifl.fr/RNA/sortmerna/

StanDep 1.0.0 https://github.com/LewisLabUCSD/StanDep

stringtie 2.0.3 http://ccb.jhu.edu/software/stringtie/

sybil 2.2.0
https://www.cs.hhu.de/lehrstuehle-und-arbeitsgruppen/computa
tional-cell-biology/software-contributions/sybil

tidyr 1.1.3 https://github.com/tidyverse/tidyr

USEARCH 11.0.667 https://drive5.com/usearch/

vctrs 0.3.8 https://github.com/r-lib/vctrs

Vegan 2.5-7 https://github.com/vegandevs/vegan/

viridis 0.6.1 https://sjmgarnier.github.io/viridis/

Supplementary Table 1: A compilation of all software utilized in this study.
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