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Abstract

Abstract

Energy transition from conventional to renewable energy sources requires significant large

energy storage capacities to dampen the fluctuating availability of renewable sources and to

ensure stability in energy supply. Energy storage in the geological subsurface has emerged

as a promising solution due to its capacity and support for required cycle time. This thesis

assesses three types of subsurface storage - hydrogen, methane and compressed air – with an

emphasis on quantifying their storage potential at a site-specific level, integrating suitable

geological storage into renewable energy systems and quantifying secondary induced gas

leakage during storage operations.

The study area is located within the North German Basin, where potential storage sites are

screened employing a newly constructed three-dimensional structural model. Site-specific

estimates of stored energy and exergy capacities are obtained through a volume-based ap-

proach, indicating that capacity for a single site may reach the tens of TWh range. Additio-

nally, high well deliverability rates are found predominantly in two out of three considered

storage formations. Despite geological parameter uncertainty, the storage potential for all

three technologies is significantly larger than the predicted demand and viable storage rates

are achievable in all storage formations.

To evaluate the integration of subsurface storage into renewable energy systems, a com-

pressed air energy storage (PM-CAES) type is simulated using coupled models. The use

of coupled power plant and subsurface models allowed for the consistent determination

of load profiles and storage plant performance characteristics in energy systems. Numerical

simulations are performed using open-source thermal engineering code and the multiphase-

multicomponent reservoir simulator. The PM-CAES systems can supply 115 MW of electric

power and between 12.1 GWh and 49.9 GWh of electric energy for up to 429 h, thereby

offering grid-scale power storage capacity. The storage design is robust against variations in

future energy system scenarios and different power plant configurations, with efficiencies

between 0.54 and 0.67 and energy densities between 0.12 kWh and 0.28 kWh per kilogram

of stored air. The storage design can be improved by using horizontal instead of vertical

wells, which also reduces induced pressure effects in the storage reservoir.
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A novel semi-analytical solution for the coupled power plant - geostorage model is deve-

loped to approximate geological storage processes, facilitating efficient assessment of their

role in energy systems. The model accurately simulates storage operations, considering fluid

properties, well configurations and facility constraints. Validation with realistic energy sy-

stem scenarios shows that the model provides a consistent approximation, capturing stora-

ge pressure, rates and capacity within 98% of the full-scale model. The designed PM-CAES

plant achieves continuous energy discharge of 3 GWh - 6.69 GWh at a power rate of 50

MW, with storage efficiency of 0.53. The new model offers a reliable and efficient alternati-

ve to full-scale numerical models, reducing runtime by a factor of about 20. This approach

enables fast site assessment and scenario simulations, making it valuable for optimising the

design and evaluation of operational conditions for renewable energy storage applications.

The potential for stored gas leakage from adjacent or intersecting fault systems is a crucial

consideration for energy storage applications. In the final section of this thesis, an evalua-

tion of the gas leakage effects during methane storage operations is conducted. Numerical

scenario simulations indicate that gas leakage rates are strongly dependent on the fault’s

geometry, petrophysical parameters and capillary pressures affecting gas leakage rates du-

ring storage operation. Storage operation itself plays a significant role in gas leakage rates,

with significant leakage occurring primarily during injection periods, with peak rates po-

tentially reaching thousands of cubic meters per day. Increasing capillary entry pressure re-

sults in a sealing effect. During withdrawal periods, the pressure gradient between a storage

formation and a fault zone is reduced or even reversed, resulting in significantly reduced

leakage rates or even temporary stoppage of the leakage.
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Zusammenfassung

Zusammenfassung

Die Energiewende von konventionellen zu erneuerbaren Energiequellen erfordert erheb-

liche große Energiespeicherkapazitäten, um die schwankende Verfügbarkeit erneuerbarer

Energiequellen zu reduzieren und die Energieversorgung zu sichern. Die Energiespeiche-

rung im geologischen Untergrund hat sich als vielversprechende Lösung erwiesen, da sie

eine hohe Kapazität aufweist und die erforderliche Zykluszeit unterstützt. In dieser Arbeit

werden drei Arten von unterirdischen Speichern - Wasserstoff, Methan und Druckluft -

untersucht, wobei der Schwerpunkt auf der Quantifizierung ihres Speicherpotenzials auf

standortspezifischer Ebene, der Integration geeigneter geologischer Speicher in erneuerba-

re Energiesysteme und der Quantifizierung sekundär induzierter Gasleckagen während des

Speicherbetriebs liegt.

Das Studiengebiet befindet sich im Norddeutschen Becken, wo potenzielle Speicherstand-

orte mit Hilfe eines neu erstellten dreidimensionalen Strukturmodells untersucht werden.

Anhand eines volumenbasierten Vorgehens werden standortspezifische Schätzungen der ge-

speicherten Energie- und Exergiekapazitäten vorgenommen, die darauf hindeuten, dass die

Kapazität eines einzelnen Standorts den Bereich von zweistelligen TWh erreichen kann.

Darüber hinaus werden in zwei von drei betrachteten Speicherformationen hohe Bohrlochra-

ten gefunden. Trotz der Unsicherheiten bei den geologischen Parametern ist das Speicher-

potenzial für alle drei Technologien deutlich größer als der prognostizierte Bedarf und in

allen Speicherformationen sind realisierbare Speicherraten möglich.

Um die Integration von unterirdischen Speichern in erneuerbare Energiesysteme zu bewer-

ten, wird ein Druckluftspeicher (PM-CAES) mit gekoppelten Modellen simuliert. Die Kopp-

lung von Kraftwerks- und Untergrundmodellen ermöglichte die einheitliche Bestimmung

von Lastprofilen und Speichereigenschaften in den Energiesystemen. Die numerischen Si-

mulationen werden mit einem Open-Source-Code für die Thermodynamik und dem mehr-

phasigen Mehrkomponenten-Simulator für Speicher durchgeführt. Die PM-CAES-Systeme

können 115 MW an elektrischer Leistung und zwischen 12,1 GWh und 49,9 GWh an elek-

trischer Energie für bis zu 429 Stunden liefern und bieten damit Stromspeicherkapazität

im Netzmaßstab. Das Speicherdesign ist robust gegenüber Schwankungen in zukünftigen
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Energiesystemszenarien und verschiedenen Kraftwerkskonfigurationen, mit Wirkungsgra-

den zwischen 0,54 und 0,67 und Energiedichten zwischen 0,12 kWh und 0,28 kWh pro

Kilogramm gespeicherter Luft. Das Speicherdesign kann durch die Verwendung von hori-

zontalen anstelle von vertikalen Bohrungen verbessert werden, was auch die induzierten

Druckauswirkungen im Speicher reduziert.

Es wurde ein neues semi-analytisches Modell für die Kopplung von Kraftwerk und Geospei-

cher entwickelt, um geologische Speicherprozesse zu approximieren und damit eine effizi-

ente Bewertung ihrer Rolle in Energiesystemen zu ermöglichen. Das Modell simuliert den

Speicherbetrieb unter Berücksichtigung von Flüssigkeitseigenschaften, Bohrlochkonfigura-

tionen und Anlagenbeschränkungen genau. Die Validierung mit realistischen Energiesystem-

Szenarien zeigt, dass das Modell eine konsistente Annäherung liefert und Speicherdruck,

-raten und -kapazität innerhalb von 98% des numerischen Modells erfasst. Die entworfene

PM-CAES Anlage erreicht eine kontinuierliche Energieentladung von 3 GWh - 6,69 GWh

bei einer Leistung von 50 MW und einer Speichereffizienz von 0,53. Das neue Modell bie-

tet eine zuverlässige und effiziente Alternative zu detaillierten numerischen Modellen und

verkürzt die Rechenzeit um einen Faktor von etwa 20. Dieser Ansatz ermöglicht eine schnel-

le Standortbewertung und Szenariosimulationen, was ihn für die Optimierung des Designs

und die Evaluierung der Betriebsbedingungen für Anwendungen zur Speicherung erneuer-

barer Energien wertvoll macht.

Das mögliche Leckagepotential von Speichergas aus benachbarten oder sich kreuzenden

Störungssystemen ist ein entscheidender Faktor für die Energiespeicherung. Im letzten Teil

dieser Arbeit wird eine Bewertung der Auswirkungen von Gasleckagen während des Be-

triebs von Methanspeichern durchgeführt. Numerische Simulationen von Szenarien zei-

gen, dass die Gasleckageraten stark von der Geometrie der Störung, den petrophysikali-

schen Parametern und den Kapillardrücken abhängen, die die Gasleckageraten während des

Speicherbetriebs beeinflussen. Der Speicherbetrieb selbst spielt eine wichtige Rolle bei den

Gasleckageraten, wobei signifikante Leckagen vor allem während der Injektionszeiträume

auftreten, wobei die Spitzenraten potenziell Tausende von Kubikmetern pro Tag erreichen

können. Ein zunehmender kapillarer Eintrittsdruck führt zu einer abdichtenden Wirkung.

Während der Entnahmeperioden wird das Druckgefälle zwischen einer Speicherformati-
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on und einer Störungszone verringert oder sogar umgekehrt, was zu deutlich geringeren

Leckageraten oder sogar zu einer vorübergehenden Schließung der Leckage führt.
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1 Introduction

The energy transition is a global phenomenon that aims to shift the energy sector from

traditional fossil fuel sources towards cleaner, more sustainable options. This transition

is driven by various factors, including concerns over climate change, energy security and

the economic benefits of renewables [Clarke et al., 2022]. Fossil fuels have been of great

significance in the world’s economies over past decades, but today their use raises drastic

concerns, primarily due to the releasing greenhouse gases that contribute to climate change.

The nature of fossil fuels has a direct impact on their supply, thus being a subject to mar-

ket fluctuations and geopolitical tensions. Renewable energy sources, such as wind, solar,

hydro, geothermal or biomass provide a promising alternative to traditional fossil fuels and

have gained significant attention in recent years. However, the integration of renewables

into the energy sector is associated with certain uncertainties and challenges with regards

to supply and demand over space and time [Adamek et al., 2012, Pape et al., 2014]. As

such, wind and solar energy are weather dependent and can fluctuate significantly, making

it challenging to ensure a stable and reliable energy supply. Therefore, addressing these

challenges requires significant investments in research and development, as well as infras-

tructure to accelerate the deployment of renewable energy technologies.

Germany’s energy system is undergoing a significant transformation towards renewables,

with a focus on reducing greenhouse gas emissions and achieving climate goals. Germany

has set ambitious targets for energy transition (german: Energiewende), aims to significantly

increase the share of renewable energy in its energy sectors, with a target of generating 80%

of electricity and 50% of heating from renewables by 2030, improve energy efficiency and

phasing out nuclear power. In 2022, the net electricity generation in Germany from re-

newables was 244 TWh (terawatt-hours), which accounted for around 46% of the country’s

total net electricity generation (Fig. 1.1). The main renewable contributors are wind and

solar power, while nuclear power accounts for less than 10% of Germany’s electricity gen-

eration. At end of 2022, Germany had an installed renewable energy capacity of around

147 GW, which includes wind, solar, hydropower and biomass. Solar and wind energy have

contributed the most with capacity of approximately 65.5 GW and 66.4 GW, followed by

biomass and hydropower – around 9 GW and 5 GW, respectively. Implementation of solar

and wind power by 2030 has a significant impact on the residual load, often resulting in

temporary scenarios characterised by both power shortages and an excess of renewable gen-

eration capacity, thus can trigger storage demand [Weitemeyer et al., 2015]. The subsequent

section outlines the factors that contribute to this demand.
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Figure 1.1: Total net electricity generation in Germany in 2012 and 2022, data ascertained by Fraunhofer ISE.

1.1 Analysis of storage demand

The renewable dominated power system can ensure flexibility and reliability through var-

ious measures such as storage, grid interconnection, excess of installed capacity, demand-

side management, renewable curtailment and system diversity [Blanco and Faaij, 2018].

These measures address different aspects of the renewable energy system, such as spatial

and temporal components, dynamic parameters of power plants and the need for reserve

capacity to cope with fluctuations in generation and demand. Doubling shares of renewable

energy sources has an influence on residual load, which is managed by balancing power

[Denholm and Hand, 2011]. Storage option enables both upward and downward flexibility,

storing energy when there is available surplus power or lower demand and discharging stor-

age to meet demand at all times despite fluctuations in the generation from variable renew-

able sources. Upon discharge period storage can be applied in different roles with various

flexibility measurements and Power-to-X technologies [Blanco and Faaij, 2018, Denholm

et al., 2010].

With high shares of variable renewables, the demand for storage increases linearly in terms

of power capacity and exponentially in terms of energy capacity. According to literature

both storage duration and required capacity demand are widely investigated. However, the

clarity in this field is lacking due to the grounding in modelling and, more specifically, in

mathematical optimisation, which is the main method used for the majority of the model-

based scenarios of energy system development pathways [Cebulla et al., 2018]. Multiple
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studies have applied optimisation in the context of future energy systems to identify and

assess strategies for reducing emissions.

SRU [2011] developed a 100% renewable power scenario for Germany, where large-scale

power exchange with neither Scandinavia nor Northern Africa is possible, temporary sur-

plus power generation may rise to 209 GW and total yearly surplus energy may exceed 53

TWh. Adamek et al. [2012] conducted an analysis on the cost-minimisation of renewable

reduction and the demand for additional storage capacity across different renewable energy

shares: 40%, 80% and 100%. The study showed that the respective scenarios experienced

negative residual load durations of 44 h, 2329 h and 4271 h. Peak surplus power is 10 GW

(40%), 50 GW (80%) and 81 GW (100%), respectively. In the 40% scenario, minimal addi-

tional storage was deemed necessary. However, in the 80% renewables scenario, 14 GW/70

GWh of short-term storage and 18 GW/7.5 TWh of seasonal storage were determined to be

required. In a study conducted by Hartmann [2013], the role of storage technologies in the

German renewable energy system was examined. The findings highlighted that achieving

an 80% renewable share would require the installation of 66 GW of power capacity and 5.4

TWh of storage capacity.

According to Krzikalla et al. [2013], Germany is expected to have a surplus generation of

approximately 35 TWh by 2030. These projections assume a thermal must-run of 5 GW in

2030, as well as flexible biomass generation. The study suggests that if there is sufficient

flexibility on both the demand and supply sides, additional storage capacity will only be

necessary after 2030. Schaber et al. [2013] estimated a demand of 18 TWh at 66% renew-

ables, while Palzer and Henning [2014] reported a demand of 17.5 TWh at 100% RES. In

2050, Lunz et al. [2016] predicted that Germany would require long-term storage units with

a discharge power of 23 GW, a charge power of 97 GW and a capacity of 13 TWh to meet its

residual load. Schill [2014] states when there is a high share of renewables and the system is

already flexible, the importance of electricity storage increases. The flexible 2050 scenario

suggests that a minimum of 10 GW of storage investments would be necessary. Schiebahn

et al. [2015] found that achieving seasonal balancing requires 27 TWh of storage and a 60-

day reserve requires 90 TWh. The study assumed a power generation structure in Germany

with high reliance on onshore and offshore wind, with 169 GW and 70 GW installed ca-

pacities respectively. According to Weitemeyer et al. [2015], depending on storage size and

efficiency, the projected storage demand on the pathway towards 100% renewable energy

could range from 0.2 TWh to 9.1 TWh, with a total demand of up to 80 TWh for some

assumptions.

Although the available literature data lies within a wider range span, it is clear that the
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requirements for storage increase, as moving towards a 100% renewable energy system. The

high capacities of intermittent power generation are expected to be matched by high storage

demand. Additionally, doubling the storage capacity has been shown to reduce energy loss

in systems with high penetration of renewables (e.g., 80%, Solomon et al. [2014]). In order

to avoid the reduction, storage capacities would have to increase, adding only 5 GW of

storage to an energy system with an average demand of 60 GW reduced from 100 TWh to 40

TWh, thus more storage capacity leads to reductions in curtailment [Adamek et al., 2012,

Sterner and Stadler, 2014]. The determination of the required storage demand remains

a subject of ongoing investigation in the existing literature. However, understanding the

storage demand is crucial for effectively balancing the intermittent nature of renewable

power generation. The ability to store any excess energy, whether in the form of heat or

power, enables mitigation of supply imbalances by subsequently discharging energy from

storage during periods of deficit.

1.2 Analysis of available geological storage options

It is a common practice to classify storage technologies according to the conversion pro-

cess involved, with two possible energy inputs, i.e., electricity and thermal energy and a

wider range of energy outputs, such as electricity, thermal energy, gaseous and liquid fuels.

Power-to-Power processes are classified as electrical energy storage, while Power-to-Thermal

processes are part of thermal energy storage (TES). Power-to-Gas and Power-to-Liquids are

respectively classified as chemical energy storages. Electricity energy storage can be classi-

fied into three types: mechanical, electrochemical and electrical. These classifications store

energy in the form of kinetic or potential energy using mechanical processes, as chemical

energy using reversible electrochemical reactions. Traditionally in all future energy system

development pathways, geological storage options [Lunz et al., 2016, Sterner and Stadler,

2014]: pumped-hydro, compressed air energy storage (CAES), hydrogen and methane en-

ergy storage are considered, as the main storage technologies are present as large-scale stor-

age options.

Geological subsurface can be used for three of four storage technologies mentioned above

for energy storage applications. Porous formations are more widely distributed [Bachu et al.,

2007, Bradshaw and Dance, 2005] and therefore may offer greater storage capacities. The

same is true for pumped hydropower storage with over 165 GW of capacity in operation

worldwide and a potential of 17.3 PWh [Hunt et al., 2020], relies on suitable topological

conditions, whose application is limited to mountainous regions.
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The prerequisite for geological energy storage in porous formations is the presence of a trap

that retains the stored energy in the form of gas. These traps can take the form of strati-

graphic or structural features, wherein the gas is confined to the upper portion or crest of a

structure by a tight cap rock, effectively preventing migration of the stored gas. It is essen-

tial to have a sufficient pore volume to accommodate the desired stored volumes and target

rates. Furthermore, the storage formation should exhibit adequate intrinsic permeability to

support the planned flow rates for the storage application. The screening and characterisa-

tion of suitable geological traps present significant challenges, initiating an understanding

of subsurface geology, petrophysical conditions and the quantification of site performance

for different applications. These challenges are associated with geological uncertainties in

porous formations and their spatial distributions. For instance, all sedimentary deposi-

tions can be influenced by regional geological activity, such as tectonic events or changes in

sedimentary depositional environments. Addressing and quantifying such uncertainties is

crucial to mitigate risks and ensure the successful implementation of storage application in

geological porous formations.

Hydrogen and synthetic methane, along with compressed air energy storage in geological

media, offer promising solutions to the challenges of energy storage and decarbonisation in

the energy transition. Hydrogen, as a versatile energy carrier with high gravimetric energy

density, holds immense potential for facilitating the integration of renewables and decar-

bonising various sectors [Schiebahn et al., 2015, Sterner and Stadler, 2014], including trans-

portation and industry. Its high energy density enables efficient storage and transportation

through geological porous media, utilising subsurface formations such as depleted oil and

gas fields, aquifers and salt caverns. In parallel, the generation of synthetic methane through

methanation provides a means of converting surplus renewable energy into a storable and

transportable form. By utilising geological media for synthetic methane storage with a high

volumetric energy density, it becomes possible to mitigate CO2 emissions and integrate

renewable energy sources with existing natural gas infrastructure. Leveraging geological

formations as storage reservoirs for synthetic methane not only capitalises on the existing

infrastructure, including pipelines and distribution networks, but also minimises the envi-

ronmental impact associated with CO2 emissions.

Furthermore, CAES is a highly promising and effective approach for large-scale energy stor-

age, offering a valuable solution to address the intermittency of renewables. This storage

process ensures a reliable and dispatchable energy supply, maintaining the balance of in-

termittent renewable energy generation [Adamek et al., 2012, Lund and Salgi, 2009]. The

two main types of CAES plants are defined as diabatic and adiabatic. Diabatic CAES em-

ploys the use of natural gas or other fuel sources to heat the compressed air before releasing
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it to generate electricity, resulting in greater efficiency but also carbon emissions. On the

other hand, adiabatic CAES utilises advanced thermal storage techniques to reheat the com-

pressed air without the need for additional fuel, making it a more environmentally friendly

alternative. Notable examples of existing CAES sites include the Huntorf CAES plant in

Germany, renowned for its diabatic technology and the McIntosh CAES plant in Alabama,

USA [Succar and Williams, 2008]. These sites demonstrate practical application of CAES

technology in real-world energy storage scenarios.

The combination of hydrogen and synthetic methane storage, along with CAES in geological

porous media, presents a holistic approach to address the challenges of energy storage and

enable the efficient integration of renewable energy sources into the grid. As the energy

transition targets to double or triple the renewable energy capacity by 2030, the geological

subsurface storage capacity becomes essential. However, the available storage potential and

spatial distribution of storage sites is yet to be determined. Co-location of storage facili-

ties with renewable energy sources can be considered beneficial to increase overall system

efficiency [Pape et al., 2014]. Yet, there is a lack of assessment framework specifically for

different storage technologies and their capacity assessment in porous media. The storage

operation cannot be feasible without an integrated assessment framework that takes into

account all components’ specifications. Moreover, there are a few assessment frameworks

available that consider the full storage operation process to gain detailed insight in 100%

renewable energy systems.

1.3 Analysis of storage operation

As stated, storage classification takes into account the energy conversion process and the

effectiveness of energy storage in geological media is determined by the duration of time for

which it can store and provide energy. The duration of energy storage in geological media

can be classified into three main categories: short-, medium and long-term storage types

[Sterner and Stadler, 2014]. Short-term storage types can discharge power for up to a few

hours at a time. Medium-term storage types can provide energy for several days or weeks.

Long-term storage types can provide energy for seasonal periods. One short to medium-

term storage option is CAES, which converts electrical or other forms of energy into me-

chanical energy and stores it in the subsurface. CAES has the capability to increase power

plant output quickly in response to sudden increases in demand, making it a suitable option

for balancing the intermittent output of renewables [Budt et al., 2016]. On the other hand,

chemical energy storage is a long-duration storage option that involves an electrolysis pro-
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cess for hydrogen or methanation for synthetic methane [Schiebahn et al., 2015]. Chemical

energy storage has high energy density (i.e. 33.3 kWh/kg for hydrogen and 13.9 kWh/kg

for synthetic methane), enabling it to store large amounts of energy in a small space and can

be stored in geological porous media for several weeks or even seasonal periods.

Although storage processes may vary, they generally involve three critical steps: charging

(loading), storing and discharging (unloading). These procedures are carried out using var-

ious components such as energy converters (for charging and discharging) with different

efficiencies, storage media and peripherals: When all of these components work together as

a single system, it forms a complete energy storage system. Accurately predicting and eval-

uating the storage process remains one of the main challenges to be addressed for ensuring

the safe and efficient operation of energy storage systems. It is especially not trivial for

the estimation of locally achievable charging/discharging rates as well as overall capacities

and efficiencies. This can be connected with the geological uncertainty of formation spatial

distribution, its petrophysical settings, as well as employed technical facilities.

The industry that has been operating energy storage for many years is the natural gas in-

dustry, where storage operations involve injecting natural gas into geological media, such

as depleted gas fields, aquifer structures or salt caverns and withdrawing during times of

high demand. This method plays an important role in ensuring adequate gas supply for

seasonal energy demand. In Germany, there are 45 storage facilities with a total working

gas volume of around 23 bcm (billion cubic meters), mainly operating in salt caverns, de-

pleted fields and only 5 in aquifer structures [LBEG, 2021]. While Germany’s gas storage

infrastructure consists of two-thirds salt caverns and under one-third of porous media fa-

cilities, the situation is the opposite according to global experiences. This is because porous

media formations are more commonly found in sedimentary basins worldwide [Bradshaw

and Dance, 2005]. Depleted fields are often readily available for use as storage applications,

as they already have the necessary infrastructure in place and location, making them a more

attractive option for storage operators. Whereas storage in aquifer structures requires trap

screening, site characterisation studies as well as facility design.

In order to store renewable energy, all three components of the storage system (charging,

discharging and storage) must be processed and analysed. Surplus power is converted into

a storable form, through energy conversion processes. As a storage media geological subsur-

face can be a suitable place for large-scale energy storage applications. The stored energy

can then be used later as fuel or to produce other valuable items. However, accurately pre-

dicting and evaluating the storage process is one of the main challenges. To assess the fea-

sibility of renewable energy storage, it is crucial to understand the fundamental processes
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involved in charging (injection), discharging (withdrawal) and storing in geological forma-

tions. Since geological traps are commonly used as storage media, it is essential to identify

and analyse them as an analogy with the natural gas industry. As one potential storage site

can be used for different storage applications, there should be a selection criteria for de-

velopment in the context of a site suitable for storage type in terms of capacity, rates and

uncertainty. Moreover, having more than one type of storage application, e.g., hydrogen and

compressed air energy, raises the question of how to schedule their use.

To assess the feasibility of renewable energy storage, it is imperative to comprehend the

underlying fundamental processes associated with charging (injection), discharging (with-

drawal) and storage in geological formations. As geological formations are commonly em-

ployed as storage mediums, it becomes crucial to identify and analyse them, drawing upon

insights from the natural gas industry. Given that a single storage site can cater to multi-

ple storage applications, the development of selection criteria is essential to identify sites

suitable for specific storage types in terms of capacity, rates and uncertainty. Furthermore,

the inclusion of multiple storage applications, such as hydrogen and compressed air energy,

necessitates careful scheduling to optimise their utilisation.

1.4 Current and past research

Nowadays, there is growing global attention in the literature towards the utilisation of the

geological subsurface for storage purposes, particularly as the penetration of renewable en-

ergy sources increases. This section presents an overview of the past and current research

conducted in the field of energy storage in porous media. The aim of this section is to out-

line the research status and provide an understanding of the advancements made in this

area. While this section offers a summary, each subsequent chapter will delve into a more

detailed literature review of relevant studies associated with specific aspects of storage.

Back to the history, in case of storage of methane ideas were developed from the beginning

last century and the first storage facility to balance seasonal and daily variations in demand

for gas goes back to the early 1947 [Katz et al., 1959]. The concept of hydrogen storage was

initially introduced by Sørensen in 1975 [Sørensen, 1975]. According to him, by the year

2050, with the proliferation of large-scale wind electricity generation, the need for suitable

storage systems would arise. The idea of storing electrical energy through compressed air

dates back to the mid-20th century [Budt et al., 2016]. In the 1960s, with emerging baseload

generation, such as nuclear power and larger lignite coal-fired power plants, there was an
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economic incentive to store low-cost off-peak power from baseload generation sources and

utilise it during peak-load hours [Tuschy et al., 2002]. In 1978, the Huntorf power plant was

built in north-western Germany and became the first commercial CAES facility worldwide

[Succar and Williams, 2008, Tuschy et al., 2002]. The power plant was designed to transfer

off-peak energy produced by the nuclear power plant to the high demand periods and also

to stabilise the power grid when some baseload power stations failed during operating.

The literature on storage in salt caverns is well-researched, but when it comes to utilising

porous formations for CAES, studies have been limited. The scarcity of data for storage

site selection and the inherent complexity and uncertainties associated with porous media

are the main reasons for this limitation. For instance, a study conducted in Pittsfield, Illi-

nois examined the feasibility of CAES in a porous formation [Bui et al., 1990], subsequently,

plans were made to construct the first commercial plant in Iowa. However, the planned

CAES facility was halted due to unfavourable local geological conditions and energy mar-

ket considerations [Holst et al., 2012]. This highlights the importance of understanding the

subsurface and conducting comprehensive site characteristics. In the recent years, various

studies have emerged focusing on subsurface potential assessment for suitable sites screen-

ing for different storage technologies in the context of renewable energy storage.

Mouli-Castillo et al. [2019] conducted an evaluation of potential subsurface storage capac-

ity for CAES in the United Kingdom offshore region. The authors then estimate the pore

volume of geological traps in sedimentary basins where legacy data from hydrocarbon ex-

ploration are available and geographically close to renewable energy sources. A modelling

approach is used to predict the potential of CAES on a nationwide scale and the storage

potential of offshore saline aquifers in the UK is estimated to be 77 TWh - 96 TWh. The

estimated potential for the UK is equivalent to approximately 160% of the UK’s electricity

consumption for two winter months, with a round-trip energy efficiency of 54%-59%. To

achieve the climate goals by the end of the century, it will be necessary to have more than

310 GW of grid-connected electricity storage globally by 2050.

According to Sopher et al. [2019], wind energy is experiencing growth in Sweden and the is-

land of Gotland aims to achieve 100% renewable energy by 2025. The author highlights

CAES as a viable option for energy storage on Gotland, utilising the Middle Cambrian

Faludden sandstone as a storage reservoir. Extensive data analysis, including an unpub-

lished database of over 2300 km of seismic data and 300 wells, was conducted to assess and

identify the optimal location for energy storage. Furthermore, the authors briefly indicate

that the southern part of the island is the most suitable area. Structural maps were used to

identify favourable storage structures, with calculations estimating the energy storage ca-
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pacity of one of the most promising structures in the Faludden reservoir to be between 84

MWh and 1308 MWh. Additionally, the cumulative high case storage capacities of all seven

structures amount to approximately 4.31 GWh.

Carneiro et al. [2019] conducted the first potential assessment in Portugal to identify geo-

logical formations suitable for large-scale storage of renewables. The study emphasises the

significance of energy storage in response to the increasing reliance on renewables within

the country. The screening specifically targeted porous media, salt formations and igneous

host rocks as potential reservoirs for various energy storage technologies. Feasibility as-

sessments were then carried out to evaluate the suitability of each technology in different

potential reservoirs. The study findings revealed a notable overlap between the locations of

wind facilities and the selected reservoirs in salt formations and porous media formations

located in the western part of Portugal. Conversely, solar sources, primarily concentrated in

the southern region, were not found to be compatible with geological storage opportunities.

Based on the overall results, the authors recommend focusing local-scale studies primarily

on the western part of Portugal, particularly in the Lusitanian Basin, to investigate the po-

tential utilisation of salt formations and porous media aquifers for storing surplus energy

generated by nearby wind farms or the transmission grid.

In a study by Tarkowski [2017], seven potential locations for hydrogen storage in Poland

were identified within the Carpathian Foredeep, all at depths below 2 km. These locations

were selected based on an analysis of 85 depleted fields in the Polish Lowlands. In 2018,

Lewandowska-Śmierzchalska et al. [2018] introduced a methodology that incorporates a

decision support system to classify and rank appropriate geological structures for hydrogen

storage. The methodology encompasses salt formations and porous formations (aquifers

and depleted oil and gas fields). During their study, the authors discovered that the salt

formation in the Gora region received the highest preference score from the decision maker,

taking into account all decision-making criteria. In case of porous formations, the Chabowo

and Przemysl fields obtained the highest preference scores.

TNO and EBN [2018] conducted a technical assessment report to evaluate subsurface stor-

age options in the Netherlands for the country’s energy transition. The assessment focused

on technologies that could support the substantial expansion of renewable energy, ensure

energy security and be implemented in the subsurface at depths exceeding 500 meters

within the next 10-30 years. According to Juez-Larré et al. [2019], results show that sub-

stantial potential for subsurface storage, including depleted gas fields for hydrogen and

synthetic methane storage (456 TWh and 1939 TWh, respectively) and salt caverns for nat-

ural hydrogen, methane and compressed air storage (43 TWh, 184 TWh and 0.58 TWh,
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respectively). The assessment references the diabatic power plant in Huntorf site, Germany,

for a simplified analysis of the potential for CAES including the lower operational pressure

range.

However, no comprehensive screening has been conducted to identify suitable porous for-

mation storage sites in Germany, particularly within the North German Basin, for renewable

energy storage technologies such as CAES, hydrogen and methane. Additionally, there is

lack of standardised estimation approaches for assessing different storage options in porous

media and determining their respective capacities. The existing studies have not provided a

unified framework to evaluate and compare the available capacities of various storage tech-

nologies in porous formations. Furthermore, previous studies have primarily focused on ei-

ther chemical or mechanical energy storage without providing a comparative capacity anal-

ysis. In the context of energy storage applications, understanding the discharging/charging

rate is a vital parameter in assessing the suitability of a site for a specific storage application.

The storage flow rate serves as a crucial starting point for preliminary site planning, as the

ability to discharge and charge the storage system at the desired rate is essential for meeting

energy demands and ensuring a reliable and consistent energy supply.

Isothermal transient gas flow in porous media, based on Darcy’s law developed by Muskat

[1946] using partial differential equations, is a commonly employed approach to derive in-

jection/withdrawal rates. Solutions for these equations are typically obtained through the

utilisation of numerical methods, which can be time-consuming for storage site selection

and performance assessment. Kushnir et al. [2010] developed an analytical solution to ex-

amine the gas flow dynamics in aquifer reservoirs of CAES plants, specifically focusing on

the cyclic distribution of gas pressure within the reservoirs. The authors proposed an ap-

proximate solution that is applicable for analysing pressure variations in anisotropic reser-

voirs, considering the presence of partially penetrating wells. However, in many regional or

basin-scale cases, geological data is limited and comprehensive consideration of petrophys-

ical settings is not always feasible. To calculate achievable storage flow rates, the natural gas

industry uses the inflow performance relationship [Katz et al., 1959]. Sopher et al. [2019]

applied this approach to derive volumetric flow rates for CAES screened sites, ranging from

35 kg/s to 262 kg/s, but excluding the allowable storage pressure limits at the wellbore.

Several studies have been conducted on applying numerical simulation to explore geolog-

ical storage in porous media, considering both petrophysical characteristics and technical

designs of storage wells. Oldenburg and Pan [2013] simulated a hypothetical CAES porous

formation storage site with an anticline structure and demonstrated the feasibility of CAES

operation using a single wellbore at the crest of the structure. The results suggest that CAES
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in porous media is capable of storing energy effectively, although the energy storage density

within the reservoir may vary spatially due to pressure gradients. Wang and Bauer [2017]

conducted a feasibility study to explore the possibility of utilising CAES in sandstone for-

mations. They examined the potential of replacing two salt cavern units with a synthetic

anticline storage structure, using the Huntorf site as a reference storage plant. Simulation

results indicated that a 20 m-thick storage formation with a permeability of 1000 mD and

utilising six wells, could support the required continuous power output. However, none of

these studies assessed the feasibility of porous media CAES considering site-specific power

plant setup. In a recent study, Pfeiffer et al. [2021] found that the behaviour of CAES in

porous media varied depending on the surface power plant topology, emphasising the need

for site-specific plant design for potential storage sites. Results from these modelling stud-

ies show that, in principle, large-scale CAES within porous reservoirs is feasible. However,

most of them are based on synthetic storage models and surface power plant settings are

traditionally based on reference salt cavern power plant topology.

Pfeiffer and Bauer [2015] developed a hydrogen storage scenario in porous media by con-

ducting numerical simulations. The storage approach included injecting nitrogen as a cush-

ion gas during the build-up phase within an aquifer structure. To meet the regional elec-

tricity demand in Northern Germany, a weekly hydrogen of 129 million sm3 was employed.

The study suggested that optimised injection schemes, including shut-in periods during the

initial filling process, could enhance the storage performance. Feldmann et al. [2016] con-

ducted a study to investigate the hydrodynamic and mixing processes involved in hydrogen

gas storage in porous media. They performed a numerical case study in a depleted gas reser-

voir, simulating a simplified seasonal pattern consisting of 5 years of build-up phase charg-

ing followed by 5 years of seasonal cyclic operation. The study focused on the withdrawal

of an annual gas volume of 107.7 million sm3, analysing various physical phenomena asso-

ciated with the storage process. Sainz-Garcia et al. [2017] showed that the geological trap in

the San Pedro saline aquifer is suitable for seasonal hydrogen storage. The developed model

showed that no hydrogen crossed the structure spill point and no viscous fingering occurred

despite the high density and viscosity contrast between hydrogen and water. Although their

research demonstrates the average performance in the aquifer, storage sites can cover up

to 15% of city electricity consumption via the re-electrification process. All the mentioned

studies employed highly detailed numerical models that varied storage settings and con-

figurations, but they were all based on simplified assumptions of renewable fluctuations,

either on a weekly or seasonal basis, without considering the stochastic fluctuations in both

demand and supply expected from variable renewables.

Numerous publications have focused on the integration of energy storage into renewable
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power systems with stochastic supply and demand patterns [Crotogino et al., 2010, Gabrielli

et al., 2020, Lund and Salgi, 2009] however, none of them have explicitly addressed the in-

tricate geological storage options in porous media and their significance in future energy

systems. This gap can be attributed to the disparity in solution approaches between geo-

logical storage, which necessitates precise process discretisation and energy system mod-

elling, which relies on distinct mathematical optimisation schemes. Therefore, there is a

need to develop a methodological framework that captures the intricacies of geological stor-

age processes while considering the governing physical processes in the subsurface, while

also ensuring adequate simplification to align with the specific modelling requirements of

renewable energy systems.

The necessity of a comprehensive numerical storage model lies in its ability to accurately

represent the various induced processes associated with typical subsurface use options.

Bauer et al. [2013] highlighted that any subsurface storage utilisation leads to induced ef-

fects, which can be broadly classified based on the governing physico-chemical processes

responsible for transmitting these effects, such as thermal, hydraulic, mechanical and chem-

ical effects, along with their interconnected feedback mechanisms. As previously stated,

there are no analytical solutions for non-linear three-dimensional fluid flow phenomena oc-

curring within porous media, and the majority of quantitative solutions rely on numerical

methods. Storage models are frequently expressed as a set of partial differential equations

that incorporate the mass conservation for fluid phases with Darcy’s law and appropriate

initial and boundary conditions [Muskat, 1946]. In the context of energy storage applica-

tions, certain undesirable effects may be site-specific, necessitating the adoption of a virtual

scenario simulation approach that employs fully parameterised storage sites to evaluate the

quantitative impacts of these effects.

For instance, in the natural gas industry, storage processes can have a significant hydraulic

impact, potentially resulting in undesirable outcomes such as gas leakages. Evans and West

[2008] conducted an extensive investigation and identified a number of incidents predom-

inantly occurring in natural gas storage sites, characterised by varying levels of severity

and underlying causes. Notably, the majority of these incidents were attributed to infras-

tructure failures and human error, rather than geological factors. Nevertheless, the authors

highlighted several incidents associated with sites that build aquifer structures. One note-

worthy case was reported in sandstone reservoir within the Thaynes formation at the Leroy

site.

Chen et al. [2013] conducted a study on the Leroy storage site, which operates as an aquifer

storage setting characterised by an anticlinal structure with fault boundaries. During high-
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pressure storage operations at this site, gas leakages occur through different pathway win-

dows, including faults, insufficient cap rock and leaky wells. The study’s three-dimensional

(3D) reservoir analyses highlighted the direct relationship between gas leakage and reser-

voir pressure, confirming that controlling operating pressure can effectively mitigate leak-

age. Pressure relief mechanisms effectively regulate and manage the cumulative volumes

of brine and gas leakage. Understanding and quantifying these pressure relief mechanisms

enable operators to implement appropriate measures to control reservoir pressure and mit-

igate hypothetical gas leakage, as seen in renewable energy storage applications like hydro-

gen or synthetic methane. The authors also suggest investigating fault zone parameters to

assess potential leakage scenarios and determine gas leakage rates. For instance, in the case

of semi-permeable faults, leaked gas has the potential to accumulate in secondary aquifers,

as demonstrated in the Kaluga UGS with an active working gas volume of 410 million m3

[Soldatkin, 2010]. Evans and West [2008] emphasise the importance of investigating fault

systems within storage formations, including their sealing capacity and behaviour under

diverse conditions. Thorough modelling, assessment and quantification of uncertainties as-

sociated with fault zone parameters are essential. Through diligent research of this nature,

a more profound understanding of the intricate dynamics of fault systems can be achieved,

thereby enhancing knowledge of their implications for optimal storage operations.

1.5 Aims of this thesis

This thesis aims to evaluate geological storage options for promoting a sustainable energy

transition by addressing challenges and bridging the knowledge gap associated with storage

in geological formations. It explores storage demand in future energy systems with signif-

icant shares of renewables, highlighting the necessity of large-scale solutions like hydro-

gen/methane or compressed air energy storage in geological formations. Numerous stud-

ies focus on assessing geological potential and quantifying storage capacity in sedimentary

basins. Site selection and design must consider capacity, charging/discharging rates and

limitations. However, there is a knowledge gap in quantifying the feasibility of porous me-

dia storage in renewable energy systems, particularly in Northern Germany, with varying

renewable sources. Filling this gap is crucial for effective energy system planning. Sensi-

tivity studies are needed to quantify potential impacts and undesired effects, particularly

gas or formation fluid leakages during the hydraulic process of storage operations. Building

upon the existing research and knowledge, the primary objective of this thesis is to address

the following research questions and provide solutions to each of them:
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• How can the spatial dimensions of storage sites be determined and what are the poten-

tial storage sites for hydrogen, synthetic methane and compressed air energy storage

types and how can their capacity be quantified?

• How can potential storage sites be optimally utilised, taking into account the dimen-

sions, limitations and suitability for different energy storage applications?

• How can geological storage options be effectively integrated into renewable energy

systems, ensuring flexibility in storage facilities to accommodate time-dependent re-

quired rates and capacities?

• What are the essential physical processes that need to be retained during storage oper-

ations? How can geological storage be approximated to simplify the modelling process

while still maintaining technical installation flexibility for facility design?

• What are the key considerations for evaluating the potential for stored gas leakage

from adjacent or intersecting fault systems in energy storage applications? Are there

any regulatory mechanisms that can control leakage effects?

1.6 Structure of this thesis

Following this introduction (Chapter 1), the subsurface storage potential and technology

comparisons within the North German Basin are investigated in Chapter 2. A dedicated

3D structural model is developed based on various geological dataset, identifying suitable

formations for energy storage. The analysis includes parameterisation, storage structure

identification and estimation of pore and energy storage volumes. Comparative assessments

are conducted for hydrogen, synthetic methane and compressed air storage. Chapter 3 fo-

cuses on a detailed investigation of a potential site for PM-CAES application, considering

renewable energy integration, different surface plant configurations and storage well set-

tings. In Chapter 4 a semi-analytical solution is presented, which aims efficiently assess

geological storage processes in future energy systems, accurately simulating operations and

capturing storage performance. The model aims to provide a reliable and time-saving alter-

native to numerical models, enabling rapid site assessment and optimisation of renewable

energy storage applications. In Chapter 5, the simulation and quantification of gas leakage

effects on methane storage are explored using a representative 3D model with fault systems.

Finally, in Chapter 6, the results from Chapters 2, 3, 4 and 5 are discussed and summarised.
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2 Subsurface renewable energy storage potential

assessment

Part of the content in the following chapter has appeared in the Renewable and Sustainable Energy

Reviews:

Firdovsi Gasanzade, Wolf Tilmann Pfeiffer, Francesco Witte, Ilja Tuschy and Sebastian Bauer

(2021) Subsurface renewable energy storage capacity for hydrogen, methane and compressed

air–A performance assessment study from the North German Basin. doi:10.1016/j.rser.2021.111422

2.1 Introduction

The transition from a conventional carbon-rich energy system to a renewable carbon-free

energy system with significantly reduced CO2 emissions poses one of the greatest challenges

to modern society. Many countries worldwide have committed to reducing greenhouse gas

emissions, diversifying electricity and energy generation and thus curbing anthropogeni-

cally induced climate change [IPCC, 2014]. In Germany, the so-called ‘Energiewende’ there-

fore defines a target of renewable energy sources, such as wind or solar power, accounting

for 80% of gross electricity consumption by 2050 and 45% of gross energy consumption

by 2040 [BMWi, 2018]. Renewable sources currently generate 42% of gross electricity and

17% of gross energy consumption [UBA, 2020]. However, one major drawback of these re-

newable energy sources is the strongly fluctuating nature of the energy supply, caused by

variations in wind or sunshine conditions on an hourly and up to seasonal time scale, and

may significantly impair the stability and reliability of the energy and power supply system

[Adamek et al., 2012, Gerhardt et al., 2015, Weitemeyer et al., 2015]. Energy storage offers

one means of buffering these fluctuations and enabling the requisite high proportions of

renewable energy [Gerhardt et al., 2015, Research and IEA, 2016]. This will require large-

scale grid storage capacities along with daily to seasonal storage [Inage, 2009, Luo et al.,

2015]. Required storage capacity predictions range from about 70 GWh for short five-hour

cycles and 7.5 TWh for 17 day cycles [Adamek et al., 2012] to as much as 50 TWh for the

longer term in Germany [Klaus et al., 2010].

The geological subsurface may provide large storage capacities as well as the wide range of

cycle times and power rates required [Crotogino et al., 2010, Kabuth et al., 2017, Ma et al.,

2018]. Available geological storage technologies include compressed air energy storage, syn-
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thetic hydrogen or methane storage and thermal energy storage, which may be located either

in salt caverns or in porous geological formations [Bauer et al., 2013]. In northern Germany,

the North German Basin (NGB) provides potential storage sites in both porous sandstone

formations and salt caverns [Kaufhold et al., 2011, Reinhold et al., 2011], while suitable

porous storage sites also exist in the south of the country, albeit to a much lesser degree

[Gerling, 2010].

While salt caverns offer suitable storage environments [Caglayan et al., 2020, Evans and

West, 2008, Lankof and Tarkowski, 2020, LBEG, 2018, Parkes et al., 2018], geological salt

formations may not be present in locations at which storage capacity is required [Donadei

and Schneider, 2016]. Porous formations are more widely distributed [Bachu et al., 2007]

and therefore potentially offer greater storage capacities.

A total of 715 gas storage sites currently exist worldwide, hosting 396.8 billion Nm3 of

natural gas, and this number is increasing [Kabuth et al., 2017, LBEG, 2018]. Storage

sites in porous formations mainly use depleted oil and gas fields and contribute signifi-

cantly to their total capacity [Holloway et al., 1996, LBEG, 2018]. In Germany, about 17

storage sites operate in porous formations with about 9.3 billion Nm3 of working gas vol-

ume [LBEG, 2018]. These sites use methane produced in natural gas fields as storage gas

and are mainly intended to dampen seasonal fluctuations in gas demand. However, in re-

cent years, porous formations have also been considered for energy storage in combination

with power-to-X technologies for storing surplus power either as mechanical energy using

CAES [Mouli-Castillo et al., 2019, Oldenburg and Pan, 2013, Sopher et al., 2019, Succar and

Williams, 2008, Wang and Bauer, 2017] or as chemical energy (i.e., synthetic hydrogen or

methane) produced from surplus power [Ma et al., 2018, Pfeiffer et al., 2017, Sainz-Garcia

et al., 2017]. These studies have demonstrated that porous geological formations provide

promising large-scale storage options on both the shorter and longer time scales by provid-

ing the required storage capacities as well as flow rates considering the heterogeneity of the

permeability distribution [Pfeiffer and Bauer, 2019], storage gas dissolution [Li et al., 2018]

or geochemical effects [Hassannayebi et al., 2019, Wang and Bauer, 2019].

To address the needs of the energy supply system with increasing proportions of renew-

able energy production, not only are energy storage sites required but these sites must also

be suitably placed in relation to the main energy generation and consumption areas [Pape

et al., 2014]. A screening and assessment of available subsurface storage sites analogous

to the effort undertaken for CO2 storage is required [Ajayi et al., 2019, Bachu et al., 2007,

Bauer et al., 2012]. The overall storage capacity of European countries was assessed for car-

bon capture and sequestration (CCS) by Holloway et al. [1996], outlining potential host rock
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formations. In Germany, nationwide screening for CO2 onshore porous formation storage

identified the NGB as the main suitable storage region by virtue of the abundant availability

of porous storage formations and cap rock [Reinhold et al., 2011] . For CCS, storage capacity

estimation indicates that a capacity estimate based on a characterisation of the individual

traps yields conservative estimates compared to a formation-based approach [Knopf and

May, 2017]. Detailed numerical site-specific studies have been used to assess achievable

CO2 storage capacities for individual sites, highlighting the importance of the regional set-

ting [Birkholzer et al., 2015, Kissinger et al., 2014, Mitiku and Bauer, 2013, Watson et al.,

2014]. The main cap rock and storage formations have recently been mapped by Jähne-

Klingberg et al. [2014] in the offshore German North Sea sector, and thus both onshore and

offshore storage formations have now been characterised. An assessment of potential sub-

surface storage capacity for CAES was performed for the United Kingdom offshore region by

Mouli-Castillo et al. [2019] and for Gotland, Sweden by Sopher et al. [2019]. Both identified

a significant number of potential storage sites to cover the energy storage demand relating to

the transition towards electricity generation by wind power. The Dutch subsurface has also

been shown to provide a large potential storage capacity of 1482 billion Nm3 gas in place

(GIP) for chemical energy storage, mainly in depleted gas fields [TNO and EBN, 2018]. The

first regional scale assessment in Portugal for various storage types demonstrated that CAES

and chemical energy storage in combination with power-to-gas are the most suitable for the

Portuguese geological context [Carneiro et al., 2019]. However, no systematic screening for

porous formation storage sites with respect to renewable energy storage technologies, CAES,

synthetic hydrogen and methane as well as an estimation of the respective potential storage

capacities for the individual storage gases, has been performed for the NGB.

As energy shortage periods may vary from hours to weeks, compressed air can be utilised

for storage applications covering hourly to daily energy shortages, while the use of chem-

ical energy carriers, such as hydrogen or methane, facilitates weekly to seasonal storage

applications. It is important to characterise storage sites not only with respect to capacity

but also with respect to the achievable energy loading and unloading rates. Therefore, the

achievable injection and withdrawal rates are of critical importance, as these are linked to

injectivity and thus to reservoir quality and the petrophysical parameters of the porous for-

mation used. This is particularly the case for CAES, as the high cycle number required for

renewable energy storage demands high rates and low flow resistance in the storage forma-

tion [Mouli-Castillo et al., 2019, Wang and Bauer, 2017].

As energy storage demand increases with the increasing use of renewable energy sources,

competition for suitable subsurface storage sites may occur [Bartel and Janssen, 2016]. This

may be due to a single storage site’s suitability for multiple storage technologies as well as

19



2 Subsurface renewable energy storage potential assessment

induced effects from nearby storage sites reducing achievable capacity [Bauer et al., 2013].

Subsurface spatial planning of the geological storage formations is thus required as well

as the development of suitable tools and methods for assessment [Kabuth et al., 2017], en-

abling a comparison of the energy storage potential for each storage technology considered

for an individual site. While mechanical energy storage (i.e., CAES) has a high cycle life, low

cost and high round trip efficiency [Pape et al., 2014, Sterner and Stadler, 2014], chemical

energy storage (i.e., synthetic hydrogen or methane storage from a power-to-gas conversion)

has a long system lifespan and low round trip efficiency [Klaus et al., 2010, Ma et al., 2018,

Sterner and Stadler, 2014], but is easily integrated within the existing gas infrastructure

[Pape et al., 2014] and can be more readily transported. While chemical energy carriers,

such as hydrogen and methane have an inherent energy capacity, making it straightforward

to calculate the amount of stored energy in a structure, an exergy analysis of the complete

systems (i.e., including the above-surface power plant as well as the subsurface storage site)

is required to determine the retrievable energy (i.e., the energy reclaimed from the storage

for CAES) [Osterle, 1991]. The first exergy analysis of CAES performance was performed

by Osterle [1991], while recently for cavern-based CAES technology, He et al. [2017] have

determined the exergy of stored gas for different operational modes. To date, however, ex-

ergy analysis has not been applied to characterise CAES or hydrogen and methane storage

in porous media, and thus, no systematic comparison of the individual geological storage

options in terms of their retrievable energy for porous media storage has been performed

and reported in the literature.

Carneiro et al. [2019] used publicly available datasets transferred to a GIS system and

screened the available geological layers. They were thus able to identify priority sites for

subsurface energy storage using CAES and gas storage technologies at the national level. At

the regional level, Mouli-Castillo et al. [2019] used a Monte Carlo approach combined with

a simplified storage site model approach and datasets derived for CCS storage to show that

suitable storage potential for CAES is available in the United Kingdom offshore aquifers to

accommodate the power fluctuations expected from offshore wind power plants. Using vol-

umetric information from depleted gas fields, the potential storage capacity for gas storage

can also be derived based on the caloric values of the stored gases [TNO and EBN, 2018].

In this study, therefore, a systematic screening and evaluation approach to assess the site-

specific energy storage potential for synthetic hydrogen, methane and CAES in porous for-

mations is developed and applied to part of the NGB. To facilitate a consistent comparison

of potential storage sites with respect to the retrievable energy, the exergy is determined

for these storage options and each potential storage site individually. Additionally, storage

deliverability is evaluated as an additional criterion for site suitability. Thus, a consistent
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ranking of the individual potential storage sites with respect to retrievable energy capacity

and the loading/unloading rates is obtained as well as the total available cumulative storage

potential, complemented by an uncertainty analysis of petrophysical parameters. Together

with information from energy system modelling and the location of the individual storage

sites, this enables an informed decision on the optimal use of an individual site as a basis

for subsurface spatial planning of geological energy storage.

2.2 Methodology

2.2.1 Geological setting

To assess the subsurface storage potential, spatial distributions of the main storage and

cap rock formations in the study area are required. The study region is part of the NGB,

which is one of the largest basins within the Central European Basin System, and its geo-

logical structure has been investigated in some areas in recent decade [Arfai et al., 2014,

Baldschuhn et al., 2001, Hese, 2012, Jähne-Klingberg et al., 2014, Wolf et al., 2014]. In

the present study, all data from these sources were combined into one 3D structural geo-

logical model, which incorporates all geological formations from the Zechstein to the Up-

per Cretaceous, along with the salt structures formed through halokinesis as well as the

associated fault systems (see Fig. 2.1). The study area contains almost all main regional

tectonic structures, from the Eastholstein block to Entenschnabel’s graben systems. The di-

mensions of the structural model are 550 km x 150 km horizontally, with the deepest point

at 10.7 km depth and the spatial resolution being 100 m. For the three main storage for-

mations (i.e., the Quickborn–Volpriehausen (Middle Buntsandstein), the Rhaetian (Upper

Keuper) and the Dogger (Middle Jurassic)), as well as their respective cap rock formations,

depth horizon maps were created (Fig. 2.2) using the Petrel E&P platform [Schlumberger

Ltd., 2018]. The Middle Buntsandstein lithostratigraphic unit has a deposition thickness of

over 300 m within the Westholstein block [Baldschuhn et al., 2001, Donadei and Schnei-

der, 2016, Hable et al., 2011] and comprises the Quickborn–Volpriehausen, the Detfurth,

the Hardegsen and the Solling formations, which are characterised by basal discontinuities

that extend regionally across large areas [Hable et al., 2011]. These are tectonostratigraphic

units bounded by unconformities that can be recognised across most of the NGB area. The

Quickborn–Volpriehausen sandstones form the base of the Middle Buntsandstein and have

a significant thickness of up to 100 m (Westholstein trough), with suitable reservoir proper-

ties [Hable et al., 2011] for subsurface storage [Bauer et al., 2013, Benisch and Bauer, 2013,

Hese, 2012]. The formation is present in most of the study area, with a depth range of
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Figure 2.1: Study area with main structural elements from Entenschnabel (dashed yellow line) to Eastholstein
block. The WGS84 is applied as a coordinate reference system. The blue solid outline delineates
the area of the Central North Sea sector (ZNS); the green solid outline delineates the area of the
Geotectonic Atlas of Northwestern Germany [Baldschuhn et al., 2001] and the German North Sea
(GTA) within Schleswig-Holstein (SH).

600–10,000 m (see Fig. 2.2c).

Within the Keuper lithostratigraphic unit, only the Rhaetian formation, as part of the Upper

Keuper sandstone-claystone sequence, is considered a suitable potential storage formation

[Hable et al., 2011, Hese, 2012, Pfeiffer et al., 2017]. Within the study area, the Rhaetian

formation is present between the Westschleswig Trough and the Eastholstein Block within

a depth range of 300–5,700 m (Fig. 2.2b), exhibiting a lithology varying from sandstones

to clay-dominated, with intercalated fine sandstone layers and a thickness of up to 300 m

[Baldschuhn et al., 2001, Hable et al., 2011, Hese et al., 2017].

Distribution of the Dogger sandstones from the Middle Jurassic is limited to the salt dome

flanks [Hable et al., 2011, Hese, 2012] owing to erosion in large parts of the study area

[Baldschuhn et al., 2001, Doornenbal and Stevenson, 2010]. The depth of the Dogger for-

mation varies locally to between 600 m and 3000 m, with the greatest depth to the west of

the Glückstadt Graben (Fig. 2.2a). Total thickness varies between 100 m and 300 m [Bald-
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Figure 2.2: Structural map of storage formation distribution within the study area: (a) Dogger formation depth
in range 600–6000 m; (b) Rhaetian depth in range 300–5000 m; (c) Quickborn–Volprienhausen in
range from 600–10000 m.

schuhn et al., 2001, Hese, 2012]. The Dogger formation’s suitable reservoir properties are

verified by the existing or depleted oil and gas fields [Boigk, 1981].
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2.2.2 Structure screening

Key criteria for site selection for geological energy storage are storage capacity, storage de-

liverability and storage containment. Geological traps, which provide containment as well

as capacity, can be categorised into structural traps (anticline, fault, salt dome flank), strati-

graphic traps (pinch-out, unconformity, reef) and combination traps (flank trap sealed by

pinched-out or confined to fault blocks) [Levorsen, 1956]. These three trap types were con-

sidered potential storage sites and included in the structure screening. Structural traps are

the most common types of geological traps and are defined by fault and fold geometries as a

result of structural uplift and differential compaction, while stratigraphic traps are formed

by depositional processes that produce paleo-topographic heights encased in impermeable

material [Levorsen, 1956]. Halokinesis must be considered for the identification of traps at

salt dome flanks, as the salt dome may intrude upwards into the overlying sediments and

form the cap rock for a storage formation at the dome flank. Geological traps for the study

area considered here were identified using spill-point analysis, where the spill point of the

trap is determined by the shallowest depth horizon contouring that would lead to spillage.

A contour increment of 20 m is applied for all three potential storage formation horizons

with the ensured presence of cap rock formations.

Chemical storage technologies, such as hydrogen or methane porous medium storage, and

mechanical energy storage have no depth limitations within the upper 10 km of the earth’s

crust in terms of the phase properties (such as phase transitions) of the stored gas, while

such limits do exist, for example, for carbon sequestration [Bachu et al., 2007, Mitiku and

Bauer, 2013]. Therefore, no depth restrictions were applied. In light of the interlayering of

low permeability materials, it is assumed that the total thickness of a storage formation –

as determined from the geological model – does not contribute to storage, but rather a net

or pay thickness is applied for each storage formation to account for the effect of such low

permeability zones within them. Requirements for trap identification are a formation thick-

ness of more than 10 m pay thickness, a cap rock thickness of more than 20 m, and suitable

petrophysical properties of the storage formation (see Table 2.1), which are defined here as

porosity of greater than 10% and permeability greater than 100 mD, to support the required

injection and withdrawal rates during gas storage [Bennion et al., 2000, Katz et al., 1959].

Furthermore, anticline traps with a high fold interlimb angle (i.e., of the gentle fold type)

are excluded owing to fast pressure dissipation as a result of gravity drainage, which leads

to small withdrawal rates as well as increased residual trapping and thus loss of the storage

gas [Katz et al., 1959]. Screening the newly developed structural model while considering

these criteria allowed for the identification of 74 potential storage sites. Of these, 11 are in

the Dogger, 19 in the Rhaetian and 44 in the Quickborn–Volpriehausen formations. Because
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Table 2.1: Summary of the general criteria for site screening.

Criteria Requirements

Formation lithology Sandstone

Cap rock lithology Shales, clays, carbonates and evaporites

Formation pay thickness ≥10 m

Cap rock thickness ≥20 m

Porosity ≥10%

the Quickborn–Volpriehausen formation occurs in most of the study area (2.2c), potential

storage sites in this formation are also distributed throughout the entire study area. Of the

potential storage sites identified, 6 in the Dogger formation, 2 in the Rhaetian formation and

29 in the Quickborn–Volpriehausen formation are located offshore, with the corresponding

onshore numbers being 5, 17 and 15, respectively. Thus, half of all identified storage sites

are onshore sites. Most (i.e., 39) of the identified storage sites are formed by structural

traps. For each storage site, a detailed attributes catalogue was compiled, documenting the

trap geometry type, existing fault systems, and cap rock and formation information.

2.2.3 Storage capacity

To assess storage capacity Vg, the volume of the theoretical free gas (i.e., mobile gas) phase in

the pore space of the storage formation if used is estimated and reported as GIP at standard

conditions of 273.15 K and 105 Pa in this study:

Vgas =
Ahφ(z)Sg(φ(z))

Bg(Zf (p,T ))
(2.1)

where A [m2] is the area of storage closure, h [m] is the net formation thickness, φ(z) [-] is the

depth-dependent formation porosity, Sg [-] is the maximum gas saturation, Bg [rm3/sm3] is

the gas formation volume factor, Zf [-] is the dimensionless gas compressibility Z-factor at

formation pressure p [Pa] and temperature T [K].

The storage closure area A is determined from the geological model by calculating the area

of the spill plane by summation of the respective grid cell areas. Gridded formation inter-
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face surfaces are used for geometric modelling and for spill-point analysis, using a 100 m x

100 m grid resolution.

The net formation thickness h, accounting for vertical formation intervals of low permeabil-

ity, can be derived from borehole log or core analysis data and depends mainly on the depo-

sitional environment and structural history of each storage site. For the study region, Hese

et al. [2017] provided detailed maps of cumulative net thickness for all three storage forma-

tions that included, consideration of lithology and thickness trends. The Rhaetian sandstone

thickness is reduced to 75 m in the Eastholstein Trough to the Westholstein Trough (Fig.

2.2b), while the formation has been fully eroded in the Westholstein block. The thickness of

the Quickborn–Volpriehausen formation shows the opposite trend [Baldschuhn et al., 2001,

Hese et al., 2017, Wolf et al., 2014], with an average total thickness between 175 m and

250 m and a net formation thickness of about 45 m [Geluk, 2005, Kortekaas et al., 2018,

Reinhold et al., 2008]. The average net thickness of the Dogger formation varies between

10 m and 30 m [Boigk, 1981, Goffey et al., 2018, Hable et al., 2011]. In the present study,

conservative estimates of the net formation thickness of 10 m to 20 m for all storage sites in

all three storage formations were used.

The porosity of a potential storage formation can be obtained directly from measurements

of drilling cores or indirectly from wireline well logs. Fig. 2.3 illustrates the limited poros-

ity versus depth data available for the study region [Thomsen, 2013]. The literature re-

ports porosity values for the Quickborn–Volpriehausen formation ranging from 12% to 21%

[Reinhold et al., 2011] and for the Rhaetian from 15% to 30% [Hable et al., 2011]. Poros-

ity values of greater than 20% are mainly found in the Rhaetian sandstone layers at depths

of less than 2500 m [Thomsen, 2013]. The porosity of the Dogger formation at the East-

holstein Trough is in the range of 20%–40% [Dethlefsen et al., 2014], with a median of

22%–24% [Reinhold et al., 2011] for the study region. Additional porosity measurements

exist for the northern boundary of the study area [Kristensen et al., 2016], where the overall

porosity for the Buntsandstein is 15%–25%, with values greater than 17% for the Quick-

born–Volpriehausen [Olivarius et al., 2015] and 15%–30% for the Rhaetian formation [Kris-

tensen et al., 2016].

Formation porosity was observed to decrease with increasing burial depth (see Fig. 2.3 for

correlations by Kristensen et al. [2016]) as a result of mechanical compaction [Gluyas and

Cade, 1997], which can be correlated as follows:

φ(z) = a · exp( bz
c+dz ) +γ (2.2)
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Figure 2.3: Porosity correlation for storage formations against depth. Dashed lines represent porosity corre-
lation models relating to the study area; the symbols represent ‘average well’ porosity data within
the study area [Thomsen, 2013], and the grey area represents the uncertainty range considered in
this study.

where a through γ are the parameters with values as given in Table 2.2. The global correla-

tion for the depth dependence of porosity for sandstone formations from Gluyas and Cade

[1997] is used in this study as an upper estimate for the depth-dependent porosity (see

equation 2.2 and Table 2.2). For a medium estimate, this porosity is reduced by 0.05, and

for a lower porosity estimate, this value is reduced by 0.1 (see Fig. 2.3 and equation 2.2).

This selection of the porosity–depth relationship covers most of the available data points

as well as existing correlation models in the study area (compare 2.3) and forms the basis

for an uncertainty quantification of the estimated stored energy, stored exergy and storage

deliverability (see Section 2.2.4). Some of the low porosity values shown in Figure 2.3 are

not represented by these correlations because the lowest occurrence of storage sites in the

Rhaetian formation within the study area is at a depth of 2500 m, whereas the low porosity

values are reported at depths greater than 2500 m and thus are not representative of the

Table 2.2: Parameters for Eq.2.2

Parameters a b c d γ

Upper estimate [Gluyas and Cade, 1997] 0.5 10-3 2.4 5x10-4 0

Medium estimate 0.5 10-3 2.4 5x10-4 -0.05

Lower estimate 0.5 10-3 2.4 5x10-4 -0.1
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study area. However, those small values indicate that porosity may be lower locally than is

predicted using equation 2.2.

The pore volume [rm3] of an individual storage site was calculated by multiplying the stor-

age closure area with the net formation thickness and the porosity at the respective depth.

Not all pore space can be used for gas storage, as not all formation water can be expelled

from the pores during gas injection. The irreducible residual water saturation varies within

the range of 0.05–0.3 and has a close statistical relationship with formation porosity and

permeability [Katz et al., 1959]. Applying Ahmed’s relationship for residual water satu-

ration, the maximum gas saturation is parameterised here as a function of porosity and

permeability k [mD] as Ahmed [2018]:

Sg = 1−
4.14φ(z)

[k(φ(z))− 0.02exp31.93φ(z)]0.28
(2.3)

The physical properties of the stored gas can be derived from the formation temperature T

[K] and pressure p [Pa], both of which vary with depth. Assuming a normal pressure regime,

formation pressure is determined using a hydrostatic pressure gradient of 10.5 MPa/km

[Holloway et al., 1996]. Formation temperature was determined using an average temper-

ature gradient of 30 K/km representative of the study area [Hese et al., 2017]. For each

storage gas, the corresponding gas formation volume factor Bg is determined to convert the

fluid volume at reservoir conditions to the fluid volume at standard surface conditions:

Bg =
psTZf
pTs

(2.4)

where ps = 105 Pa and Ts = 273.15 K are the standard pressure and temperature. The

compressibility Z-factor Zf is determined using a correlation from Papay [1968]:

Zf = 1−
3.53(p/pcrit)

100.9813(T /Tcrit)
−

0.274(p/pcrit)2

100.8157(T /Tcrit)
(2.5)

where pcrit [Pa] is the critical pressure and Tcrit [K] is the critical temperature of the storage

gas and the numerical coefficients are given by Papay [1968].

Equation 2.1 is applied to estimate the pore volume for each potential storage site, identi-

fied by geometrical modelling and spill-point analysis as well as the GIP for each storage
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gas considered. The chemical energy storage potential for methane and hydrogen is then

calculated using their lower heating values of 13.9 kWh/kg and 33.3 kWh/kg at standard

condition, respectively.

2.2.4 Storage exergy

To compare chemical and mechanical energy storage technologies, a common measure of

energy content is required. While for chemical energy storage this is directly provided by

GIP volume and heating values, for CAES, the conversion of pressure difference to energy

must be accounted for. Therefore, an exergy assessment for hydrogen, methane and CAES

technologies must be performed. Exergy is defined as the maximum useful work possible

during any process that equilibrates the system with its ambient conditions [Osterle, 1991].

At equilibrium, the exergy is zero. Exergy for stored gases is determined by two terms,

where the physical exergy represents the amount of work that can be gained from the differ-

ence of temperature and pressure from the ambient environmental values, and the chemical

exergy represents the amount of work that can be obtained from the difference between the

composition of a component in a system and the composition of the same component in

the ambient environment [Szargut, 1989]. For hydrogen and methane storage, both phys-

ical and chemical contribute to exergy, while for CAES, only physical exergy contributes,

as chemical exergy is zero. Storage gases are pressurised and injected into the subsurface

and subsequently withdrawn and de-pressurised again from formation pressure to ambient

pressure, so physical exergy for all storage gases is calculated as follows Osterle [1991]:

exph =m · [∆H − T0∆S] =m · [H(T ,p)−H(T0,p0)− T0(S(T ,p)− S(T0,p0))] (2.6)

where exph [kJ] is the physical exergy of the gas, m [kg] is the mass of the GIP, H [kJ/kg] is the

specific enthalpy, S [kJ/kg · K] is the specific entropy and T0 [K] and p0 [Pa] are the ambient

temperature and pressure, which in this study are set to 298.15 K and 105 Pa, respectively,

determining the environmental state and are widely used in the literature [He et al., 2017,

Szargut, 1989]. The gas enthalpy and entropy differences are determined using the real gas

behaviour by the thermophysical property library CoolProp [Bell et al., 2014].

To determine the contribution from chemical exergy, the chemical composition of the am-

bient reference air composition was defined according to Szargut [1989]. Tabulated stan-

dard chemical exergies for the pure components are used in the present study, where the
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chemical exergy is 117.1x103 kJ/kg for hydrogen, 51.8x103 kJ/kg for methane and zero for

compressed air [Szargut, 1989].

The total stored exergy, as the sum of physical and chemical exergy, is independent of the

injection and withdrawal operations. To account for dissipative losses during storage oper-

ation, exergetic efficiency is used here, defined as the ratio of exergy per kg of stored gas

withdrawn from the storage to exergy per kg of injected gas during storage loading. Exergy

per kg of injected or withdrawn gas is termed ‘specific exergy’ in the following. Exergy

losses occur due to friction loss, heat loss or internal combustion in the storage plant, but

porous media storage also occurs due to different pressures during injection or withdrawal.

During injection, pressure higher than the formation pressure is required to store the gas

in the formation, while during withdrawal, this pressure must be lower than the formation

pressure. This pressure difference, which is basically due to the movement of the storage gas

in the porous formation during injection and withdrawal, represents an additional loss in

output exergy when gas is stored in a porous formation and therefore must be accounted for

in this study. The corresponding formation pressure limits during withdrawal and injection

cycles are calculated as outlined in Section 2.2.5.

2.2.5 Storage deliverability

Storage deliverability is estimated on a site-specific base using an analytical approach, ac-

counting for petrophysical properties, initial and boundary conditions, real gas composition

and well configuration [Ahmed, 2018]. This approach is also known as the inflow perfor-

mance relationship and has long been used in the oil and gas industry [Katz et al., 1959].

Assuming a pseudo-steady state flow regime and radial flow in the storage formation, the

maximum achievable flow rate Q [m3/s] to or from a storage well is given by Ahmed [2018]

as follows:

Q =
2πkhTs

(
ψ(p)−ψ(pbhp)

)
T ps[ln

re
rw
− 0.75 + s]

(2.7)

where k [m2] is the formation permeability, h [m] is the formation net thickness, re [m] is

the drainage radius, rw [m] is the wellbore radius, s [-] is the mechanical skin factor, pbhp

[Pa] is the bottom hole pressure (BHP) defined as the minimum allowable pressure and

ψ(p) [Pa2/Pa · s] is the real gas pseudo-pressure function [Al-Hussainy et al., 1966], which

accounts for the real gas behaviour and stored gas physical properties, such as viscosity and
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density. Optimal conditions for storage deliverability are present when the flow rate is not

limited by geological factors. Thus, a high hydraulic permeability, high formation thickness,

a wide spread between minimum and maximum allowable bottom hole pressures as derived

from mechanical considerations, a large borehole diameter and a long screen section all

increase the storage deliverability. The maximum achievable rate, as calculated by eq. 2.2, is

assumed to be a limiting achievable injection and withdrawal rate during storage operation.

In this study, net formation thickness is determined from the geological model individually

for each trap, while typical values of rw = 0.125 m and re = 450 m are used assuming a fully

perforated vertical storage well, while the skin factor is neglected (see Table 2.3).

Table 2.3: Main assumption and parameter settings for storage deliverability assessment.

Parameters

Flow type Pseudo steady state

Wellbore perforation Full formation perforation

Mechanical skin factor No skin effect near-wellbore

Wellbore radius 0.125 m

Drainage radius 450 m

Maximum allowable BHP Minimum horizontal stress gradient of 15 MPa/km

Minimum BHP Half of hydrostatic pressure gradient of 10.5 MPa/km

Achievable flow rates are directly dependant on formation permeability, which varies ac-

cording to formation type, depth and porosity. In this study, permeability is parameterised

by a correlation to formation porosity using a regional permeability prediction model for

the Rhaetian and the Quickborn–Volpriehausen [Mathiesen et al., 2011] as well as for the

Dogger [Dethlefsen et al., 2014] sandstones of the following form:

k = aφ(z)b (2.8)

which yields k in units of [mD], using dimensionless fitting coefficients for the Rhaetian

and the Quickborn–Volpriehausen of a = 19.64x105, b = 4.38 [Mathiesen et al., 2011] and

a = 2.89x104, b = 3.63 for the Dogger [Dethlefsen et al., 2014] and the depth-dependent

porosity φ(z) [-] from equation 2.2. The resulting porosity–permeability correlations as well

as the permeability–depth relationships are shown in Fig. 2.4. As can be seen, the Dogger

formation has the lowest permeability for a given porosity compared to the Rhaetian or

the Quickborn–Volpriehausen formations. The porosity–permeability correlations for the
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Figure 2.4: (a) Porosity–permeability correlations from the literature for the three storage formations consid-
ered; (b) Permeability–depth relationships for storage formations; the solid black line represents
the permeability correlation for the Rhaetian and Quickborn–Volpriehausen formations, while the
solid blue line shows the correlation used for the Dogger formation.

Rhaetian by Kristensen et al. [2016] (coefficients are recalculated according to dimensionless

porosity, see Table 2.4) and for the Quickborn–Volpriehausen by Dethlefsen et al. [2014],

also shown in Fig. 2.4, yield similar permeability values for the porosity range used.

Table 2.4: Parameters for Eq. 2.8.

Parameters a b

Mathiesen et al. [2011] 19.64x104 4.38

Kristensen et al. [2016], Rhaetian 23.49x104 4.36

Dethlefsen et al. [2014], Dogger 2.89x104 3.63

Dethlefsen et al. [2014], Rhaetian 200x104 5.36

Dethlefsen et al. [2014], Quickborn–Volpriehausen 2.87x104 3.11

While the gas flow rate is directly proportional to the energy withdrawal rate for chemical

energy storage (i.e., for hydrogen and methane), a detailed quantification of power output

for CAES requires a fully coupled simulation of the coupled geostorage–power plant sys-

tem [Pfeiffer et al., 2021]. Such investigation lies beyond the scope of this study: such a

coupled model would have to be constructed and parameterised for each individual storage

site, individually accounting for the geological setting. Additionally, the exergy assessment

of the storage sites would depend on the power plant design and distort the comparison.

Therefore, only volumetric gas withdrawal rates are calculated and used as a proxy for de-
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liverability and energy withdrawal rates.

Storage site operation must account for the minimum and maximum allowable storage for-

mation pressures to prevent harmful mechanical alterations, such as rock consolidation or

uplift. These upper and lower allowable pressures are determined using the minimum hor-

izontal stress gradient of 15 MPa/km [Röckel and Lempp, 2003] for sediments above the

Zechstein. The upper pressure limit conserves rock integrity by avoiding fracturing, while

the lower pressure limit is given by the requirements of the technical facilities at the surface

and has to provide for the required well flow rates during withdrawal [Katz et al., 1959]. In

this study, the BHP pbhp is set to a limiting lower value of half the initial hydrostatic pres-

sure for each storage site (Table 2.3), assuming that this unloading will not cause formation

damage [Bary et al., 2002]. The achievable gas withdrawal flow rate at this minimum BHP

is calculated using equation 2.7 and is used to estimate storage deliverability.

2.3 Results

2.3.1 Energy storage capacity

The closure area and pore volume calculations for each storage site are performed using

site-specific 3D models. One representative example is shown in Fig. 2.5, depicting neigh-

bouring potential storage sites both in the Quickborn–Volpriehausen and the Rhaetian stor-

age formations. The northern site has two potential storage reservoirs at different depths,

both representing structural traps, while for the southern site the Rhaetian storage forma-

tion represents combination trap type with an erosional truncation and a faulted anticline

trap in the Quickborn–Volpriehausen formation. In Fig. 2.5b, also the crest, spill point and

closure of a potential trap are shown. Based on these geometric entities, the results of the

capacity assessment of the identified potential storage sites are presented in Fig. 2.6, de-

picting pore volume and energy storage capacity versus depth for hydrogen and methane

for each storage site. The medium porosity–depth correlation is used for parameterisation

following equation 2.2 and Table 2.2. The results are summarised in Table 2.5.

As can be seen, only one potential storage site up to a depth of 1000 m in the Dogger forma-

tion is identified owing to the limited occurrence of this formation in the study area (comp.

Fig. 2.2). For this site, a pore volume of 89x106 rm3 and GIP volumes of about 10x109 sm3

and 8x109 sm3 for methane and hydrogen were estimated, corresponding to energy stor-

age capacities of 95 TWh and 25 TWh, respectively. Within the depth range of 1000 m to
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Figure 2.5: a) Exemplary representation of four potential and neighbouring storage sites. The storage clo-
sures of the Quickborn–Volpriehausen formation are depicted in orange, the storage closures in
the Rhaetian in magenta. The grey surface shows the Quickborn–Volpriehausen storage formation,
with while lines indicating equal depths. b) Enlarged view of the southern potential storage site in
the Quickborn–Volpriehausen storage formation from a), indicating the main structural features
and the formation depth. Vertical exaggeration of both figures is 4, the arrows point North and the
axes are absolute values.

2500 m of the Dogger formation, six potential storage sites are identified, with cumulative

GIP volumes of 30x109 sm3 and 26x109 sm3 and corresponding energy storage capacities

of 292 TWh and 77 TWh for methane and hydrogen, respectively. An additional four po-

tential storage sites in the Dogger formation have a trap crest depth larger than 2500 m,

with cumulative GIP volumes of 22x109 sm3 and 20x109 sm3 for methane and hydrogen,

corresponding to energy storage capacities of 217 TWh and 60 TWh, respectively (Fig. 2.6).

Table 2.5: Assessment results for hydrogen, methane and compressed air for the medium estimate
case.

Storage formation Depth range [m] Stored energy [TWh] Stored exergy [TWh]

Hydrogen Methane Hydrogen Methane CAES

Dogger

<1000 25 95 26 99 1

1000–2500 77 292 79 307 4

>2500 60 217 62 229 4

Rhaetian
<1000 368 1361 376 1426 16

1000–2500 697 2637 719 2769 37

Quickborn–Volpriehausen

<1000 684 2598 702 2725 32

1000–2500 2762 10530 2859 11068 154

>2500 1837 6814 1912 7172 111

Total 6510 24544 6735 25795 358
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Figure 2.6: Energy storage capacity for methane and hydrogen versus trap crest depth for all identified poten-
tial storage sites within the study area. Each circle represents one potential storage site, while the
size and colour of each circle indicate the pore volume (PV) and storage formation.

For the Rhaetian formation up to a depth of 1000 m, eight potential storage sites are iden-

tified, mainly located at the Eastholstein block (Fig. 2.2a), with cumulative GIP volumes of

about 138x109 sm3 and 125x109 sm3, corresponding to energy storage capacities of 1361

TWh and 368 TWh for methane and hydrogen, respectively (Fig. 2.6). Within the depth

range of 1000 m to 2500 m, eleven potential storage sites were identified, with total GIP

volumes of 268x109 sm3 and 236x109 sm3, corresponding to energy storage capacities of

2637 TWh and 697 TWh for methane and hydrogen, respectively. No potential storage sites

below a depth of 2500 m are identified. For the Quickborn–Volpriehausen formation, po-

tential storage sites could be identified at all depth ranges (Fig. 2.6). Five potential storage

sites with a depth of up to 1000 m with cumulative GIP volumes of about 264x109 sm3 and

232x109 sm3 corresponding to the energy storage capacities of 2598 TWh and 684 TWh

for methane and hydrogen, could be identified. At the depth range of 1000–2500 m, 26

potential storage sites show cumulative GIP volumes of 1070x109 sm3 and 936x109 sm3,

corresponding to energy storage capacities of 9198 TWh and 3767 TWh for methane and

hydrogen (Fig. 2.6). Below 2500 m, 13 potential storage sites are identified, with cumulative

GIP volumes of 692x109 sm3 and 623x109 sm3, corresponding to energy storage capacities

of 6814 TWh and 1837 TWh for methane and hydrogen, respectively.

In summary, 44 potential storage sites are identified in the Quickborn–Volpriehausen stor-

age formation, with cumulative storage capacities of 19,942 TWh for methane and 5284
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TWh for hydrogen. In the Rhaetian formation, 19 potential storage sites are identified with

cumulative energy storage capacities of 3998 TWh and 1065 TWh, while for the 11 sites in

the Dogger storage formation, 604 TWh and 161 TWh are estimated for methane and hydro-

gen energy storage, respectively. The different numbers of identified storage sites for each

storage formation are mainly caused by the different spatial occurrence of the formation

within the study area (compare 2.2). As the Quickborn–Volpriehausen storage formation is

the most abundant, it also hosts the most potential storage sites. Since methane’s lower heat-

ing value is about three times higher than that of hydrogen and has an approximately 13%

higher GIP volume due to its gas compressibility, this results in an energy storage capacity

for methane that is four times higher.

Owing to the porosity–depth correlation used, porosity decreases with depth. However, this

trend is not clearly discernible in Fig. 2.6, as the geometric size of the geological traps varies

strongly between individual sites, overprinting the general porosity decrease with depth.

Cumulative energy storage capacity in the depth range of up to 1000 m, 1000–2500 m and

below 2500 m are 1077 TWh, 3536 TWh and 1897 TWh for hydrogen energy storage and

4050 TWh, 13459 TWh and 7031 TWh for methane energy storage, respectively. These

findings demonstrate that for both storage technologies, large energy storage capacities are

available in all depth ranges and formations, with the highest storage capacities present

between 1000 m and 2500 m depth in the Quickborn–Volpriehausen storage formation.

2.3.2 Comparision of exergy

For the exergy-based comparison of the storage capacities of the three technologies consid-

ered in this study, the exergy of the stored gas is calculated according to the method outlined

in Section 2.2.4. The exergy comparison accounts for both physical and chemical exergy and

thus considers the GIP volumes of the storage formation, as well as formation pressure and

temperature for each individual site. Calculations are based on the medium porosity–depth

relationship (Section 2.2.3).

The results for methane, hydrogen and compressed air show that stored exergy for hydro-

gen and methane is slightly higher than stored energy (Fig. 2.7, Table 2.5). This is because

stored exergy considers both the mechanical and chemical contribution, while stored energy

is based on the chemical contribution only. For hydrogen and methane, the main contribu-

tion to stored energy comes from the chemical part; additional inclusion of the mechanical

part changes stored exergy values only slightly. Thus, hydrogen and methane have signifi-

cantly higher exergy than CAES, for which only mechanical exergy is significant (see Section
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2.2.4). For example, at the depth range of up to 1000 m of the Quickborn–Volpriehausen

storage formation, stored exergy for methane, hydrogen and compressed air are 2725 TWh,

702 TWh and 32 TWh, respectively. For deeper storage depths of below 2500 m, the corre-

sponding values are 7172 TWh, 1912 TWh and 111 TWh for methane, hydrogen and com-

pressed air, respectively. For any given storage site, the stored exergy of methane is greater

than that of hydrogen, which is in turn significantly greater than that of compressed air. Ex-

ergy differences between hydrogen and methane primarily result from the different calorific

values and thus do not differ greatly according to depth. Contrary to this, the differences be-

tween methane or hydrogen and compressed air become smaller with the increasing depth

of the storage site as the usable pressure envelope between the upper and lower pressure

limits gets larger and thus the mechanical exergy increases.
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Figure 2.7: Stored exergy versus depth for each potential storage site for (a) methane, (b) hydrogen and (c)
compressed air energy storage. Circle size represents storage site pore volume; colour is storage
formation used.

For the study area, the total stored exergy summed across all potential storage sites is 25795

TWh, 6735 TWh and 358 TWh for methane, hydrogen and CAES, respectively. However,

stored exergy for compressed air is about 30 to 15 times lower than that of hydrogen for the

depth ranges of up to 1000 m and below 2500 m, respectively. Separating into onshore and

offshore storage potential, it is found that the onshore potential for methane, hydrogen and

CAES is 10135 TWh, 2637 TWh and 138 TWh, with the corresponding offshore numbers

being 15660 TWh, 4098 TWh and 220 TWh. This demonstrates that the greater proportion,

with about 61% of the total storage potential identified in this study, is located offshore.

2.3.3 Storage deliverability performance

Storage deliverability is estimated using the methodology outlined in Section 2.2.5 for esti-

mating achievable well flow rates, using average formation permeability as given by equa-

tion 2.8 and the porosity–depth correlation of equation 2.2 (see also Fig. 2.3), and presented

in ‘per day’ units. Gas withdrawal rates vary considerably with the minimum allowable BHP
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between individual sites and between storage formations (Fig. 2.8). The calculated theoreti-

cal volumetric withdrawal rate is a proxy for the deliverability performance of each storage

site, excluding some concomitant effects, such as the turbulence effect, and related skin (see

Section 2.2.5) and frictional effects. Maximum theoretical withdrawal rates of about 48x106

sm3/d for methane storage are found for the depth range of up to 1500 m in the Rhaetian

storage formation (Fig. 2.8a), decreasing to 19x106 sm3/d in the Quickborn–Volpriehausen

storage formation. This depth dependence (compare Fig. 2.4b) is a result of porosity–depth

and porosity–permeability relations used in the calculations (see Section 2.2.5), which is

also depicted by the circle sizes in Fig. 2.8. Owing to the lower permeability of the Dogger

storage formation found for a given porosity, the maximum withdrawal rate for the Dog-

ger formation is only about 10x106 sm3/d and further decreases with depth. Withdrawal

rates for individual sites within one storage formation and at the same depth vary owing

to different formation thicknesses and average formation permeabilities, which arise when

the traps extend across different vertical sections. For the Quickborn–Volpriehausen stor-

age formation, an increase in maximum withdrawal rate with depth is found up to about

2500 m, with values decreasing significantly below this depth. This general behaviour is an

effect of the initial pressure, which increases with depth, an increasing pressure difference

between the average initial formation pressure and the minimum allowable BHP, allowing

for higher withdrawal rates. At the same time, however, permeability decreases with depth,

which, in turn, reduces withdrawal rates Table 2.6. The combination of both factors causes

the maximum rate found at about 2500 m depth.
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Figure 2.8: Achievable storage gas withdrawal rates at the minimum allowed formation pressure versus depth
for (a) methane, (b) hydrogen and (c) compressed air. For hydrogen and methane, energy rates are
also given. Circle size represents formation permeability.

Hydrogen should provide the highest achievable withdrawal rates, about 30% higher than

those for methane, owing to the lower dynamic viscosity of hydrogen (compare Fig. 2.8).

For CAES, achievable rates are lower by a factor of about two compared to hydrogen, owing

to the higher dynamic viscosity and lower compressibility of air. However, because hydro-

gen has a lower calorific value than methane, the power output for methane is higher than
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Table 2.6: Estimated achievable withdrawal rates for hydrogen, methane and compressed air for the
medium porosity case.

Storage formation Permeability [mD]
Average withdrawal

rate [106 sm3/d]
Power output [MW]

Hydrogen Methane CAES Hydrogen Methane

Dogger
<100 8.1 5.3 3.4 953 2186

100–300 7.1 5.6 3.3 842 2305

Rhaetian
100–300 28.2 20.2 12.4 3328 8286

>300 31.7 25.7 15.0 3738 10545

<100 24.4 15.1 10.0 2875 6182

Quickborn–Volpriehausen 100–300 30.5 21.8 13.4 3597 8929

>300 19.8 16.3 9.4 2336 6663

that for hydrogen by a factor of about three, thus overcompensating for the lower flow rates.

Generally, significant variations in the achievable withdrawal rates, resulting from differ-

ences in the local setting, such as depth and petrophysical properties, are observed between

the individual sites. Nevertheless, all identified storage sites at all depth intervals provide

achievable flow rates suitable for gas storage

The results of specific exergy and exergetic efficiency, as defined in Section 2.2.4, for all

three storage formations and storage types were evaluated for the withdrawal stage and av-

eraged for the depth ranges, as Table 2.7 illustrates. CAES has a considerably lower specific

exergy than hydrogen and methane storage, as only mechanical exergy exists. As noted

above, within each storage formation, and with increasing crest depth of the storage site,

the specific exergy for compressed air increases (Table 2.7) because of the greater envelope

of usable storage pressure during injection and withdrawal. So, for example, at the depth

range of up to 1000 m, the calculated specific exergy is about 0.08 kWh/kg and increases to

about 0.11 kWh/kg for a storage site at a depth below 2500 m. Owing to the overwhelming

share of chemical exergy for hydrogen and methane storage, the calculated specific exergy

is considerably higher at 33.95 kWh/kg and 14.56 kWh/kg, respectively. Exergetic effi-

ciency is close to unity for hydrogen and methane, as the chemical component of exergy is

entirely reclaimed during withdrawal, while the minor deviation from unity is caused by

the pressure difference during injection and withdrawal, which reduces mechanical exergy.

For compressed air, the exergetic efficiency increases with depth from 0.77 to 0.82, again a

result of the larger usable pressure differences between injection and withdrawal.
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2.3.4 Uncertainty quantification

The site-specific properties of geological formations are inherently unknown, so that some

uncertainty in the distribution of, for example, the petrophysical properties must always be

considered [Durlofsky, 2005]. These originate from missing knowledge on site geometry,

trap depth, trap area, spill point location as well as values for porosity and permeability.

Because in this study the trap geometry, spill point, depth, thickness and area could be de-

termined on a site-by-site approach using the detailed three-dimensional geological model

constructed as described in Section 2.2.1, the petrophysical parameters of porosity and per-

meability are considered the most uncertain parameters when estimating energy storage

capacity. This is in accordance with findings of e.g. [Knopf and May, 2017], who observed

the same when estimating the porous media storage potential for CCS. To estimate the ef-

fects of a variation of these parameters, two additional scenarios representing an upper and

a lower estimate of the storage capacity were investigated. These were generated by varying

the porosity–depth function, as discussed in Section 2.2.3 and depicted in Fig. 2.3, by in-

creasing or decreasing the porosity for any given depth by 0.05. This variation in porosity

also affects the maximum gas saturation and the formation permeability, which are both pa-

rameterised as a function of porosity in this study, thus feeding back into the pore volume

and GIP estimates. Owing to the change in permeability, achievable withdrawal rates are

also influenced by porosity variation.

The cumulative energy storage potential for upper, medium (i.e., ‘most likely’) and lower

Table 2.7: Estimated specific exergy for hydrogen, methane and compressed air during withdrawal
stage and average exergetic efficiency at maximum injection and withdrawal. See Section
2.2.4 for the calculation method.

Storage formation Depth range [m] Specific exergy [kWh/kg] Exergetic efficiency [-]

Hydrogen Methane CAES Hydrogen Methane CAES

Dogger

<1000 33.69 14.53 0.08 0.99 1.00 0.77

1000–2500 34.03 14.56 0.10 0.99 1.00 0.81

>2500 34.24 14.59 0.11 0.99 1.00 0.82

Rhaetian
<1000 33.67 14.52 0.08 0.99 1.00 0.77

1000–2500 33.97 14.56 0.10 0.99 1.00 0.81

<1000 33.74 14.53 0.08 0.99 1.00 0.78

Quickborn–Volpriehausen 1000–2500 34.05 14.57 0.10 0.99 1.00 0.81

>2500 34.23 14.59 0.11 0.99 1.00 0.82
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porosity estimates are presented for each storage formation in Fig. 2.9, and detailed num-

bers are given in Table 2.5. Fig. 2.9 indicates that a porosity variation of ± 0.05 with respect

to the medium case causes changes in the estimated energy storage capacity for both hy-

drogen and methane of about ± 30% for the Dogger, ± 20% for the Rhaetian and ± 30%

for the Quickborn–Volpriehausen storage formations, respectively. Changes were greatest

for the deeper storage sites, as the relative change in porosity for these sites is also great-

est. Consequently, the potential storage sites in the Rhaetian formation exhibit a reduced

uncertainty compared to the Quickborn–Volpriehausen or Dogger formations. Cumulative

storage capacity estimated from the high porosity case is almost twice that estimated from

the low porosity case. As changes in porosity directly affect GIP calculations, the estimated

storage capacity variations are identical for both hydrogen and methane. Uncertainty quan-
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Figure 2.9: Cumulative storage potential for each storage formation for (a) methane and (b) hydrogen. The
medium porosity case is depicted with coloured circles, while the high and low estimates are de-
picted by black vertical markers and the shaded area depicts the uncertainty range. Storage sites
are ordered according to their estimated storage capacity from lower to higher capacity; No. is the
ordered number of the storage site.
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tification for exergy comparison of methane, hydrogen and compressed air exhibits the same

trends as for energy (i.e., the higher the porosity, the higher the storage capacity), because

the change in porosity affects the GIP for both energy and exergy storage capacity estima-

tions. Formation pressure and temperature are not varied in this analysis; thus, gas enthalpy

and entropy remain unchanged. The variation between the upper, medium and lower esti-

mates for stored exergy are ± 30% for the Dogger, ± 20% for the Rhaetian and ± 30% for the

Quickborn–Volpriehausen storage formations, respectively (Fig. 2.9).

Because of the porosity–permeability relationships used, changes in porosity affect storage

deliverability. Owing to the nonlinear porosity–permeability correlations used (Eq. 2.8), a

porosity variation of ± 0.05 leads to higher permeability variation for the low porosities than

for the higher porosities range (compare Fig. 2.4). Consequently, the achievable withdrawal

rates for all storage gases and storage formations vary by factors of 2.7 for the Dogger, 2.4 for

the Rhaetian and 3.3 for the Quickborn–Volpriehausen storage formations from the medium

case, depending on the porosity variations (Fig. 2.10). For greater depths, in particular,

the achievable withdrawal rates are strongly influenced by uncertainties in the formation

porosity, yielding an uncertainty range of achievable rates of about one order of magnitude.

2.4 Discussion

The approach for storage capacity estimation used in this study – screening for individual

potential storage sites in specific geological porous formations with suitable petrophysical

properties and existing cap rock layers – yields geometrically well-defined potential storage

sites with crest depth, formation volume and GIP volumes. This method requires a consis-

tent 3D geological model of potential storage formations, which can only be constructed if

adequate subsurface information is available. For the NGB, these data on the deeper sub-

surface are available from oil and gas exploration, but data may be insufficient or missing

in other places, even if formations are present. This would only facilitate a more generic

and formation-based approach, as has been applied by Reinhold et al. [2011] for parts of

the NGB, which would likely yield a less conservative storage capacity estimate, as has been

shown by a method comparison for CO2 storage [Knopf and May, 2017]. The increased

accuracy of the approach adopted in the present study thus requires a pre-existing large

dataset on subsurface geological layers.

In addition to the geological model, site-specific petrophysical data would also be required

for an accurate estimation of pore space and deliverability. As these data are typically even
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scarcer than the basic geological information and are not available for the local potential

storage sites of this study, correlation models based on available data considering regional
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Figure 2.10: Achievable withdrawal rates for high, medium and low porosity cases for (a) methane (b) hy-
drogen and (c) compressed air energy storage. Variability for the Dogger storage formation is
indicated in (a), for the Quickborn–Volpriehausen in (b) and for the Rhaetian in (c).
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lithological trends and characteristics for the storage formations must be used. However,

while these may capture trends such as the depth dependence of porosity, the significant

variabilities in petrophysical parameters known from studies of individual cores or bore-

holes cannot be directly represented but must be considered in sensitivity and uncertainty

studies. While the depth dependence of porosity is explicitly considered in the present

study, including an uncertainty margin, some of the data points from earlier studies are still

not covered by correlation models (see Fig. 2.3). As data compilations by Dethlefsen et al.

[2014] and Kristensen et al. [2016] show, spatial variability may be considerable. To capture

these variances, more formation or site-specific data are required for the investigated area

of the NGB (i.e., drilling and core measurements).

Potential storage sites can be identified at all depth ranges, with the highest energy storage

capacity located in the Quickborn–Volpriehausen formation at the depth range of 1000–2500

m. Since this is the deepest formation considered, storage site development is costly owing

to high drilling and completion expenses [Katz et al., 1959], in combination with generally

lower formation porosity and permeability, potentially restricting achievable flow rates. As

geological and petrophysical data are less frequently available with depth, uncertainty is

also higher at higher depths. This is further supported as the effects of variations in the

petrophysical properties on storage metrics, such as energy and exergy storage capacity,

as well as withdrawal rates and, consequently, charging and discharging power ratings in-

crease with depth. However, already at depths shallower than 1000 m, the potential stor-

age capacity determined from stored exergy is about 1100 TWh for hydrogen, 4250 TWh

for methane and 50 TWh for CAES. Compared to an estimated storage demand of about

50 TWh for overwhelmingly renewable energy production, this indicates that each storage

technology would be suitable to satisfy such a storage demand and that additional criteria,

such as achievable rates, cycle times and energy system service, can be considered when se-

lecting storage technology and site. As the identified energy storage capacity is significantly

higher than the predicted demand, shallow potential storage sites are preferable for further

investigation.

This study provides a general approach to screen for, assess and quantify the storable energy

for a potential storage site in a porous geological formation. This approach was tested and

applied to a part of the NGB that was used as the study area, and the quantitative results

are thus limited to this region. However, because the NGB is a part of the larger Central

European Basin System, which encompasses parts of the United Kingdom, the Netherlands,

Germany, Denmark, Poland and offshore parts of Sweden as well as the Baltics [Donadei

and Schneider, 2016], the same approach can also be applied to the wider basin. Owing

to the regional geological setting of the study area, which is characterised both by salinar
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progression to shallow depths and thus strong vertical shifts in the porous formations as

well as stratified parts with flat-laying formations [Hese, 2012], the study area is considered

representative of the larger basin’s geological situation. This was indicated by a large-scale

study of potential CO2 storage sites for the NGB [Reinhold et al., 2011], but suitable porous

storage formations in comparable geological basin structures are available throughout much

of the world [Vangkilde-Pedersen et al., 2009]. This suggests that the approach adopted

in this study can be applied globally and will thus also allow the estimation of geological

storage potential on the global scale.

Although energy storage capacities – particularly loading and unloading rates – can be lim-

ited by the geological parameters at a specific site, the high number of available potential

storage sites as well as their large capacities shows that only a small fraction of the poten-

tial sites identified will be required to meet the predicted energy storage demand of about

50 TWh for Germany [Klaus et al., 2010]. These sites can therefore be selected from the

optimum settings found, allowing them to optimise deliverability and match the required

capacity to the subsurface situation as well as to limit the risks associated with the un-

certainty of the geological parameters. This approach thus represents a first site selection

step, and only a few of the identified potential storage sites would require further, closer

investigation in the subsequent, more extensive site selection steps (i.e., seismic surveys or

drillings). The suitability of a potential storage site will not only be determined by geo-

logical considerations: proximity to renewable power plants or large energy consumers as

well as connectivity to power and gas networks are also selection criteria worth consider-

ing [Bauer et al., 2017]. In such a site selection approach, the uncertainty quantification

provided in the current study represents a first step towards an economical risk assessment

and can be extended to a multidisciplinary risk and uncertainty analysis, which also consid-

ers the requirements of the energy sector and the renewable energy regulatory framework

[Child et al., 2019].

The capacity estimation performed here does not consider dynamic effects during storage,

such as mutual well interference, pressure propagation into surrounding cap rock [Benisch

and Bauer, 2013, Birkholzer et al., 2015], gravity override [Juanes et al., 2010] or permeabil-

ity heterogeneity on the scale of the storage site, leading to a decline in usable pore space

and deliverability [Al-Khdheeawi et al., 2017, Pfeiffer and Bauer, 2019]. Additionally, all

storage technologies considered require the presence of cushion gas, which may typically

account for one-half or even two-thirds of the total storage capacity [Katz et al., 1959]. Gen-

erally, consideration of all these effects reduces the estimated capacity. Quantification of

these effects, which is important at the stage of storage site dimensioning, requires the use

of process-based quantitative multiphase flow models for the individual storage site con-
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sidered, as stressed by Bachu [2015], for example, and demonstrated in many site studies.

For example, Mitiku and Bauer [2013] found in a site-specific study that only about half of

the estimated PV of an anticline could be effectively used for CO2 storage. For CO2 storage

potential assessments, a so-called storage efficiency factor (e.g., Holloway et al. [1996]) was

introduced, which typically includes factors accounted for in this analysis, such as residual

water saturation or trap geometry, as well as factors not considered here, such as proximity

to sources for the storage gas or the distribution network, technical installations and regu-

latory limitations. These factors are applicable on the basin scale and not in a site-specific

approach, such as that used here. Furthermore, as the technology employed rapidly evolves

and depends significantly on local site-specific conditions, such as the connection to the

power grid and proximity to sources of renewable energy, a consistent approach to quan-

tifying a technology efficiency factor is not feasible and has thus been excluded from this

comparison. Energy storage capacity and stored exergy, together with deliverability, form a

basis for storage site identification and characterisation and can thus be used for all future

subsurface storage development studies to aid comparisons.

To compare the energy storage capacity of individual potential storage sites consistently for

the three storage technologies considered herein, it is necessary to determine the respec-

tive exergy that is provided for a consistent comparison and, thus, an assessment of the use

options for an individual site. Because this exergy assessment considers pressure and tem-

perature conditions in the storage site as mechanical exergy, in addition to site geometry and

petrophysics – which mainly influence chemical exergy – storage exergy for hydrogen and

methane is slightly higher than that for stored energy (see Table 2.5). The exergy concept

can, in principle, be extended to include power plant design, cycle duration, cushion gas and

individual operating conditions (see, e.g., He et al. [2017]). This may offer a valuable con-

tribution when planning an individual storage operation but requires local and site-specific

data and assumptions, given that the power plant and storage design would vary for differ-

ent depths (e.g., Pfeiffer et al. [2021]). Thus, it is not suitable for a regional screening, as

in this study. This is particularly true for CAES, as only mechanical exergy contributes to

stored exergy, which shows a nonlinear dependence on formation and limits bottom hole

pressures.

Storage deliverability has been shown to rely heavily on gas properties in combination with

formation permeability and achievable maximum pressure difference. The highest with-

drawal rates were found for the shallower Rhaetian formation, owing to the high average

formation permeability. Withdrawal rates vary significantly for all storage formations, de-

pending on the specific depth, while uncertainty increases for deeper storage sites. However,

even for the lower estimate, the achievable withdrawal rates for each identified site in this
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study were sufficiently high to support gas storage. While a significant uncertainty in stor-

age capacity is not a decisive factor, given that the total estimated storage capacity is much

larger than predicted demand, reduced deliverability would diminish storage performance

and energy rates for each site. However, increasing the number of storage wells can miti-

gate deficits in storage performance if the achievable withdrawal rates are indeed a limiting

factor, albeit at additional investment and operational costs. This again highlights the need

for site-specific formation data for the design of individual storage plants.

The detailed characterisation of storage capacity and deliverability is an important step in

designing future geological energy storage sites, not only by providing the available capac-

ity, but also by allowing the ranking of available sites according to energy storage capacity,

achievable rates and background formation pressure. This facilitates an optimised appli-

cation of storage technology for an individual site, i.e. by using the sites with the highest

deliverability for CAES, as the deliverability is more important for physical gas storage than

for chemical gas storage, while for seasonal storage using e.g., synthetic methane the capac-

ity may be more important. Furthermore, provision of the required well number allows to

estimate the installation costs for the subsurface part of such a storage site. A reliable, site-

specific estimation of rates and capacities is further required when integrating the storage

sites into existing energy networks for power or gas using a model-based approach (i.e., to

determine storage cycles or cycle times).

Typical CAES employment with frequent and short-term cycles amplifies the dependency

between favourable reservoir conditions and high flow rate deliverability. Appropriate stor-

age sites with high formation permeabilities and suitable pressure ranges for CAES are

mainly present in the Rhaetian formation as well as in the shallow parts of the Quick-

born–Volpriehausen formation and are thus situated in the onshore region of the study area.

For hydrogen and methane storage, high flow rates are also advantageous but less important

owing to the typically lower cycle frequency and the higher chemical exergy of the energy

carriers, providing greater technical and economic freedom during site selection. Thus, po-

tential storage sites can be found in the shallower parts of all storage formations considered

herein.

Overall, the estimated subsurface potential is sufficiently large to cover national-scale stor-

age demand for the three storage types considered here; however, depending on energy

system planning strategy from policy makers and intensity of energy system decarbonisa-

tion, the number of storage sites, locations and storage types can vary. For example, the

exclusive use of CAES in the United Kingdom offshore means that offsets between energy

demand and availability can be achieved on a national scale [Mouli-Castillo et al., 2019].
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For the Nordic countries with expected grid capacity expansion to the continental Euro-

pean countries [Research and IEA, 2016], maintenance of a distributed energy system and

of co-ordinated subsurface storage utilisation is more effective. In Germany, with a rapid

growth of renewable installed capacity [BMWi, 2018], particularly offshore wind capacity

(i.e., 17% growth in 2019 [UBA, 2020]), consideration of small-scale CAES close to offshore

wind farms may be plausible. At the same time, additional storage sites for chemical energy

carriers might be required and integrated into an existing gas infrastructure to dampen sea-

sonal fluctuations in the energy sector.

Because the geological situations present in the study area are representative for many geo-

logical basins both in the European context [Vangkilde-Pedersen et al., 2009] and worldwide

[Bradshaw and Dance, 2005], the methods and approaches presented here can be applied to

various other porous media storage formations in sedimentary basins and the results of this

study can thus contribute to an improved estimation and assessment of global geological

energy storage capacity. Even assuming less favourable geological conditions in other geo-

logical basins and regional settings, the considerable potential capacities identified indicate

that geological storage capacity by one or several of the storage technologies considered here

will be sufficient to dampen fluctuations from renewable energy production in most parts of

the world in which porous formations may be found. These subsurface energy storage tech-

nologies thus present one possible pathway to meet the large-scale energy storage demand

arising from the transition to a renewable energy supply in many parts of the world, which

is the scale required for the energy transition to sufficiently mitigate the adverse climate

effects associated with fossil fuel emissions.

2.5 Conclusion to this chapter

Increasing the share of renewable energy sources will lead to fluctuations in energy produc-

tion on daily to seasonal time scales, for which subsurface energy storage offers a promising

solution. Porous media storage sites are suitable for storing synthetic hydrogen or methane

as well as compressed air and are available worldwide, owing to the universal occurrence

of the required geological formations. In this study, a 3D spatial screening approach was

employed to identify potential storage sites within the NGB, and energy storage capacity,

energy rates and stored exergy were quantified for hydrogen, methane and CAES on the

basis of individual potential storage sites. These investigations have yielded the following

conclusions:
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• The site-based approach applied in this study, which accounts for geological setting,

trap type, depth and site-specific gas properties, allows for a quantification of stored

energy and exergy for individual sites, individual storage formations, or specific depth

ranges. It is, thus, a versatile approach to site screening and planning of storage sites

with respect to subsurface and energy system requirements and conditions.

• Potential storage sites are found within each main porous formation present and be-

tween about 400 m and 4000 m depth. Energy storage capacities for individual sites

range from TWh to hundreds of TWh. The potential total energy storage capacity

identified for the study area is several orders of magnitude larger than the predicted

demand. Therefore, only the most suitable of the 74 potential storage sites identified

should be considered for a more detailed characterisation.

• Determination of stored exergy for an individual site allows for a systematic and con-

sistent comparison of the retrievable energy using hydrogen, methane or CAES. Stored

exergy is significantly higher for hydrogen and methane than for CAES owing to the

high share of chemical versus mechanical exergy. Additionally, exergetic efficiency as-

sessment indicates that anticipated mechanical exergy losses are significant for CAES

but negligible for hydrogen or methane storage owing to the excessively high pro-

portion of chemical exergy. Thus, the sites with the highest permeability should be

prioritised for CAES.

• Deliverability rates can be estimated for individual sites, providing maximum achiev-

able injection or withdrawal rates during cyclic energy storage. While these can be

used to directly assess achievable energy storage rates for hydrogen or methane stor-

age, determination of achievable power output for CAES requires a coupled approach

that also explicitly considers the power plant.

• Restricted knowledge and uncertainty around geological parameters leads to consid-

erable uncertainty of estimated storage capacities and storage rates. This study has

shown that even considering this uncertainty, storage capacities will be sufficiently

large to compensate for fluctuating renewable energy production, while the uncer-

tainty of achievable storage rates may considerably limit a potential storage site’s suit-

ability. As geological information becomes scarcer and uncertainty increases with

depth, shallow storage sites offer the lowest uncertainty and should thus be priori-

tised, in line with reduced exploration and drilling costs.

• As the study area is considered representative of the setting encountered in a typical
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sedimentary basin structure, the approach detailed herein can be applied on a global

scale, as suitable geological conditions are present in many places around the globe.

These findings thus indicate that one or a combination of the storage technologies

considered here may significantly contribute to meeting the energy storage demand

required to dampen fluctuations from renewable energy production and thus stabilise

and secure the energy supply.
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3 Integration of geological energy storage into energy

systems

Part of the content in the following chapter has appeared in the Energy Conversion and Manage-

ment:

Firdovsi Gasanzade, Francesco Witte, Ilja Tuschy and Sebastian Bauer (2023) Integration of ge-

ological compressed air energy storage into future energy supply systems dominated by renewable

power sources. doi:10.1016/j.enconman.2022.116643

3.1 Introduction

The transition from a carbon-rich energy system to a system dominated by renewable energy

sources is a prerequisite for reducing CO2 emissions [IEA, 2021] and stabilising the world’s

climate [Clarke et al., 2022]. However, power generation from renewable sources like wind

or solar power is characterised by strong fluctuations [Gerhardt et al., 2015]. To stabilise the

power grid in times of high demand but low renewable power production, energy storage

on various scales is required. For example, assuming shares of renewable energy sources

(RES) of 80% or higher, an energy storage capacity of up to 83 TWh with instantaneous

power loads of 8 GW–140 GW may be required [Cebulla et al., 2018].

The geological subsurface, particularly porous formations, can offer grid-scale energy stor-

age options [Bauer et al., 2012, Kabuth et al., 2017], either by storing a chemical energy

carrier, such as hydrogen or methane [Pfeiffer and Bauer, 2019, Sainz-Garcia et al., 2017,

Tarkowski et al., 2021] or by storing mechanical energy as compressed air [Gabrielli et al.,

2020, Hartmann et al., 2012, Mouli-Castillo et al., 2019, Sopher et al., 2019] or as sensible

heat (e.g., Bloemendal et al. [2018], Fleuchaus et al. [2018]). Geological storage of gaseous

methane, which is the major constituent of natural gas, has been well investigated and im-

plemented for decades to stabilise seasonal mismatches between production and demand.

Storing mechanical energy in the subsurface using pressurised air for strongly fluctuating

conditions represents a novel application.

PM-CAES facilities have historically been used for peak-shaving and load-levelling applica-

tions, with a smaller adverse impact on the environment than a conventional peak power

plant, where a significant fraction of the electrical output is used to run a compressor sta-
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tion [Budt et al., 2016, Glendenning, 1981]. No commercial CAES facility currently operates

in porous media, as the two existing sites, with a total installed power capacity of 0.6 GW

[Succar and Williams, 2008, Tuschy et al., 2002], operate in salt caverns and are used to bal-

ance power output from connected power plants. The most recent commercialised facility

at the Goderich site in Canada has been designed as a merchant plant to compete in the

electricity markets; however, it has a storage capacity of 15 MWh and an installed discharge

power capacity of 1.75 MW only [King et al., 2021]. Porous media CAES (PM-CAES) has

been identified as offering significant advantages in terms of total energy (exergy) capacity

per site, cost per unit of power (1050 $/kW–2544 $/kW) and per unit of storage capacity (94

$/kWh–229 $/kWh) [Mongird et al., 2019]. Moreover, the worldwide occurrence of porous

formation deposits is considerably wider than that of salt deposits, allowing this technology

to be elevated to the global scale. Recent studies have demonstrated that PM-CAES may

provide storage capacities of tens of TWh in sedimentary basins [Gasanzade et al., 2021,

Mouli-Castillo et al., 2019], thus potentially offering grid-scale storage on the national scale

[Adamek et al., 2012, Cebulla et al., 2018]. While for chemical energy carriers like hydrogen

and methane as well as for carbon dioxide the storage capacity is largely determined by ge-

ological factors like available pore space and trap size [Bachu et al., 2007, Birkholzer et al.,

2015, Mitiku and Bauer, 2013, Ringrose and Meckel, 2019], PM-CAES additionally strongly

depends on the technical configuration of the surface power plant and the short term tem-

poral behaviour of the power system. A coupled assessment with a dedicated software tool

is thus required [Budt et al., 2016] when estimating PM-CAES performance. While Pfeif-

fer et al. [2021] have recently developed a coupled model approach, they presented only

synthetic application scenarios, employing simplified load curves to validate the simula-

tor’s capabilities. However, as their study and other applications of PM-CAES have demon-

strated [He et al., 2021], storage capacity and power delivery are heavily influenced by the

short-term fluctuations encountered in the power systems.

All available PM-CAES studies hitherto have been based on a reference power plant origi-

nally designed for salt caverns [Gabrielli et al., 2020, Guo et al., 2016, Mouli-Castillo et al.,

2019, Sopher et al., 2019, Wang and Bauer, 2017]. However, in view of fundamentally dif-

ferent pressure propagation within a porous medium compared to a void space (salt cav-

ern), power plants have to be specifically designed for PM-CAES applications [Pfeiffer et al.,

2021]. Also, both adiabatic as well as diabatic power plant topologies are theoretically pos-

sible, which result in unique pressure effects in the porous formation and thus directly

influence storage capacity and efficiency. To date, no investigation of real-world geologi-

cal storage sites and fluctuating load profiles, as found in realistic future energy systems

dominated by RES, has been reported.
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Therefore, in this manuscript, we provide an integrated assessment of PM-CAES, consider-

ing the specifics of the geological storage site, the power plant as well as the energy system.

For this, we consider a set of future energy system scenarios, each representing a signifi-

cant contribution of RES, and the effects of three surface power plant setups as technology

variations. For the geological storage site, an existing storage formation with a suitable

trap structure is used, and well design variations are evaluated in terms of their effects on

achievable storage capacity and loading rates. This study is thus the first to offer a com-

plete framework for assessing achievable storage rates and capacities for PM-CAES based

on detailed future energy systems forecasts, the geological and geotechnical settings and

engineering components of the compressed air energy power plant.

3.2 Methodology

To perform an integrated assessment of PM-CAES, an energy system model is coupled with

a surface power plant model and a subsurface geological storage model. Figure 3.1 illus-

trates the concept applied herein in detail. The energy system model represents the time-

dependent power sources and power demand for a single year and triggers the loading or

unloading of the PM-CAES system via a dispatch signal. Power plant and geological storage

operations are each represented by dedicated models, coupled via energy and mass bal-

ances, proving the respective power rates to the energy system model. Pfeiffer et al. [2021]

describe the coupled three-step model in greater detail (Fig. 3.1a) as well as implemented

and tested an iterative coupling of the power plant and the geostorage model using a model

interface. Figure 3.1 shows the target air mass flow rate designed at the power plant level to

generate a target power required by the energy system model, which also provides the times

for surplus power used to compress and store the air in the subsurface. Actual air mass flow

rates and achievable power for the given actual storage pressure are calculated by the cou-

pled model based on the prior history of the coupled system. Power mismatches occur when

the target mass flow rate cannot be met by the power plant (see Fig. 3.1a, interface). The

present study represents the first attempt to assess PM-CAES operation in an energy system

dominated by RES for a set of future energy system pathways. The energy system pathways

represent each one future year of the energy transition with increasing RES shares of 76% in

2030, 86% in 2040 and 100% in 2050 in the energy system. This is achieved by assuming to-

tal installed solar power (218 GW) and on- and offshore wind power (183.5 GW) production

capacities in 2050. The detailed energy system development pathways with all assumptions

regarding energy supply and demand and the respective technical installations have been

extensively documented by Hilpert et al. [2020]. Quantitative predictions were performed

using the Open Energy Modelling Framework [Hilpert et al., 2018] within the ANGUS re-
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Figure 3.1: (a) Schematic of the coupled simulator for a porous medium CAES (after [Pfeiffer et al., 2021]).
(b) The detailed integrated PM-CAES assessment workflow showing the coupling of the power
plant–geostorage model with the energy system model using dispatch optimisation.

search project [Kabuth et al., 2017]. The energy system scenarios represent possible future

energy markets in Germany for RES to varying degrees in terms of shadow electricity price,

CO2 emission price and fuel price, providing an economic signal for the loading or unload-

ing of the PM-CAES (i.e., the dispatch signal) (Table 3.1). To obtain the power dispatch of

the PM-CAES from the national-scale energy system, an optimisation scheme is integrated

into the energy system model using predefined power plant and geostorage characteristics

Table 3.1: Energy system scenarios, power plant type and share of renewable energy sources as well
as the main input parameters for scenario assessment.

Scenario

year

Power plant

type

Renewable

share [%]

Average shadow

electricity price

[EUR/MWh]

CO2 emission

price [EUR/t]

Fuel price

[EUR/MWh]

Target annual

energy [GWh]

Charge Discharge

2030

D-CAES

76.3 52.6 29.4 26.40 148.1 259.0

2040 85.9 83.7 126.0 30.24 304.9 531.2

2050 100.0 88.3 150.0 43.72 230.5 400.9

2030 2-AA-CAES 76.3 52.6 - - 150.0 89.1

2030 3-AA-CAES 76.3 52.6 - - 150.6 90.2
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derived during the power plant design (Fig. 3.1b). The objective is to minimise the total

operational costs from an operator’s perspective for a specific power plant and geostorage

configuration, using mixed-integer linear programming [Gurobi Optimization, 2021] and

a perfect foresight approach wherein shadow electricity prices and CO2 emission and fuel

prices (for a diabatic setup) serve as the economic boundary conditions for generating a

time-dependent representation of the electricity load. In the following sections, the power

plant and the geostorage model setups are introduced and based on this a more detailed

description of the assessment workflow applied in this study is provided in Section 3.2.4.

3.2.1 Surface power plant facility

Two commercial CAES power plant facilities—in Huntorf (Germany) and McIntosh (USA)

— each represent a diabatic power plant design combined with cavern storage, with re-

ported cycle efficiencies of 42% and 54% [Succar and Williams, 2008, Tuschy et al., 2002],

respectively. The diabatic design requires an external heat supply during expansion, i.e.,

when discharging the storage. In this study a diabatic and two adiabatic power plant topolo-

gies are used. The diabatic topology (D-CAES) uses a three-stage compression and two-stage

expansion with a heat recuperator to preheat the air from the storage. In the adiabatic con-

cepts an internal thermal energy storage unit is used to store the heat released during com-

pression (charging), thus no external heat supply is required during discharging (expan-

sion). One adiabatic set-up, from herein referred to 2-AA-CAES, uses a two-stage compres-

sion drivetrain and a two-stage expansion turbine, the other set-up, termed 3-AA-CAES,

uses a three-stage compression drivetrain and a three-stage expansion section. All power

plant facilities are specifically designed to accommodate a porous media storage site—that

is, to account for storage depth, well length, temperature and the alternating reservoir pres-

sures during injection and withdrawal. Table 3.2 presents the power plant configurations

used, with a maximum installed power generation capacity of 115 MW. This value is design-

specific and will vary for other sites and PM-CAES applications (see also Section 3.2.4). The

compression pressure ratios of 10 and 5 have been chosen so that homogenous temperature

levels for all stages are achieved. The pressure ratios at the design point are thus given by

the nominal pressure ratio of 115 bar to the power of 1
2 and 1

3 for the two and three stage

compression setup, respectively.

The power plant configuration and the required components of both an adiabatic and dia-

batic setup were implemented using the open-source simulator TESPy [Witte and Tuschy,

2020]. The power plant model uses the Newton-Raphson method to solve a set of non-linear

equations, which are based on the properties and physical operations of the individual com-
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ponents and consider the conservation of mass and energy. For the configurations used in

this paper, the equations (3.1) to (3.5) show the most important relationships: Equation (3.1)

is the general energy balance for open systems with a single mass flow m. In case of adiabatic

components (compressor, turbine), the heat transfer Q̇ is equal to zero, in case of heat ex-

changers the transfer of work Ẇ is equal to zero. For the combustion chamber, the reaction

enthalpy as well as the different definitions of the zero point of enthalpy h for the fluids have

to be considered, since the fluid composition changes (equation 3.1), with LHVfuel the lower

heating value of the added fuel and flue designating the burnt gas mixture. The isentropic

efficiency ηs,cmp of compressors (equation 3.3) and turbines ηs,exp (equation 3.4) is defined

reciprocally and relates the enthalpy difference to the enthalpy difference in an isentropic

process. The pressure drop along the well with a compressed air velocity υ is determined

using the Darcy-Weisbach equation (equation 3.5), which takes into account a dimension-

less friction factor fD, the well diameter D, Reynolds number Re and the roughness ks (for

values see Table 3.2). A detailed overview of the individual power plant components and

the applied equations is given in the TESPy online documentation [Witte and Tuschy, 2020].

Operation fields of individual units were pre-defined through systematic calculation of rel-

evant operating points for all power plant components during charging and discharging at

various loads. The reference temperature and pressure are set to 273.15 K and 1.013 bar,

respectively.

0 = ṁ · (hout − hin)− Ẇ − Q̇ (3.1)

0 = ˙mf lue · (hf lue − hf lue,ref )− [ ˙mair · (hair − hair,ref )+

˙mf uel · (hf uel − hf uel,ref ) + ṁ ·LHVf uel]
(3.2)

0 = ηs,cmp · (hout − hin)− (hout,s − hin) (3.3)

0 = ηs,exp · (hout,s − hin)− (hout − hin) (3.4)

0 =
ρυ2fD(Re,D,ks)

2D
+ (pout − pin) (3.5)

3.2.2 Geological setting of storage site

Porous formations that are suitable as storage sites for PM-CAES are characterised by a reser-

voir volume that is sufficiently high to accommodate the amount of compressed air required
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Table 3.2: Power plant and geostorage parameters for the scenario simulations.

Component Parameter Value

Compressors

nominal power 230 MW

isentropic efficiency, ηs,cmp 0.92

isentropic efficiency control stage, ηs,cmp,cs 0.85

pressure ratio stages 1 and 2

(diabatic, three-stage adiabatic)
5

pressure ratio at stage 1 (two-stage adiabatic) 10

Turbines

nominal power 115 MW

isentropic efficiency, ηs,exp 0.90

isentropic efficiency control stage, ηs,exp,cs 0.85

Coolers
temperature after cooling (diabatic) 298.15 K

temperature after cooling (adiabatic) 338.15 K

Generator & Motor efficiency, ηel,mech 0.97

Combustion

fuel type (diabatic) CH4

turbine inlet temperature 1473.15 K

outlet temperature (diabatic) 423.15 K

pressure loss 3%

Heat exchangers
temperature after reheating (adiabatic) 573.15 K

pressure loss 2%

Storage

nominal pressure compression 115 bar

nominal pressure expansion 100 bar

vertical well length, L 1055 m

vertical well number 9 / 3

pipe roughness, ks 0.04 mm

well diameter, D 0.25 m

horizontal well number 2 / 2

horizontal section length,Lh 450 m / 850 m

total completion length,Lc 150 m / 500 m
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for both cyclic storage and cushion gas, a gas-tight cap rock above to stop the buoyant rise

of the gas, and a high intrinsic hydraulic permeability to allow for the movement of the

injected compressed air and thus the required high loading and unloading mass flow rates.

These criteria resemble those typically applied for gas storage of methane, hydrogen or car-

bon dioxide (e.g., Bennion et al. [2000]). Incorporation of this storage option into the energy

system does not pose new regulatory challenges, as the subsurface storage of gas, as e.g., for

natural gas, has been used for decades, so that adequate and tested regulations are in place.

However, a high intrinsic permeability is imperative for PM-CAES, as the energy is stored

as pressure and low intrinsic permeabilities increase the pressure losses during storage op-

eration. This resulted in the abandonment of an investigated PM-CAES site in Iowa, as

the achievable power output was not considered economically attractive at that time [Holst

et al., 2012]. The potential storage site used in this study was selected from Gasanzade et al.

[2021] site-screening study, which explicitly accounted for depth-dependent hydraulic per-

meability and porosity. The site represents a ‘sweet spot’ for PM-CAES in view of both its

high potential storage capacity and high achievable loading and unloading mass flow rates.

The storage trap is formed by an anticline structure on the Eastholstein block (see Fig. 3.2)

in the Rhaetian (Upper Keuper) sandstone formation, which facilitates porous storage for-

mation. The trap has a crest depth of around 1000 m and a net usable thickness of 20 m,

while marlstone and clay-rich rocks with more than 50 m thickness from the Lias formation

(Lower Jurassic) provide the required cap rock [Hese et al., 2017]. The exergetic assess-

ment of this storage site performed by Gasanzade et al. [2021] yielded an upper estimate of

3.67 TWh and a total air-in-place mass of around 34 million tonnes of compressed air. Pre-

liminary design estimates and simulations revealed that only around 17% of this potential

storage capacity was required for the energy system pathways investigated here. Table 3.3

details the main parameters characterising the geological storage site.

3.2.3 Geostorage model

A 3D geological model of the storage site was constructed and parametrised according to

the regional geological setting (Fig. 3.2b). The numerical model domain for the scenario

simulations has a horizontal extension of 12.5 km × 15.5 km. Immiscible two-phase flow

of water and gas is assumed. Fluid properties are derived from the CoolProp library [Bell

et al., 2014]. Brooks-Corey formulations are used for phase permeabilities and capillary

pressure [Brooks and Corey, 1964]. All numerical simulations are performed using the pro-

prietary simulator ECLIPSE [Schlumberger Ltd., 2017]. The ECLIPSE simulator has been

developed for the oil and gas industry and been validated and applied in numerous test and
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Figure 3.2: (a) Geological setting of the study area in the North German Basin with the potential storage site.
(b) Perspective view from the southwest on the anticline storage site; the grey colour marks the
porous storage formation; the red colour indicates the distribution of the compressed air, the black
lines indicate the nine vertical boreholes with an average distance of 400 m.

application cases for subsurface gas storage. An initial air mass of 5.56 Mt is provided by

setting the air-water contact at 1100 m depth, followed by a 10-year spin-up simulation us-

ing a constant rate condition to obtain realistic initial conditions for pressure and gas phase

distribution. The spin-up simulation consists of 100 d continuous air withdrawal and in-

jection phases, with a mass flow rate of 125 kg/s and intermediate shut-in phases of 100 d

and 65 d, respectively. This yielded an initial storage pressure of 112 bar at the storage crest

point, while the injected air gas phase shows a lateral extension of 4.5 km by 3.5 km. The

hydraulic boundary conditions explicitly account for the large-scale geological setting and

the lateral extension of the storage formation in order to obtain precise pressure levels dur-

ing the operation phase. This is technically achieved by applying a pore volume multiplier

at and adapting the permeability of the boundary elements.

The cap rock above the storage formation is assumed to be impermeable. All petrophysi-

cal properties within the storage formation are assumed to be homogeneous and isotropic

(Table 3.3). Nine vertical storage wells with a distance of at least 400 m, each with a full

completion section (see main well settings in Table 3.2) within the storage formation, were

used to inject and withdraw the compressed air. The well number was estimated following

the procedure described in Gasanzade et al. [2021]. Avoiding formation damage by applying

a pressure higher than the fracturing pressure of the formation is a major concern in sub-

surface storage operations. In this work, the bottom hole pressure is limited to values below

the local vertical stress, which precludes formation damage. If higher margins of safety are

required, an increased cushion gas volume as well as longer screen sections in combination

with horizontal wells provide technical options for reducing pressures while maintaining
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the higher air mass flow rates required. The maximum allowable well BHP is limited to 130

bar, a value derived from the local geological stress regime and corresponding to 84% of the

minimal horizontal stress of 0.15 bar/m [Röckel and Lempp, 2003]. Minimum well BHP

during air withdrawal is 80 bar for all wells, to provide the high gas flow rates required

during storage unloading. The expected pressure loss along the well for the given pipe

setup (see Table 3.2) is accounted for in the power plant model using the Darcy–Weisbach

approach (eq. 3.5).

Table 3.3: Main geostorage parameters for scenario simulation.

Parameter Value

Dry air composition
N2/O2/Ar/CO2

(0.7553/0.2314/0.0129/0.0004)

Molar mass of air 28.965 g/mol

Critical temperature 132.53 K

Critical pressure 37.86 bar

Air density at standard condition 1.205 kg/m3

Initial pressure gradient 0.105 bar/m

Reservoir temperature (isothermal) 311 K

Permeability 700 mD

Porosity 0.27

Residual water saturation 0.15

Residual gas saturation 0

Max. relative gas permeability 0.9

Max. relative water permeability 1

Capillary entry pressure 0.1 bar

Pore size distribution index 2

Initial air in place mass 5.56 Mt

Maximum/minimum allowable BHP 130 / 80 bar
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3.2.4 Integrated PM-CAES assessment

To conduct an integrated assessment for PM-CAES as illustrated in Figure 3.1a for a poten-

tial storage site three major steps have to be evaluated. In the first step, as shown in flow

diagram Fig. 3.1b, using the geostorage and power plant models, the dimensions and en-

ergetic characteristics of the coupled power plant - geostorage are determined. As a result

of this step, power plant interface and dispatch model inputs are derived. In the second

step, the dispatch model is used to generate optimal hourly operation patterns (Fig. 3.1b,

dispatch model). In the third step, the technical feasibility of the predicted optimal opera-

tion is verified and assessed using the coupled geostorage and power plant models via the

simulator interface.

The dispatch model connects the physical PM-CAES with an economical assessment. The

operational revenue of the power plant is calculated for each scenario year using the shadow

electricity price on an hourly basis. Costs occur during energy storage, as the electric en-

ergy required for the compressors is obtained from the market, and revenue is generated by

selling electric energy back to the market. For diabatic setups, the additional costs for fuel

and CO2 emission allowances during discharging have to be accounted for. Furthermore,

variable costs of operation for both charging and discharging are set to account for main-

tenance. High fluctuations of electricity prices, i.e., a large spread between maximum and

minimum prices which can be economically exploited, increase the PM-CAES dispatch. For

D-CAES, a higher CO2 emission price as well as a higher fuel price increase costs and thus

reduce the economic attractiveness and therefore the dispatch of the storage facility.

To inform the dispatch model of the physical properties of the plant and the geostorage, a

response surface linking pressure, mass flow and power for both charging and discharging

as well as shut in periods of the geostorage is constructed from a set of precalculated and

linearly interpolated operating conditions. For this, multi-rate injectivity and deliverability

tests with injection and withdrawal rates varying from 80 kg/s to 640 kg/s over 7 days

each are performed, as well as pressure fall-off tests, where air is injected at a constant

rate of 320 kg/s for 20 days followed by an 80-day pressure fall-off. Thus, the transient

three-dimensional storage processes occurring in the subsurface are accounted for in the

energy system model when identifying economically feasible storage operations and load

profiles while avoiding the long run-times of the fully coupled model during optimisation.

An additional constraint in the dispatch model ensures that the storage filling level at the

start of the scenario year is identical to the level at the end, to guarantee the long-term

operation of the PM-CAES. The dispatch thus generated by the dispatch model us then used

as input for the fully coupled power plant and geostorage model to simulate all physical
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processes in the power plant and the geostorage and thus to verify the operation pattern.

Depending on the energy system scenario year, the electrical energy charged into or dis-

charged from the storage varies from 148 GWh to 305 GWh and from 89 GWh to 531 GWh,

respectively (see Table 3.1). Frequent storage operation and the charging and discharging of

high amounts of energy occur for scenarios with high RES shares in excess of around 80%,

high fuel prices and emission prices greater than 126 EUR/t. The developed framework

facilitates the realistic assessment of the power plant facility and the geostorage within the

time-dependent energy system and the evolving power markets by comprising the precise

subsurface geological storage setting with all relevant storage processes as well as the tech-

nically detailed surface power plant. Use of the PM-CAES is evaluated from an operator’s

perspective to maximise the plant’s operating profits within the specific scenario for the fu-

ture energy system. To this end, the time-dependent relevant economic parameters, such as

electricity price, as determined in the energy system model, are passed to the site-specific

power plant and geostorage models.

3.3 Results and Discussion

The sections that follow present and discuss the results of the energetic evaluation regarding

the different energy system pathways, the variations in power plant technology and design

variations for storage wells and their relevance. For the first step, the most common power

plant concept. i.e., the diabatic plant configuration, is considered under varying economic

boundary conditions. For the variations in power plant topology, a near-time future scenario

is evaluated, to open up future perspectives. Variations and potential improvements of the

geostorage configuration are investigated using the scenario with the most intense use of the

storage, as for this case the effects will be most pronounced.

3.3.1 Energetic assessment for the three energy system pathways

The coupled simulation results of three scenarios with a high fraction of renewable power

sources in the energy system are presented as hourly loads for each representative year in

Figure 3.3, depicting power rates, cumulative energy and required cumulative heat repre-

senting the power plant operation, as well as storage pressure and air-in-place representing

the subsurface storage. The blue line in Figure 3.3 represents the actual power from the

PM-CAES, while the red squares represent the target power required by the energy system
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Figure 3.3: Coupled simulation results for scenario year (a) 2030; (b) 2040; and (c) 2050 using a diabatic power
plant setup. The start of simulation is January 1st. Positive power or energy designates loading of
the storage and negative power unloading. Air-in-place in the storage and storage pressure for
scenario years (d) 2030, (e) 2040 and (f) 2050. More frequent storage use and higher discharged
cumulative energy correspond to greater pressure and air-in-place fluctuations.

model. The solid orange line is the energy provided by the storage to the energy system,

while the black line is the amount of heat required due to the diabatic concept. Figure 3.3a

indicates that for scenario year 2030, with a RES share of 76%, the PM-CAES facility pro-

vides power to the energy system for 2291 hours and an overall electrical energy output

of 259 GWh. Given the diabatic design, this requires 301 GWh of additional heat input.

For the scenario years 2040 (RES=86%) and 2050 (RES=100%) the storage facility provides

power for 4619 h and 3600 h with annual electrical energy outputs of 531 GWh and 401

GWh, respectively (Fig. 3.3b, c). The target power required by the energy system can be sat-

isfied by the PM-CAES system in all instances, and no power mismatch occurs at any time.

The cumulative electrical energy balance reveals that more electrical energy is discharged

than stored. This is an effect of the additional heat source required by the diabatic set-up,

as this energy difference is added in the form of heat during the expansion step. The cor-

responding cumulative electrical and heat energy amounts are reported for all scenarios in

Table 3.4. Storage pressure is a key parameter characterising the subsurface storage site dur-

ing operation, as this is the pressure that needs to be reached by the compressors during air

injection as well as the pressure provided during withdrawal. At the same time the storage

pressure may not exceed the allowable pressure limits (see Section 3.2.4) to avoid formation

damage. The applied mass flow rates are automatically throttled if the storage pressure ap-

proaches the defined limits. Figures 3.3d, e and f indicate that the storage pressure for all

scenario years falls within the allowable limits of 80 and 130 bars. Thus, all injection and

withdrawal rates required by the energy system can be supported. Close inspection of sce-
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nario year 2040 reveals that the storage pressure reaches 129 bar during charging (at around

6000 h), indicating that the storage site is operating close to the maximum rate. In Section

3.3.3, optimisation of the storage well design is investigated to avoid these conditions. The

minimum observed storage pressure during discharging for all scenario years was above 95

bar, indicating that the storage site could accommodate even higher withdrawal rates. At

the end of each scenario year, storage pressure is close to its initial condition and above the

hydrostatic pressure of 105 bars, demonstrating that the determined power rates and the

inferred air mass flow rates permit long-term operation. A second key parameter character-

Table 3.4: Summary of scenario simulation results with both power plants averaged storage efficien-
cies (6 cycles).

Scenario

year

Power

plant

Cumulative electrical

energy [GWh]
Cumulative heat [GWh] Storage

efficiency [-],

diabatic at η = 58.5%
During

charging

During

discharging

During

charging

During

discharging

2030

D-CAES

148.1 259.0 148.2 301.0 0.547

2040 304.9 531.2 296.4 617.2 0.546

2050 230.5 400.9 230.6 466.2 0.542

2030 2-AA-CAES 150.0 89.1 139.8 103.8 0.662

2030 3-AA-CAES 150.6 90.2 139.7 99.7 0.670

ising geological PM-CAES is air in place (Fig. 3.3d, e, f), which represents the total amount

of air at the storage site. Analogous to pressure, greater changes to air in place are observed

for scenarios with high RES shares, with maximum changes to the stored gas falling within

the range of 6%–11% (0.34 Mt–0.62 Mt) of the initial air in place. As discussed in section

3.2.4, the CO2 emission price and the fuel price both affect the storage dispatch, with rising

prices reducing dispatch as the storage operation becomes less economically attractive. The

evolution of the air-in-place clearly shows, that the storage operations have a long-term sea-

sonal pattern in addition to short-term fluctuations, with an effective storage loading during

summer and unloading during winter. The initial air in place of 5.6 Mt is large compared to

the amount cycled during a one-year period. This supports a stable air-water contact level

in the geological storage formation, minimising the energy required for moving formation

water during the cyclic operation. This allows for high injection and withdrawal rates and

thus a higher overall efficiency.

A prerequisite for the stable long-term operation of the PM-CAES is that air injection and

withdrawal are mass balanced over the yearly cycle, in order to keep the air in place mass
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stable and thus ensure an adequate pressure support as well as the high injection and with-

drawal rates. All load profiles shown here are mass balanced within 1%, and the proposed

method would ensure this mass balance during storage operations by, for example, compen-

sating for slight mismatches in subsequent cycles. The duration of the discharging periods is

generally short, typically on the order of a few hours. However, also longer energy shortage

periods occur in the energy system, with the PM-CAES system continuously providing en-

ergy up to the weekly time-scale at electrical power loads of 115 MW. For this, the maximum

continuous discharge period was extracted from the simulated scenarios (see Fig. 3.3a, b,

c) by identifying the longest sequence in continuous discharge mode within the time series

and calculating the cumulative electric energy provided by the PM-CAES during that time.

The maximum continuous discharge period reaches 106 h (4.4 d), 273 h (11.4 d) and 429 h

(17.9 d) for scenarios 2030, 2050 and 2040, respectively, corresponding to respective cumu-

lative electrical energy outputs of 12.1 GWh, 38.3 GWh and 49.9 GWh. This demonstrates

that PM-CAES can be employed to stabilise future energy systems with high RES shares on

short-term intra-day as well as up to weekly time scales, for example, by compensating for

fluctuating solar energy production or fluctuating wind power production resulting from

changing weather conditions.

3.3.2 Technology variations of the surface power plant

Power plant topology plays a significant role in the PM-CAES performance. In addition to

the diabatic power plant with heat recuperator, as detailed in Section 3.3.1, two adiabatic

power plant topologies were designed, to test different setups (see Table 3.2., Fig. 3.4). An

additional thermal storage module is integrated into the adiabatic power plant concepts,

whereby the heat released during the compression stage was stored and subsequently used

to reheat the air during expansion (Fig. 3.5b, c). All three power plant setups have a lower

isentropic efficiency at the control stage compressors and turbines, respectively (see Table

3.2), as the inlet pressure of the first turbine varies for different working conditions and this

first turbine thus acts as a control stage. To characterise the power plant setup, continuous

charging and discharging tests were performed in accordance with Pfeiffer et al. Pfeiffer

et al. [2021]. To test the maximum time period for which the PM-CAES system will be able

to store or provide energy, continuous loading and unloading simulations are performed

using the same geostorage setup with nine vertical wells (Fig. 3.4). Target power rates are

set to 115 MW for discharge and 230 MW for charging (see Table 3.3).

Figure 3.4a outlines the continuous charging test for the diabatic setup. The first mismatch

between the target and the actual power occurs after 238 h (i.e., 10 d), due to the power
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plant’s having reached the minimum required flow rate of 362 kg/s for the target power.

This is direct result of the negative feedback between required mass flow rate and pressure

during charging as explained in Pfeiffer et al. [2021], where the increasing storage pressure

results in a decrease in the required mass flow rate to achieve a given target power. After

329 h (13.7 d), the maximum allowable storage pressure of 130 bars is reached. Form this

point onwards the operation of the plant is restricted by the geostorage (pressure limit)

and the power plant (minimum flow rate limit) itself which results in decreasing power

uptake. After 847 h (35.3 d) the injection flow rate reaches the lower technical limit of

the compressor and the storage facility is entering a shut-in mode and no gas is injected.

After the air injection phase has been completed the pressure within the storage formation

continues to equilibrate, resulting in a pressure reduction at the storage wells (Fig. 3.4a).

For the adiabatic setups, the power plant behaviour is similar, but the individual restraints

become significant at different times (Fig. 3.4b, c). The upper pressure limit is reached

after 490 h (20.4 d) and 392 h (16.3 d), and loading ceases completely after 1023 h (42.6

d) and 918 h (38.3 d) for 2-AA-CAES and 3-AA-CAES, respectively. Maximum mass flow

rates of 379 kg/s, 309.4 kg/s and 347.4 kg/s are reached within the first hour of loading

for D-CAES, 2-AA-CAES and 3-AA-CAES, respectively, causing storage pressure increases

of about 5–6 bars within the first hour. This demonstrates that an adiabatic power plant

exhibits high charging performance at lower mass flow rates and consequently also allows

for longer continuous charging times than those of the diabatic setup. During compression,

the diabatic plant’s intercooler reduces the air temperature to 298 K, while for the adiabatic

setup the temperature is reduced to only 338 K. Meanwhile, a higher air mass flow rate

is required to compensate for the lost temperature contribution to exergy. The continuous

discharging tests show that the required 115 MW power output can be sustained for the

full 1418 h (59 d) period when using the diabatic setup (Fig. 3.4d). Given that the storage

pressure remains significantly higher than the lower limit at the end of the simulation run,

even longer discharging times could be sustained. By contrast, for the adiabatic power plant

concepts (Fig. 3.4e, f), a power mismatch occurs after 1340 h (55.8 d) for 2-AA-CAES and

1120 h (46.7 d) for 3-AA-CAES, respectively. In the case of the two-stage configuration

2-AA-CAES, only the power plant’s minimum operational flow rate of 242 kg/s limits the

power output. For the three-stage configuration (3-AA-CAES) additionally, the lower BHP

limit is reached after 1251 h (52.1 d). However, this also indicates that an adiabatic concept

could provide continuous power to the power grid for longer than 45 d.

In the case of a diabatic plant, the heat released during compression is lost. The installed

heat recuperator at the expansion stage absorbs heat from burning the additional fuel in the

gas turbine at a temperature of 500 K to preheat air from the storage reservoir at a rate of
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134 MW (Fig. 3.4d). For the adiabatic plant setups, heat from compression is stored in an

internal thermal storage unit at 338 K. During discharge, the air from the storage reservoir is

then preheated to 423 K with a heating rate of 134 MW and 127 MW for the 2-AA-CAES and

3-AA-CAES plant setups, respectively. The 3-AA-CAES plant setup thus requires a lower

heat input, demonstrating a higher performance during power generation. In instances of

power mismatch, the heat rate declines accordingly, as observed for 3-AA-CAES following

1120 h (Fig. 3.4f). Both charging and discharging tests confirm that a PM-CAES can meet

medium-term storage demands and address power shortages in the order of several hours

to a few weeks.

To substantiate these findings, the three power plant topologies are also compared for real-

istic load profiles using scenario year 2030 (Fig. 3.5d, e, f), which has relatively low shadow

electricity prices and an impact on dispatch signals and is better suited to comparative anal-

ysis (see Table 3.1). All three setups were simulated using the same assumptions for the

energy system model and the geostorage model, as Section 3.3.1 demonstrated. The energy

system model generates different dispatch signals for the different power plant configura-

tions, as different price signals are obtained.

The different power plant configurations are evaluated here based on air mass flow rate and

storage pressure (Fig. 3.5d, e, f). Owing to the high-frequency storage loading and unload-

ing cycles, the longer-term limitations associated with continuous charging and discharging

tests are not encountered. Frequent switching to shut-ins or loading/unloading modes equi-

librates storage pressure and adjusts the mass flow rate for PM-CAES. Air mass flow rate and
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Figure 3.4: Power plant performance during 1418 hours’ (59 days) of continuous charging (top row: a, b, c)
and discharging (bottom row: d, e, f) for D-CAES (a, d), 2-AA-CAES (b, e) and 3-AA-CAES (c, f).
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3 Integration of geological energy storage into energy systems

Figure 3.5: Power plant configuration schemes and actual flow rate for scenario 2030 with corresponding
schemes for D-CAES (a, d), 2-AA-CAES (b, e) and 3-AA-CAES (c, f). A different flow rate is re-
quired to charge/discharge the same power.

storage pressure are thus always within the permissible ranges, and no power mismatches

are observed. The maximum flow rate reaches 385.3 kg/s, 316.3 kg/s and 354.5 kg/s for D-

CAES, 2-AA-CAES and 3-AA-CAES, respectively, during storage loading. At higher storage

pressures, a slightly lower air mass flow rate is required to store the same amount of energy

compared to lower storage pressures, as a result of the increased physical exergy at higher

pressures, as Figure 3.5d illustrates in the embedded detail from 4700 h to 4900 h.

To sustain the required 115 MW power rate, the adiabatic power plant topologies require

mass flow rates that are higher by a factor of about 2.1 to 2.3 than those required by the

diabatic setup (see Fig. 3.5d, e, f during discharge), since, in the diabatic case, fuel com-

bustion supplies additional energy. Maximum mass flow rates of 263 kg/s, 233.3 kg/s and

112.1 kg/s are required for 3-AA-CAES, 2-AA-CAES and D-CAES, respectively. This in-

duces a greater reduction in storage pressure for the adiabatic concepts and the occurrence

of pressure limitations. This finding emphasises the need to explicitly account for formation

pressure history in the geostorage model, both for the high-frequency cycles and the contin-

uous charging and discharging tests and achieved in this study through the application of

the coupled model. Although the maximum discharge rate of 115 MW is the same for both

adiabatic concepts, the cumulative required heat during annual discharges is 99.7 GWh for

2-AA-CAES and 103.8 GWh for 3-AA-CAES (Table 3.4). To quantify storage efficiency for re-

alistic, strongly fluctuating load profiles, subsets of the load profile must be identified which

represent mass balanced time intervals—that is, where injected and withdrawn air mass is

equal. Six cycles were evaluated, each representing tens of GWh of charged and discharged
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energy, with the average efficiency given in the last column of Table 3.4. For the adiabatic

power plant setups, the overall storage efficiency ηsto,a is the ratio of the energy provided by

the PM-CAES during discharging Edischarge to the energy used for charging Echarge:

ηsto,a =
Edischarge
Echarge

(3.6)

Overall storage efficiency is found to be about 67% in both adiabatic cases in this study. The

storage efficiency estimation for the diabatic power plant setup must account for the ex-

ternal heat source mfuel LHVfuel required during discharge to heat the discharged air from

the storage. For calculating the storage efficiency of the diabatic CAES, an approach devel-

oped by Tuschy [2008] and successfully applied in former studies [Budt et al., 2016, Pfeiffer

et al., 2021] is used. For this, the diabatic storage efficiency is calculated using a reference

approach according to assuming a reference efficiency ηref=58.5% for the generation of the

additional heat.

ηsto,d =
Edischarge − ηref ˙mf uelLHVf uel

Echarge
(3.7)

This corresponds to a modern but not high-end combined cycle power plant and accounts

for the fact that the gas could have been used in a gas fired power plant instead of in the

diabatic CAES system. The average storage efficiency for the diabatic power plant setup was

found to be about 55% with this reference system (Fig. 3.6). Unsurprisingly this reveals that

storage and reuse of the heat that occurs during air compression can significantly increase

the efficiency of a PM-CAES system, in our case from about 55% to about 67%. However,

already at a reference power plant efficiency of around 52% the diabatic storage efficiency

would match the adiabatic storage efficiency of 67%. This means that the diabatic system

performs substantially better than a combination of the 2-AA-PM-CAES or 3-AA-PM-CAES

and peak load generation using an open cycle gas turbine (OCGT) with a power generation

efficiency of 35% to 40%, but worse than a combination of any of the two advanced adiabatic

PM-CAES topologies together with a combined cycle power plant (CCGT). Both approaches

are depicted in Fig. 3.6, showing that the diabatic storage efficiency decreases with increas-

ing efficiency of the reference gas fired power plant, while the adiabatic efficiency is inde-

pendent of this external reference. The lines cross for a reference plant efficiency of 52%, as

stated above. Overall storage efficiency could be increased by using turbomachinery with an

improved efficiency, by employing heat exchangers with a lower temperature difference and

by applying a higher turbine inlet temperature (in case of the diabatic configuration). Com-

paring PM-CAES with cavern CAES, it is found that the efficiency is generally lower due to
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Figure 3.6: Storage efficiency calculation approach for the diabatic and adiabatic plant topologies.

the required pressure gradient at the storage/borehole interface to inject and withdraw the

compressed air in the porous formation. This effect is discussed and evaluated in detail in

Gasanzade et al. [2021], where three measures to improve the system’s overall efficiency are

identified: reducing the charging and discharging air mass flow rates, increasing the num-

ber of storage wells, and increasing the storage pressure. The first two options reduce the

pressure gradients and thus pressure losses during injection and extraction, while the third

option reduces the impact of the pressure gradient at the storage/borehole interface relative

to the larger overall pressure difference between storage and surface plant.

The different plant designs are also represented in a different energy density (i.e., the ratio

of power to required air flow rate), with a value of 0.285 kWh/kg for the diabatic design and

0.137 kWh/kg and 0.121 kWh/kg for the 2-AA-CEAS and 3-AA-CAES, respectively. Again,

the difference is a result of the added heat from the fuel of the diabatic design. These val-

ues represent site-specific values, accounting for the power plant design and the geological

setting and the high-frequency usage cycles associated with scenario year 2030.

3.3.3 Technological variation in geostorage installations

Drilling and completion of boreholes capable of accommodating the required gas flow rates

is a proven technology in the hydrocarbon industry. In view of high drilling costs, however,

the installation cost of a PM-CAES plant will depend on both the number and lengths of
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wells required. A horizontal well has a deviated drilling path above the storage reservoir and

thus perforates the storage section horizontally, allowing for increased contact area and thus

easier air injection or withdrawal, thus reducing the number of wells needed. Therefore,

this study examines whether it is possible to replace the nine vertical wells with horizontal

wells that vary with respect to screen length. Scenario year 2040 is applied to investigate

the benefits of horizontal well placement, as it is characterised by the highest storage cycle

frequency and a high total electric energy output of 531 GWh, causing well effects on storage

performance to be most pronounced.

The different well configurations are evaluated based on storage pressure and air in place,

as Figure 3.7 illustrates. Two horizontal wells, each with an 850 m-long horizontal segment,

are sufficient to achieve the required mass flow rates at storage pressures within the pres-

sure limits (Fig. 3.7d). The horizontal wells have three completion sections of 150 m in

length, each within the horizontal segment and one completion at the heel (Fig 3.7a). The

larger contact area allows the PM-CAES to operate with lower pressure fluctuations (com-

pare Fig. 3.7d and Fig. 3.3e). The maximum storage pressure was 125 bar at 6160 h (256.7

d), providing a 5-bar safety window to the maximum allowable pressure (Fig. 3.7d). The

maximum air mass flow rate during loading is 369 kg/s, which is 5% lower than that for the

nine vertical wells, because total pressure loss along the nine vertical wells is higher than

along the two horizontal wells. However, this difference occurs only during peak loading

and thus has no discernible impact on air-in-place content (compare Figs. 3.7d and 3.3e). If

the horizontal segment length is reduced to only 425 m while three completion sections are

maintained at a length of 50 m each (Fig. 3.7b), the maximum pressure limit of 130 bar is

reached and a power mismatch following 6133 h (255.5 d) will ensue (Fig. 3.7e). A similar

behaviour was shown and discussed in Section 3.3.2. At the end of the PM-CAES operation,

the air-in-place content is 2.8% lower than the initial value (Fig. 3.7e), as curtailing occurs

only during storage loading.

If only three rather than nine vertical wells are drilled at a distance of 425 m (instead of

the 400 m for the nine wells), storage pressure will show stronger fluctuations, frequently

causing rate reductions as the maximum pressure limit is reached (Fig. 3.7f). This is an

effect of the pressure perturbations originating at each storage well overlapping within the

formation, causing so-called well interference. The first power mismatch occurs after 4078

h (169.9 d) when the power plant reaches the minimum mass flow rate requirement of 362

kg/s. After 4172 h, the maximum allowable pressure limit will limit the storage operation

to reduced charging rates for the next 2946 h/122.8 d (compare Fig. 3.7f with respect to

pressure). This causes the air-in-place content to decline from its initial level by around 6%.

Although the power mismatch is restricted—as, in most instances, the storage can accom-
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modate the power rates required by the energy system—long-term storage operation would

be limited as a result of this reduction as a result of declining pressure support and more

frequent encounters with the maximum pressure limit in subsequent years. This is already

discernible at the end of the simulation at 8670 h when storage pressure has dropped be-

low the hydrostatic level. In the case of such mismatches additional loading cycles must

be included in the storage operation with the aim of maintaining the long-term air mass

balance and stabilising the storage pressure required to support the high power rates re-

quired. The configuration variations demonstrate that, in addition to well number, well

Figure 3.7: Geostorage configuration schemes (top row) and simulation results (bottom row) with (a, d) two
wells with Lh of 850 m, (b, e) Lh of 425 m, (c-f) three vertical wells. Red dots represent power
mismatches between the target power required by the energy system model and actual power from
PM-CAES for scenario year 2040.

type can exert a strong impact on PM-CAES operation and must thus be optimised for any

given storage site. The workflow and methods detailed herein constitute a suitable frame-

work for this. Reducing the number of vertical wells or switching to horizontal wells will

renders PM-CAES more economically attractive, as construction costs depend strongly on

formation depth and well number Lukawski et al. [2014]. Increasing the horizontal segment

length, even when the screened sections are maintained at the same length, will reduce stor-

age pressure fluctuations and thus increase achievable air flow and power rates. Moreover,

a longer horizontal length section may furnish some backup capacity should increased rates

be required in the future, as this would allow for additional or longer completion sections,

which may be installed later on during storage operations, if desired.

The PM-CAES simulated herein are designed for grid-scale energy storage and thus require

high air mass flow rates, causing significant pressure fluctuations in the storage formation.

In order to avoid geomechanical effects, such as formation or cap rock failure, maximum
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and minimum pressure limits must be observed. The injection of air into a deep forma-

tion may induce geochemical reactions and alter formation properties such as porosity or

permeability due to, for example, mineral dissolution or precipitation. Geochemical reac-

tions were not considered in this study. However, as Wang and Bauer [2019] have recently

demonstrated, these may only lead to small changes in the petrophysical properties, based

on a detected increase in porosity by up to 1% and in permeability by up to 5%. For long-

term cycles, a portion of the oxygen injected as part of the air may be lost as a result of

some of the induced geochemical reactions [Wang and Bauer, 2019]. This reduction may

ultimately affect the operation of the diabatic power plant setup, as oxygen is required for

the combustion of fuel to heat the expanding air.

However, for large air in place volumes and frequent cycles, as considered herein, this effect

will most likely be minimal because of mixing within the storage and frequent replenish-

ment with oxygen-rich air in the vicinity of the storage wells. Moreover, a large air-in-place

volume will also lead to a smaller water–air ratio, thus avoiding the extraction of formation

water along with the stored air during storage discharge. These effects indicate that large

subsurface PM-CAES sites are preferable to smaller ones.

Compared to the maximum storage capacity of the geological storage site investigated here,

which Gasanzade et al. [2021] estimated at around 3.67 TWh (see also Section 3.2.2), only

around one-third of the available capacity is required to accommodate the load cycles and

capacity demands of the three future scenario years investigated and to provide a base load

of 115 MW and up to 50 GWh electrical energy output (see Section 3.2). This demonstrates

that a PM-CAES facility will likely encounter rate constraints for both surface and subsur-

face facilities rather than be restricted by a storage capacity limit.

3.4 Conclusion to this chapter

PM-CAES provides an option for balancing and stabilising future power grids with high

fluctuating RES shares. In this study, achievable power rates and storage capacities were

determined for a set of realistic future energy system development pathways, and suitable

power plant setups and geostorage installations were identified. The following conclusions

may be drawn based on the findings:

• The integrated assessment workflow developed in this study has been shown to be suit-

able for dimensioning, planning and optimising PM-CAES facilities at any potential
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storage site worldwide. Storage sites in porous media can be used for GWh PM-CAES

applications in future energy supply systems with a renewable energy share of up to

100%.

• The intricate nature of PM-CAES requires specifically designed power plants that ac-

count for both the energy system characteristics as well as the geostorage’s geological

setting. The presented approach allows site-specific design and optimisation of such

power plants to be performed for a given energy storage application and market sce-

nario.

• Adiabatic PM-CAES plants do not require additional heat sources and are charac-

terised by low CO2 emissions but also comparably low storage efficiencies. Addition-

ally, the required thermal storage poses technological challenges as a result of the high

rates required. Diabatic PM-CAES may provide higher storage efficiencies; depending

on how the required external heat is assessed. However, in today’s D-CAES plants this

additional heat source is natural gas that would have to be replaced by fuels generated

from renewable sources for a 100% renewable energy future.

• Borehole number and well design provide the flexibility to reach the required rates and

capacities for a wide range of subsurface conditions and thus allow the application of

this technology in sedimentary basins worldwide.
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4 Approximating storage in integrated assessments of grid

scale energy storage

Part of the content in the following chapter has been submitted for publication and some parts of

the chapter have already appeared in the Energy Proceedings:

Firdovsi Gasanzade, Wolf Tilmann Pfeiffer and Sebastian Bauer (2022) Proxy Model Develop-

ment and Application for Coupled Power Plant and Geostorage Simulations of Compressed Air

Energy Storage. doi:10.46855/energy-proceedings-10154

4.1 Introduction

Countries worldwide currently transition from conventional hydrocarbon-based to renew-

able energy sources to mitigate the effects of climate change by reducing greenhouse gas

emissions and diversifying electricity production [Clarke et al., 2022]. However, the fluctu-

ating weather-dependent nature of renewable power generation can negatively impact the

stability of the energy system and lead to blackout events [Adamek et al., 2012, Pape et al.,

2014]. Therefore, large-scale proven energy storage technologies are required to mitigate

these fluctuations and support the economic feasibility of a renewable-dominated energy

system. Potential energy storage technologies, such as electrical, electrochemical, chemical,

mechanical and thermal, each with unique characteristics, are currently in active use or be-

ing researched [Luo et al., 2015, Zakeri and Syri, 2015]. Storage technologies that exploit

the energy stored in gases are typically discussed for medium to large-scale storage options.

For example, chemical energy carriers such as hydrogen and methane can compensate for

monthly to seasonal energy imbalances, or compressed air energy storage can be used to

balance the grid during on-peak hours [Kabuth et al., 2017].

CAES is a mechanical energy storage type, whereby energy (exergy) is stored in the form of

pressurised air during times of surplus power generation and released during times of peak

demand or insufficient renewable power generation. The conversion of electrical energy into

high-pressure compressed air has been used for decades to store secondary energy for grid

management, such as at the Huntorf site in Germany and the McIntosh plant in Alabama

[Succar and Williams, 2008]. The ability of CAES power plants to balance short-term daily

fluctuations in energy production within electric grids with a high proportion of renewable

energy sources has renewed interest in this technology. CAES can be categorised as an en-
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vironmentally benign option that leads to deep grid decarbonisation with fast start-up and

ramp rates, allowing operators to quickly respond to changing grid and market conditions

by flexibly changing from generation to compression modes [Budt et al., 2016, Wang and

Bauer, 2017]. Hence, this study is focused on a storage type that absorbs surplus energy

generated from intermittent renewable sources and delivers it back to the grid during peak

load to offset volatility in electricity prices, in the same way, that natural gas storage has

served the gas market. This may lead to operators bringing the plant closer to a steady state

and enhancing grid stability.

Historically, CAES facilities have been deployed in salt caverns for peak shaving and load-

levelling applications rather than to meet the needs of the electricity market [Tuschy, 2008].

The most recent commercialised facility at Goderich site in Canada is designed as a mer-

chant plant to compete in the electricity markets, but it only has a storage capacity of 15

MWh. The main limitation of salt cavern facilities is their available volume, which makes

scaling up difficult to cover large storage demands. Additionally, suitable subsurface set-

tings for CAES applications in salt caverns are limited by geological conditions [King et al.,

2021].To address these limitations, researchers have turned to porous medium compressed

air energy storage, which can provide large storage capacities with high charging/discharg-

ing rates and can be found in sedimentary basins worldwide [Bradshaw and Dance, 2005].

While decades of CAES activities in porous media did not produce desirable pilot scale re-

sults, there is still a large storage capacity potential [Gasanzade et al., 2021, Mouli-Castillo

et al., 2019], as well as the technological capability for CAES for power sector decarbonisa-

tion.

PM-CAES comprises a power plant on the land surface equipped with gas compression and

expansion machinery such as a compressor drivetrain and a generator connected to a tur-

bine. The storage of compressed air is provided by a porous geological formation in the

subsurface, which requires a tight overburden to contain the gas in the formation. The

compressed air is stored in the pore space of the geological formation, and injection and

withdrawal are performed using boreholes with open screen sections. Recent studies have

demonstrated that PM-CAES has the potential to operate at a grid-scale level and can offer

both large storage capacities and high charging/discharging rates [Gasanzade et al., 2023,

Pfeiffer et al., 2021].

The charging and discharging power of a PM-CAES system is highly dependent on storage

pressure and mass flow rates, which are strongly influenced by geological factors affecting

flow processes within the porous storage formation [Pfeiffer et al., 2021]. However, limi-

tations are imposed during operation by the power plant and the geostorage, such as safe
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pressure and mass flow rate limits of individual components. To accurately model all rele-

vant processes and limitations of a PM-CAES system, a simulation tool that couples power

plant and geostorage are necessary [Budt et al., 2016]. To this end, a dedicated power plant

simulation code (TESPy [Witte and Tuschy, 2020]) and a proprietary reservoir simulator

(ECLIPSE [Schlumberger Ltd., 2017]) have been combined and connected through a cou-

pling interface [Pfeiffer et al., 2021]. While the developed tool provides an accurate repre-

sentation of the storage operation of any PM-CAES, its application for scenario simulations

or assessment studies, which typically require the performance of hundreds of individual

simulations with varying power plant and geostorage settings, is extremely time-consuming

or even unfeasible. Conducting a three-dimensional and transient storage reservoir sim-

ulation at large spatial scales poses a high numerical burden. Additionally, the coupled

simulation tool requires access to the proprietary ECLIPSE reservoir simulator and a corre-

sponding license package.

In this work, therefore, the focus is on developing a lower dimensional proxy/semi-analytical

model for the geostorage component of the coupled power plant – geostorage simulator. The

aim is to significantly reduce the simulation runtimes required for scenario analysis and op-

timisation studies while providing accurate predictions of reservoir pressure, achievable

mass flow rates and storage capacity. To this end, the storage reservoir is conceptually sim-

plified so that analytical and semi-analytical solutions for gas flow in porous media can be

applied and combined with a storage gas mass balance. The suitability of the newly de-

veloped geostorage model is evaluated by comparing its results with those obtained using

the full-scale reservoir model for two PM-CAES storage scenarios. The effectiveness of the

developed approach in providing rapid and reliable results for evaluating PM-CAES perfor-

mance is discussed. These evaluations demonstrate the potential of the developed approach

to significantly accelerate the assessment of PM-CAES as a large-scale energy storage appli-

cation.

4.2 Methodology

To accurately simulate compressed air energy storage in porous formations, the intricate

and strongly coupled processes occurring within the surface power plant and the subsur-

face geostorage facilities have to be adequately represented for the wide range of expected

operational modes. In a prior study, a suitable coupled simulator has been developed and

verified [Pfeiffer et al., 2021]. Subsequently, an integrated PM-CAES assessment framework

is developed for dimensioning PM-CAES in renewable dominated energy systems [Gasan-
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zade et al., 2023], where a coupled power plant – geostorage simulator is utilised for scenario

simulation.

While the accuracy of the coupled power plant - geostorage approach has been demon-

strated, it presents several limitations when integrated with a detailed energy system model.

Specifically, it requires extensive computational resources and long simulation runtimes,

rendering it unsuitable for design studies and sensitivity simulations. The geostorage model

is identified as the main contributor to the computational burden of the coupled model.

Therefore, to develop a more efficient simulator, an efficient representation of the subsur-

face storage processes is required. In the following section, brief overview of coupled power

plant – geostorage approach is given to explain this limitation.

To model the surface power plant, a set of nonlinear equations based on the power plant

topology are generated and solved. These equations provide the target mass flow rate as

well as the system pressure required to meet a specific power load. The geostorage model

then provides the actual mass flow rate, which can be supported by the geological storage

formation, as well as the pressure response of the geostorage by solving the corresponding

three-dimensional and transient balance equations based on an extended Darcy’s law and

mass conservation. Mass flow rates and pressures are coupled at the boreholes and made

consistent by iterating between the power plant and the geostorage models.

The following section provides a brief overview of the coupled power plant-geostorage ap-

proach and highlights its limitations. A new approach is then proposed to address these

limitations and demonstrate its effectiveness in simulating PM-CAES. This alternative ap-

proach enables more efficient design studies and parameter variations, offering a valuable

tool for optimising CAES systems in future energy systems.

4.2.1 Storage model development

The assumptions for the development of a simplified and thus more efficient semi-analytical

solution for the geostorage are based on observations of the typical conditions in the storage

required to meet the energy demands. From detailed prior work [Gasanzade et al., 2023,

Pfeiffer et al., 2021, Wang and Bauer, 2017] it has found, that a large gas phase is required,

which supports the large mass flow rates required mainly by expansion and compression, as

opposed to moving the gas–water contact in the porous formation. It could thus be assumed,

that the volume of the gas phase in the storage formation is constant and the mass flow rates

are supported by varying storage pressure and thus varying compressed air density [Katz
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Figure 4.1: Conceptual model with fully perforated vertical storage well in a cylindric reservoir with uniform
petrophysical settings. Gray isolines represent pressure responses near the wellbore.

et al., 1959]. Due to the physical laws governing fluid and gas flow in porous formations, the

pressure at the boreholes will differ from the storage pressure, due to the pressure gradient

required to drive the gas through the formation towards the borehole (Fig. 4.1).

The conceptual model consists of a cylindrical storage reservoir with associated formation

petrophysical settings such as permeability k and porosity φ, and storage well with borehole

radius rw. The geostorage model employs a gas mass balance calculation based on PVT

data for the stored gas, thus linking gas density and viscosity to the storage pressure. The

fluid density can thus be calculated after each time step based on the gas mass injected

or withdrawn through the boreholes, and can be used to determine the pressure boundary

condition pres at the outer boundary of the gas phase (eq. 4.1), assuming a stable gas-water

contact level and isothermal conditions.

ρres =
Mgas(t − 1) +Q(t)∆tρsurf

Vgas(A,h,rres,φ)
(4.1)

with Mgas the total mass of gas within the storage formation in kg, Vgas is the initial gas in

place volume in m3 and Q the flow rate of gas in m3/s at surface conditions (in this study

293.15 K and 101325 Pa). Flow to or from the well in a homogeneous storage reservoir of

constant thickness are determined using analytical solutions for stationary radial gas flow

(eq. 4.2):

pbhp,w = −Q
ρsurf
ρres

ln( rresrw + s)µres
2πkh

+ pres (4.2)
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with pbhp,w the bottom hole pressure at the borehole (Pa), ρsurf the gas density (kg/m3)

at surface conditions, ρres the varying gas density in the storage formation and pres the

reservoir pressure at the outer boundary of the gas phase (Pa). k is the formation permeabil-

ity (m2) and µres the dynamic viscosity at reservoir conditions (Pa·s). The radius rw is the

borehole (m), while rres is the reservoir radius of the outer gas phase boundary.

In the context of storage applications, a large borehole diameter or multiple well setups

are often required to increase a storage target mass flow rates during injection and with-

drawal. The semi-analytical simulator developed in this study accommodates both single

and multiple well setups, by applying a superposition technique for the individual pressure

perturbations caused by each well the reservoir pressure is obtained (Fig. 4.2a). The bottom

hole pressure pbhp,i for each borehole is determined at each timestep, and it is limited to

safe operating values to prevent mechanical alterations to the formation rock integrity. The

user-defined safe operating pressures are set based on the minimum and maximum well

BHP limits and borehole radius for each individual well. If the current pbhp,i violates the

safe operating pressures, the developed model automatically adjusts the flow rates at the

boreholes in an iterative manner to ensure that the safe pressure limits are not exceeded

(as illustrated in Fig. 4.2b). The geostorage model described in the previous section has

h

storage 
reservoir

storage wells
Qi

rres
    rw,i   pbhp,i

φ
   k

1: step 1, time loop: initialise the storage model and fluid flow parameters

2: input: permeability, porosity, initial pressure and temperature, fluid PVT

3: step 2, outer iteration loop:perform the following steps for each time step within
the time loop

4: step 3, well loop: initialise the storage well setup

5: input: storage well location, borehole configurations and BHP limits

6: step 4, inner iteration loop:
7: set/adjust well flow rates
8: calculate expected fluid and reservoir properties
9: calculate pressure change at location of well
10: check if well BHP criteria are met

▪ False: repeat the inner iteration loop with adjusted well flow rates

▪ True: accept the current flow rate for the well and move on to the next well if
pressure at the location of a well falls within BHP limits and the change in mass
flow rate for that well is within a set criterion

11: Check if mass flow rate criteria are met:
▪ False: if mass flow rate criteria are not met, repeat the outer iteration loop with

adjusted well flow rates

▪ True: move on to the next time step within the time loop if the change in mass flow
rates for all wells is within the set criterion,

12: output: After time loop have been completed, output the results of the simulation

(a) (b)

Figure 4.2: (a)Schematic settings of storage reservoir with three vertical wells and calculated bottom hole pres-
sures for various well settings (distance, well radius, limits). (b) Pseudo code of implemented semi-
analytical storage simulator with iteration controls.

been implemented using an in-house build code, which facilitates model setup and initial-

isation, unit conversion and parameter specification. The code comprises a series of input

decks that enable the user to define the storage reservoir settings, fluid PVT properties [Bell

et al., 2014], and well design separately. To enable efficient result evaluations, simulation

output generation is considered for both primary vectors associated with storage wells and

the field pressure through the model domain at specific timesteps using ASCII data format.

80



4 Approximating storage in integrated assessments of grid scale energy storage

As a result, the developed method has a reproducible workflow with an efficient simula-

tion analysis feature. The computational efficiency of the geostorage model is crucial for

its practical application. The object-oriented C++ code used in the model ensures efficient

computation and allows for the implementation of essential features. Additionally, the sim-

ulation output generation feature enables convenient analysis of simulation results, which

is crucial in optimising CAES system design for energy storage applications.

4.2.2 Semi-analytical storage simulator

To validate the developed geostorage model, a test model is designed with three storage

wells in a simplified reservoir with a 500 m diameter. The storage reservoir has a thickness

of 10 m, with 20% effective porosity and 0.1 mD permeability. The model is subjected to

continuous injection and withdrawal, and cyclic operations for a period of 125 days. Dif-

ferent operation phases, flow rates (0.5×106 kg/d, 2.5×106 kg/d and 1×106 kg/d) and time

durations (23 d, 50 d, 7 d and 10 d) are simulated and presented in Fig. 4.3. The simulation

results show the target flow rate injected into storage and withdrawal from storage with

negative sign, and the actual flow rate that can be partially or fully covered by the storage

reservoir. However, all three wells reached the allowable BHP limits, both upper 90 bar and

lower 40 bar, leading to reductions in actual flow rates within the first 100 days, even lead-

ing to a forced shut-in phase, where the actual flow rate equals zero. At the same time, the

target mass flow rates are covered for relatively short time durations and low flow rates dur-

ing the withdrawal phase, starting from 100 d at 1×106 kg/d flow rate and injection phase

from 113 d at 0.5×106 kg/d flow rate (Fig. 4.3). The results demonstrate the capability of

the developed geostorage model to simulate various operation scenarios and its potential

for optimizing CAES system design for future energy systems.

The automatic well flow rate adaptation depends on each individual well BHP, which can

be affected also by interference effects when the distance between wells is short. Figure 4.4

illustrates the field pressure for the entire model domain induced by storage wells located

at a distance of 100 m, therefore pressure interference radiuses are different for central and

flank wells (well #2, 3). Therefore, the contribution of well flow rate to the total actual

flow rate when the pressure at upper or lower limits distinguishes. The developed tool

demonstrates the limitations in storage well planning and enables the consideration of site-

specific settings, even for a simplified reservoir model. Post-processing routines allow for

rapid results evaluation and visualisation of storage pressure distribution.
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Figure 4.3: Exemplary continuous injection, withdrawal and cyclic operation test with actual achievable mass
flow rates from the storage simulator at different storage pressure levels (dashed red lines) and
pressure response in the storage reservoir (black solid line) and central well BHP.

4.2.3 PM-CAES application

The application study presented here aims to showcase the potential of PM-CAES for stor-

ing renewable energy, using a simplified geostorage model. However, as a prior work, it is

important to note that the study considers a realistic energy system with a high share of

renewable energy sources and a technically feasible power plant facility. To achieve an in-

tegrated assessment, we couple an energy system model with a surface power plant model

and a subsurface geological storage model, as shown in Figure 4.5. The energy system model

represents the time-dependent power sources and demand over the course of a year and

controls the loading or unloading of the PM-CAES storage using a dispatch signal. The

power plant model is designed to take into account the geostorage settings, including the

formation depth, well setups, and temperature and pressure ranges. To simulate the cou-
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Figure 4.4: Pressure response during build-up phase from three wells located 100 meters apart, the pressure
isoline is shown in 2 bar increments, the view is from the top.

pled power plant-geostorage system, the newly developed geostorage model replaces the

three-dimensional numerical storage model entirely (Fig. 4.5). This enables us to assess the

performance of the PM-CAES system in a more computationally efficient manner, while still

capturing the key physical processes of the subsurface storage.

The scenario definition for the application study involves the consideration of two develop-

ment pathways for the German energy system towards 100% renewable power generation.

The input for these scenarios assumes total installed capacities of 218 GW and 183.5 GW

for solar and wind power generation respectively and 45 GW for biomass capacity. The de-

tailed pathways for energy system development, including all assumptions on energy sup-

ply and demand and the respective technical installations, are well documented in Hilpert

et al. [2020]. To perform quantitative predictions, the Open Energy Modelling Framework

is utilised to cover Germany and its electrical neighbours [Hilpert et al., 2018], as part of

the ANGUS research project [Kabuth et al., 2017]. The energy system scenarios represent

possible future energy markets in Germany for varying degrees and types of renewable en-

ergy sources, which are reflected in the shadow electricity price, CO2 emission price, and

fuel price. This provides an economic signal for the loading or unloading of the PM-CAES

storage via the dispatch signal.

To obtain the power dispatch of the PM-CAES from the national-scale energy system, an
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Figure 4.5: Schematic of the coupled simulator for CAES modelling (adapted from Pfeiffer et al. [2021] and
Gasanzade et al. [2023]) The diagram illustrates the iterative coupling between a diabatic power
plant and a geostorage model, facilitated by a model interface. The power plant is designed to
achieve a target air mass flow rate, which in turn generates the required power for the energy
system model. The actual air mass flow rates and achievable power at a given storage pressure are
calculated by the coupled model, based on the prior history of the coupled system. The geostorage
model is represented by a newly developed semi-analytical code.

optimisation scheme is integrated into the energy system model using predefined plant and

storage characteristics obtained during the pre-processing design of the power plant. The

dispatch optimisation scheme is based on mixed-integer linear programming [Gurobi Op-

timization, 2021] using a perfect foresight approach, where shadow electricity prices, CO2

emission, and fuel prices are considered as the economic boundary conditions to generate

a time-dependent representation of the electricity load. Two scenarios, namely Scenario #1

and Scenario #2, are generated based on different economic conditions and biomass instal-

lation capacity. The scenario generation description for a site-specific PM-CAES setup with
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all assumptions is documented in Gasanzade et al. [2023].

The optimised energy system model generated two mass-balanced load profiles with hourly

resolution. Scenario #1 requires a total annual storage discharge of 147.713 GWh and 81.550

GWh of charging. In contrast, scenario #2 has a much lower total storage demand of only

54.1 GWh (discharging) and 28.977 GWh (charging) during the year. During discharg-

ing, compressed air is delivered from the geostorage to drive a generator for power genera-

tion, while during charging, off-peak power at low electricity prices is used for ambient air

compression. The energy imbalance of the load profile is compensated by an external heat

source for the diabatic power plant facility. The number of charging and discharging cycles

varies significantly between the two scenarios. For validation and performance comparison

purposes, all simulation runs are performed using both the semi-analytical solution and the

numerical solution in the coupled model.

4.2.4 Power plant facility

The performance of a PM-CAES facility is heavily influenced by the design of its surface

power plant Despite the existence of only three commercial CAES power plants, with two

of them featuring a diabatic power plant design that utilises salt caverns for storage media

[Budt et al., 2016]; this design necessitates external heat supply during expansion stages

due to the absence of heat storage. In this study, a diabatic CAES power plant with a three-

stage compression, two-stage expansion, and a heat recuperator is selected as a realistic test

case for the newly developed geostorage model. This design is comparable to the plant in

McIntosh, USA (Fig. 4.5). Detailed surface power plant configurations and input parameters

for the coupled model are presented in Table 4.1, with a maximum installed power capacity

of 50 MW.

The power plant configurations are accurately represented through the use of the open-

source TESPy simulator [Witte and Tuschy, 2020]. This allowed for the generation of oper-

ating characteristics corresponding to partial load calculations, which are mapped precisely

to the components of the diabatic setup. The power plant model utilised a Newton-Raphson

method to solve a set of non-linear equations based on the properties and physical opera-

tions of each individual component, ensuring the conservation of mass and energy. Numeri-

cal solution parameters are used to describe the thermodynamic state variables of the power

plant at specific operating points, and operation fields for each unit are determined through

systematic calculation of relevant operating points under both injection and withdrawal

conditions.
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Table 4.1: Power plant and geostorage parameters for the scenario simulations.

Component Parameter Value

Compressors

nominal power 50 MW

isentropic efficiency 0.92

isentropic efficiency control stage 0.85

pressure ratio at stages 5

Turbines

nominal power 50 MW

isentropic efficiency 0.90

isentropic efficiency control stage 0.85

Coolers temperature after cooling 298.15 K

Generator & Motor efficiency 0.97

Combustion

fuel type CH4

turbine inlet temperature 1473.15 K

outlet temperature 423.15 K

Storage

nominal pressure compression 75 bar

nominal pressure expansion 65 bar

permeability 500 mD

initial air in place mass 329 kt

initial pressure 72 bar

maximum / minimum allowable BHP 90/40 bar

well length 720 m

well number 9

pipe roughness 0.04 mm

well radius 0.125 m

The power plant model played a crucial role in the integrated assessment, serving as a me-

diator between the energy system model and the geostorage model. Hourly dispatch signals

are applied to determine times of economically attractive storage operation for both loading

and unloading. By accurately representing the behaviour of the power plant components,

the model is able to provide a realistic assessment of the system’s overall performance.
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4.2.5 Geostorage setup

The geostorage model for this study assumes nine vertical wells with an initial pressure

of 72 bar and minimum and maximum bottom hole pressure limits of 40 bar and 90 bar,

respectively. These pressure limits are taken into consideration to prevent harmful mechan-

ical alterations, such as rock integrity, consolidation, or uplift [Röckel and Lempp, 2003].

The storage model domain has a lateral dimension of 1 km x 1 km with a discretisation of 10

m, and storage wells are fully perforated into a 20 m thick storage reservoir with a porosity

of 0.25. The average distance between wells is 250 m with a wellbore radius of 0.125 m.

The well positions are defined elements-wise within a semi-analytical storage simulator.

The pipe roughness and length are considered during power plant design, and expected

pressure losses are taken into account in the power plant model using the Darcy-Weisbach

equation, which takes into account well configurations. The pressure losses reduce the avail-

able pressure at the power plant inlet, which in turn affects the amount of work that can be

extracted from the compressed air. Therefore, the exergy of the compressed air at the power

plant inlet is also affected by the pressure losses. The geostorage model accounts for these ef-

fects by simulating the pressure and temperature profiles in the storage reservoir and wells,

which are used as inputs to the power plant model. The air used in the diabatic CAES power
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Figure 4.6: Storage model setup for scenario simulation with nine fully perforated vertical wells in a 20 m
thick storage reservoir. The deepest slice is visually represented in the figure, with a distance of
250 m between wells.

plant is composed of 0.7553 N2, 0.2314 O2, 0.0129 Ar and 0.0004 CO2, where fluid physi-
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cal properties are explicitly defined as pressure-dependent tables using the thermophysical

property library CoolProp [Bell et al., 2014]. At surface condition, the density of the air

is 1.2046 kg/m3 and the molar mass of dry air is 28.965 g/mol. The storage temperature

is set to 302.35 K, and temperature changes within the formations during the PM-CAES

modelling are excluded. To validate the new PM-CAES assessment approach, a full-scale

numerical model is applied using the ECLIPSE simulator as a reference geostorage model

[Schlumberger Ltd., 2017]. The ECLIPSE 100 black-oil model is used to model the dry gas

fluid type with the same pressure-dependent physical properties and corner-point grid for

storage model setup. The model discretization and initial conditions are the same, and the

model boundary pore volume is adjusted to represent the same initial air in place mass of

329 kt (kiloton).

4.3 Results and Discussion

4.3.1 Scenario simulation

The results of the scenario simulations encompass an annual load profile that takes into

account both the energy system and PM-CAES signals. The target power load from the

energy system has stochastic charging and discharging modes, where off-peak power with a

positive sign is used to compress ambient air into the storage unit at a rate of 50 MW (Figure

4.7). Iterative coupling simulation demonstrates that the dispatch signals can be met by the

PM-CAES facility most of the time for scenario #1 (Figure 4.7a). No mismatches between the

target power required by the energy system and the actual power provided by the coupled

PM-CAES power plant occur during the discharging periods (a total of 3032 hours). The

storage pressure at the well bottom hole is always within the specified BHP limits of 40 bar

and 90 bar for all nine wells. The minimal storage pressure of 50.6 bar is observed at 2241

h during discharging. Overall, 147.7 GWh of annual electrical energy is generated from the

PM-CAES system.

Different mass flow rates are delivered to the surface power plant during PM-CAES dis-

charging, depending on the storage pressure level. The maximum discharge mass flow rate

is 53.8 kg/s, with the average being 51.4 kg/s for scenario #1. Storage level analysis is con-

ducted by cumulative air mass calculation, which is the proximity of gas in place fluctuation

in a typical porous media storage found in an aquifer system. For scenario #1, the storage

level has a seasonal fluctuation pattern, where the minimum level is 213.1 kt and the max-

imum is 399.2 kt. Such a significant working gas content can mainly/typically be allocated
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for porous media CAES applications. For example, large-scale CAES facilities in salt caverns

have available cavern volumes in the range of 310 000 m3– 560 000 m3, leading to limited

working gas content.
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Figure 4.7: Coupled simulation results for scenario #1. (a) Power and pressure profiles were obtained from the
proxy geostorage model, where the negative sign indicates the required power for the PM-CAES
facility. The inset figure shows the power mismatch between time steps 1450 and 1800 hours
during the storage charging phase. (b) Actual air mass flow rates during charging and discharging,
and corresponding cumulative air in place mass-storage level. The simulation starts in January
2050. Pressure is shown in the bar and the flow rate is in kg/s.

During the charging periods, a small mismatch between the target power and actual power

occurs, as shown in the inset of Figure 4.7a, and the total duration of the charging mode

is 1631 hours. However, the total energy stored is only insignificantly lower than the tar-

get, with 81.157 GWh stored compared to the target of 81.550 GWh, indicating that this

effect does not impair storage operation. The observed mismatch during the charging of the

storage is attributed to the specifications of the power plant. Although the storage pressure

remains within the allowable pressure range at all times, the low storage pressure (e.g., 51

bar) at the beginning of the charging period results in large target mass flow rates, which

exceed the power plant’s maximum flow rate limit of 98.8 kg/s, as shown in Figure 4.7b and

4.8b. Consequently, the charging power is reduced to ensure that the maximum mass flow

rate is within the plant’s specification. As the storage pressure increases, a reduced mass

flow rate is sufficient to achieve a given target power, as can be seen from 3000 h onward

in Figure 4.7b. The maximum storage pressure during storage feed-in is 87.7 bar at 6820 h,

with the end of the simulation year being at a level of 74.6 bar.

The simulation results for scenario #2 indicate that the PM-CAES facility is utilised less fre-

quently when compared to scenario #1 (refer to Figure 4.7a and 4.8a), with a total of 595

hours and 1082 hours spent on charging and discharging, respectively. A total of 54.098

GWh of electrical energy is discharged from the storage, while 28.718 GWh is fed-in dur-
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ing charging. The reduced storage demand observed in this scenario can be attributed to

the assumed energy system development pathways in Germany, which includes a signif-

icant capacity of biomass installations. The obtained results indicate that the PM-CAES

system was able to meet the energy storage requirements while satisfying the designated

pressure and mass flow restrictions in both scenarios. Nonetheless, it is worth noting that

the achieved values fell marginally below the targeted values of 54.1 GWh and 28.977 GWh

for scenario #2. Similar to scenario #1, the observed reductions in power rating during the
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Figure 4.8: Coupled simulation results for scenario #2: (a) actual power and pressure; (b) actual air mass flow
rate and cumulative air in place changes from 250 kt to 400 kt.

simulation of scenario #2 (Fig. 4.8a, mismatch), which are also observed during discharging,

are a consequence of the limitations in the power plant design. To maintain a constant tar-

get power output during discharging, the required mass flow rate increases with decreasing

storage pressure (Fig. 4.8b). Given the low storage pressures, the required mass flow rates

to maintain the target discharging power of 50 MW violate the power plant’s mass flow rate

between 2088 h and 2100 h (Fig. 4.8a, embedded figure), and reach the limit of 54.3 kg/s,

and the power rate is thus curtailed from 2105 h to 2140 h (Fig. 4.8b). Coupled simulation

results demonstrate that the PM-CAES system delivers continuous power during 139 h (5.8

d) in scenario #1 and 60 h (2.5 d) in scenario #2. During the year-long storage operation, the

storage pressure remains within a pressure envelope of 47 to 86.6 bars (Fig. 4.8a), and thus

within the BHP-limits of the storage formation. The minimum pressure level is observed at

2133 h and reaches a level of 71.7 bars at the end of the operational year. The same seasonal

storage level change is presented, where air in place content reaches a minimum level of 215

kt and a maximum level of 395.2 kt.

While most of the time electrical energy demand is predicted for short cycles of a few hours

in length, the PM-CAES may also compensate for energy shortages up to the daily scale, sup-

plying electrical power of 50 MW continuously. It is found that the maximum continuous

discharge period reaches 139 h (5.8 d) and 60 h (2.5 d) for scenarios #1 and #2, respectively,
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corresponding to cumulative electrical energy outputs of 6.69 GWh and 3 GWh, respec-

tively. This demonstrates that PM-CAES can be employed to stabilise future energy systems

with high shares of RES on short-term intra-day as well as up to weekly time scales.

In order to discharge the stored energy, an external heat source is required for both scenar-

ios, as the power plant used in this study is a diabatic design. The pressurised air at 302 K

reservoir temperature is realised by storage wells and subsequently reheated using an aver-

age 58.8 MW thermal power input. The amount of heat required for PM-CAES storage plant

is 173.7 GWh and 63.6 GWh for scenario #1 and scenario #2, respectively. The study does

not include reference power plant settings and plant topology, assuming the combustion of

methane with a lower heating value in the combustion chamber. In terms of energy storage

efficiency, the efficiency of the PM-CAES system is analysed through eight mass-balanced

cycles. The results show that the average storage efficiency is 0.53 at the reference plant’s

Carnot efficiency of 0.61 (see Table 4.2 with detailed cyclic analysis results).

4.3.2 Model comparision

In order to validate the accuracy of the new model, a comparison is made between the re-

sults obtained from the semi-analytical solution and those obtained from the coupled sim-

ulator using the ECLIPSE code. The results, as shown in Fig. 4.9, demonstrate a very good

agreement between the two simulation approaches, with the actual power rate difference

between the geostorage models being less than 1 MW for both scenarios during the entire

storage cycle. The numerical model predicted an annual electrical energy discharge and

charge of 147.71 GWh and 81.44 GWh, while the proxy model predicted 147.71 GWh and

81.16 GWh for scenario #1. For scenario #2, the numerical model predicted 54.08 GWh and

28.86 GWh, while the proxy model 54.10 GWh and 28.72 GWh.

Regarding storage pressure, both models show good agreement, with the pressure curves

following the seasonal cycle. However, storage pressure in the proxy model has no sharp

peaks and during long shut-in periods does not tend towards the initial hydrostatic condi-

tions. The reason for the first effect is the stationary flow assumption inherent to equation

2 for flow to the borehole, while the second effect is due to the assumption of a constant

volume of the gas phase. In reality, the gas phase volume expands slightly when pressures

are higher than the hydrostatic pressure. For scenario #1, this leads to an annual average

pressure difference of up to 1 bar, although pressure from the proxy model may be too high

as well as too low. Even though systematic differences exist, the effect on the storage and

power plant operation is small and well within the short-term variability of the realistic
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Table 4.2: Cyclic analysis results for both scenarios, start and end of the cycle period is mass bal-
anced.

Cycle [h]
Cumulative electrical

energy [GWh]
Cumulative heat

required during

discharging [GWh]

Storage

efficiency [-]

start end charging discharging

scenario #1

3 8684 79.5 147.7 173.7 0.527

626 3487 27.0 51.3 60.4 0.522

862 3443 23.3 44.3 52.1 0.522

1624 2877 11.0 21.1 24.8 0.519

4381 7524 27.1 48.9 57.5 0.528

5000 7390 20.1 36.0 42.4 0.525

6210 6863 5.4 9.7 11.4 0.536

6385 7172 7.1 12.8 15.0 0.535

scenario #2

53 8533 28.7 53.6 63.1 0.529

1252 3040 4.6 8.9 10.5 0.513

1980 2328 0.9 1.7 2.0 0.509

5240 7811 8.7 15.8 18.6 0.539

5723 7698 5.7 10.3 12.1 0.539

6681 7265 0.7 1.2 1.4 0.540

6972 7219 0.3 0.5 0.5 0.540

7813 8455 1.6 2.9 3.4 0.536

load curves, so that the proxy model can be regarded as a valid approximation of the gov-

erning storage processes. Table 4.3 provides more detailed information on the comparison

of the two models. These results demonstrate the validity and accuracy of the developed

new model for simulating the operation of PM-CAES in a renewable energy system.

The current simulation approach has some limitations, particularly in terms of spatial reso-

lution, as it may not be able to capture small-scale geological heterogeneity within the reser-

voir. This is because the model is based on simplified equations that may not account for

all geological parameters. However, recent literature has demonstrated a method for repre-

senting heterogeneity in a homogeneous model, which can partially address this limitation.
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Figure 4.9: Comparison of coupled simulation results between the fully discretised numerical model in
ECLIPSE simulator and semi-analytical solution for scenario #1 (a) and scenario #2 (b). Filled
square dots represent actual power from PM-CAES at different pressure levels, with shut-in modes
excluded for comparison.

Another limitation of the semi-analytical model is that it does not capture all factors that

affect temperature changes within the reservoir, such as heat transfer between the fluid and

the surrounding rock formation. Additionally, the long-term pressure build-up or draw-

down may not be well-modeled in the semi-analytical model, although frequent utilisation

of CAES in energy system compensates for this limitation by reducing the need for long

shut-in phases. In contrast, this simplified model can be easily used to model CAES in a salt

cavern, since the pressure history is absent in salt cavities, this is because salt caverns are

relatively homogeneous and have a high permeability, which allows for more linear/pre-

dictable pressure patterns.
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4.3.3 Computational performance

Both geostorage models are compared also in terms of computational performance. All sim-

ulations are run as single-threaded processes on the same workstation using an Intel Xeon

E5-1650 v4 @3.60GHz. Figure 4.10 shows the computational performance comparison of

the two models. The total runtime for the coupled simulation for one year with the hourly

resolution is 2.92 h for scenario #1 and 2.55 h for scenario #2 using the semi-analytical

geostorage model. In contrast, the corresponding times using the fully discretised numeri-

cal model are 47.7 h and 40.6 h, respectively. Thus, this represents a significant reduction

in runtime to about 6%, achieved by using a simplified reservoir model and analytical so-

lutions for the boreholes. Both geostorage code simulations use the same workstation and

settings and the numerical model has already been significantly improved by avoiding static

parameter calculations (e.g., element transmissibility, grid pre-processing, volume calcula-

tion) during every restart using the fast restart option, reducing computation time from

hundreds of hours to tens. This study considers isotropic parameter distribution within

storage reservoir, considering formation heterogeneity will increase the runtime using nu-

merical solutions, which cannot be modelled using the newly developed method presented

here. Although modelling such a reservoir is not technically difficult, the focus of this study

is on a homogeneous and isotropic reservoir. Because for the site-selection study or pre-

liminary design usually geological information is limited within basins. To address this

limitation, a low-dimensional model can be used for initial facility definition and site selec-

tion. This approach is suitable for basins with limited data or where no model is available.

After conducting scenario simulations, a detailed numerical model can be created for fur-

ther analysis, such as deriving rate information. This allows the numerical storage model

to be used separately, avoiding iterative coupling and enabling all simulations to be done

through a dispatch signal.

Table 4.3: Comparison of simulation results obtained from numerical and semi-analytical solutions.

Semi-analytical Numerical

Target annual

energy [GWh]

Actual annual

energy [GWh]

Actual annual

energy [GWh]

discharging charging discharging charging discharging charging

Scenario #1 147.71 81.55 147.71 81.16 147.71 81.44

Scenario #2 54.10 28.98 54.10 28.72 54.08 28.86
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Figure 4.10: Computational performance comparison between numerical and semi-analytical solutions for two
simulated scenarios

The semi-analytical geostorage model developed in this study provides a faster and more

efficient alternative to the numerical reservoir model for PM-CAES applications. The use of

simplified reservoir models and analytical solutions for boreholes significantly reduces the

runtime, making it a valuable tool for optimising the design and evaluation of operational

conditions for renewable energy storage applications. Further optimisations of the power

plant model and coupling routines can be explored to improve computational performance

even further.

4.4 Conclusion to this chapter

The study demonstrates that the newly developed approach provides an accurate approx-

imation of the geostorage processes occurring during PM-CAES. The model coupling ap-

proach applied here enables the simulation of behaviours and interactions within a PM-

CAES system explicitly. The flexibility of the geostorage model allows it to represent typical

subsurface storage settings and storage well designs, making it a valuable tool for assessing

the feasibility of PM-CAES in future energy system market conditions. Based on the results,

the following conclusions can be made:
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• The coupled simulator using the semi-analytical solution provides a tool for assessing

the feasibility of porous media compressed air energy storage for future energy system

market conditions, allowing thus the optimising the power plant set-up and storage

operation.

• The storage performance metrics obtained with the semi-analytical solution are in

good agreement with those obtained by the numerical geostorage model, even when

accounting for technological and geological constraints.

• The developed method can be used for site screening studies to evaluate the poten-

tial storage site hypothetical performance characteristics with a feasible power plant

and conduct sensitivity analyses, to investigate the impact of various geological and

operational parameters on the performance of PM-CAES.

• Subsequent enhancement of computational performance should be done within the

power plant simulator and coupled interface code. Future research should focus on

optimising these areas and integrating geostorage into national-scale energy system

modelling frameworks.
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5 Gas leakage through a fault zone during gas storage

Part of the content in the following chapter has appeared in the Advances in Geosciences:

Firdovsi Gasanzade, Sebastian Bauer and Wolf Tilmann Pfeiffer (2019) Sensitivity analysis of gas

leakage through a fault zone during subsurface gas storage in porous formations. doi:10.5194/adgeo-

49-155-2019

5.1 Introduction

Worldwide, countries are promoting a transition from conventional to renewable energy

sources to mitigate global climate change [IPCC, 2014]. In Germany, the so-called “En-

ergiewende” resulted in 31.6% of the total power generation in the year 2016 being based

on renewable sources, with the overall aim being 80% by the year 2050 [BMWi, 2018]. How-

ever, power generation from renewable sources is stochastic, so that the fluctuating avail-

ability of wind and solar radiation can cause challenges for an optimal management of en-

ergy system and energy storage on various scales might be required in systems largely based

on renewable power generation [Schiebahn et al., 2015]. The geological subsurface and

specifically porous formations can provide large storage capacities for gases [Bauer et al.,

2013, Kabuth et al., 2017], either for a mechanical energy storage concept utilising com-

pressed air [Mouli-Castillo et al., 2019, Sopher et al., 2019, Wang and Bauer, 2017] or for

storing a chemical energy carrier, such as hydrogen or methane [Matos et al., 2019, Pfeiffer

et al., 2017, Sainz-Garcia et al., 2017].

The North German Basin has previously been investigated for CO2 storage [Kempka et al.,

2015, Schäfer et al., 2010]. This led to the identification of several potential storage sites

[Hese, 2012], which used for storing other gases such as methane or compressed air. How-

ever, fault systems exist throughout the NGB, including the identified storage sites, which

introduces uncertainty regarding the possibility of gas leakage [Folga et al., 2016, Olden-

burg et al., 2002]. Such a leakage of gas would not only result in a reduced gas in place, but

also in a potential drop in formation pressure, both resulting in a reduced storage capacity

and storage self-discharging over time. Furthermore, gas leaking from a subsurface storage

site into shallow formations can trigger chemical reactions and can have an adverse effect

on e.g. drinking water supplies Kempka et al. [2015]. Consequently, an assessment of po-

tential gas leakage rates is useful to be able to assess potential impacts prior to any storage

development or operation.
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The leakage of gas from a gas storage site is driven by the buoyancy of the lighter gas com-

pared to the surrounding formation water as well as the pressure gradient between the

storage formation and the fault zone [Chen et al., 2013]. During a gas storage operation, the

storage pressure fluctuates several bars, depending on the current operational mode and

storage setup, e.g. up to ±35 bars for a hydrogen storage site designed for weekly with-

drawal periods [Pfeiffer et al., 2017] and ±41.5 bars for a compressed air energy storage

used in a daily storage scheme [Wang and Bauer, 2017]. Studies on gas leakage during nat-

ural gas storage show that frequent pressure fluctuations in the storage formation can affect

leakage rates through fault zones intersecting the gas storage site [Chen et al., 2013]. In ad-

dition to the changes in formation pressure due to the storage operation, also the properties

of the fault system and its internal structure affect leakage of fluids. However, such fault

zone properties are often unknown and are subject to uncertainties [Faulkner et al., 2003,

Fisher and Knipe, 2001, Gibson, 1998]. The effect of existing fault systems on the operation

at a potential storage site, i.e. occurring leakage rates and resulting reduction in formation

pressure, must be investigated prior to any deployment. This study is aimed at investigating

leakage characteristics during a storage operation at a potential gas storage site in the NGB

for different fault zone parametrisations. For this, first a geological model of a potential gas

storage site in the NGB, which includes six individual faults, was constructed. A hypothet-

ical methane storage operation is designed and the storage operation is simulated using a

3D reservoir model to obtain realistic storage pressures. Subsequently, a sensitivity analysis

aimed at determining leakage rates for different fault zone parametrisations is carried out

on a 2D slice of the model area.

5.2 Geological storage model

A potential gas storage site must satisfy the following criteria: a sufficiently high reservoir

volume to store the desired amount of gas, a high intrinsic permeability to provide the re-

quired flow rates and a satisfactory containment of the stored gas [Bennion et al., 2000,

Matos et al., 2019]. In the NGB the Quickborn-Volpriehausen, the Rhaetian and the Dog-

ger sandstones are potential storage formations, as they typically provide sufficiently high

permeabilities and occur in combination with potential cap rocks [Hese, 2012]. Due to salt

tectonics within the NGB, all sedimentary depositions were affected by changes in regional

stresses [Baldschuhn et al., 2001, Hese, 2012]. This resulted in formation of potentially

suitable geological traps as well as major fault systems [Baldschuhn et al., 2001, Lehné and

Sirocko, 2005]. These major fault systems typically strike N-S to NNE-SSW (Fig. 5.1a). Lo-

cal faults striking in different directions often accompany the major fault systems on the top

and sides of salt structures [Baldschuhn et al., 2001, Reinhold et al., 2008]. The combination
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Figure 5.1: a) Salt structures, associated faults and the study area within the NGB in Schleswig-Holstein. The
dashed outline is the area of Geotectonic Atlas of Northwestern Germany and the German North
Sea within SH (after [Baldschuhn et al., 2001, Hese, 2012]); b) 3D geological structure model cre-
ated for the study with six fault systems (average dip angle 61° to 82°).

of the number of fault systems and the different strike directions results in a complex sedi-

mentary architecture in the NGB. Structural model used for the investigation of gas leakage

from a storage site must represent this complexity and should therefore include all existing

structures. In this study, a structural model of a potential storage structure was previously

investigated for CO2 [Hese, 2012] and later for hydrogen storage [Pfeiffer et al., 2017] and

is created and used for the scenario simulations. At the storage site, an anticline trap was

formed by halokinesis, with normal and reverse faults intersecting with the structure and

providing potential leakage pathways for fluid migration (Fig. 5.1b). In the previous study

by Pfeiffer et al. [2017], the faults at the study site are assumed to be sealing and boundary

conditions were chosen accordingly for the flow simulation model. Of the three poten-

tial storage formations in the NGB, only the Quickborn-Volpriehausen and the Rhaetian

sandstones exist at the storage site. While the Quickborn-Volpriehausen sandstones are at

depths of 1860 m, the Rhaetian sandstones are located at a more suitable, shallower depth

of around 400 m. In total, 14 deep (Permian till Paleogene) and 9 shallow (Miocene till

Pleistocene) base horizons were used to create the 3D geological model, which has a spatial

extend 23.5 km by 27.7 km by 6 km. The modelling was done using the Petrel E&P platform

[Schlumberger Ltd., 2018], based on horizon and fault data provided and calibrated based

on six well drilling data and seven seismic profiles by Hese [2012]. For each fault system,

the geometrical fault-fault and fault-horizon interrelationships are considered. The fault

systems are featured in a discrete corner point grid, which enables the representation of

the fault zone complexity and allows local grid refinements, according to the requirements

of the study (Fig. 5.1b). The structural analysis of fault systems at the study site shows a

dip-slip movement tendency. The average dip angle of Faults 1, 3 and 4 is 70°. Fault 2 has

a lower average dip angle of 61°, while Faults 5 and 6 show a higher average dip angle of

82°. The primary strike direction is NE-SW, similar to the major salt structures in the NGB
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[Reinhold et al., 2008]. The fault systems crosscut the Triassic storage formations and reach

up to the Oligocene horizon [Baldschuhn et al., 2001]. The average fault throw is 30 m with

a total displacement of 35 m. However, locally the fault throw can reach 200 m and total

displacement can be up to 240 m, which can serve as a rough probability indicator for faults

acting as a possible leakage pathway [Knipe et al., 1997, Manzocchi et al., 1999, Shipton and

Cowie, 2001].

During the formation of such faults, the grains of the host rock are crushed and re-arranged

along the deformation band, resulting in the formation of breccias, catalaclasites, ultracata-

clasites and veins [Aydin, 1978, Caine et al., 1996]. The adjacent rock matrix to each side of

the deformation band is typically densely fractured [Caine et al., 1996, Fossen et al., 2007].

The petrophysical properties of these two zones differ significantly, which is commonly rep-

resented by distinguishing between a fault core and a damage zone [Aydin, 1978, Caine

et al., 1996, Faulkner et al., 2003]. Understanding the fluid flow processes occurring in a

fault zone requires the investigation of the main characteristics of the system, i.e. the fault

core, the damage zones and the adjacent host rock. The properties of these units affecting

fluid flow are hydraulic permeability and capillary entry pressure as well as spatial extent

[Knipe et al., 1997].

Due to the aforementioned processes, the fault core typically acts as a barrier towards fluid

flow, i.e. the permeability is lower than that of the undisturbed host rock [Aydin, 1978,

Caine et al., 1996, Gibson, 1998]. The petrophysical properties within a fault zone formed

through a deformation band mechanism are controlled by the host rock properties and per-

meability reductions of approximately 4 to 6 orders of magnitude compared to the original

host rock can be observed [Faulkner et al., 2003, Gibson, 1998, Knipe et al., 1997]. Studies

show that the fault core permeability is within the range from 10-2 mD to 10-6 mD for sili-

ciclastic rocks similar to those found in the NGB [Caine et al., 1996, Faulkner et al., 2003,

Flodin et al., 2005, Gibson, 1998, Shipton and Cowie, 2001]. The damage zones are the area

or volume of host rock affected by the fault genesis to both sides of the fault core [Aydin,

1978, Caine et al., 1996, Faulkner et al., 2003]. Contrary to the fault core, damage zones typ-

ically have hydraulic conductivities that are higher than the respective host rock due to high

density of fractures, faults and cleavage [Caine et al., 1996]. For siliciclastic rocks, damage

zone permeabilities typically range from 10 mD to 10-2 mD [Gibson, 1998, Rinaldi et al.,

2014a, Torabi et al., 2013]. Capillary processes can be significant due to the reservoir rock

being juxtaposed across the fault zone against the upper formations. Capillary entry pres-

sure is one of the important parameters controlling the fluid flow in such conditions, with

values given in literature typically ranging from 4 bars to 100 bars [Flodin et al., 2005, Gib-

son, 1998, Knipe et al., 1997, Torabi et al., 2013]. Experimental and literature studies have
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shown that damage zones can reach up to 100 m on both sides from fault centre, whereas

fault cores have significantly smaller thicknesses of less than 0.5 m [Faulkner et al., 2003,

Knipe et al., 1997, Shipton and Cowie, 2001].

5.3 Gas storage simulation

The pressure fluctuations induced by a storage operation depend on the thickness and

extent of the storage formation, the petrophysical properties of the storage formation as

well as the injection/withdrawal history and the underlying storage scenario, which dic-

tates the boundary conditions for the storage operation. For this study, a storage scenario

is constructed, based on the assumption periods with no power generation from renew-

able sources for one week. In 2016 the average weekly electricity demand of the state of

Schleswig-Holstein was about 1.04 million GJ [MELUR, 2018]. Taking this as a reference

and assuming the efficiency of re-electrification of methane to be 60% [Schiebahn et al.,

2015], a storage site must provide 48.4 million sm3 (at surface conditions) of synthetic nat-

ural gas during the period of 7 days to cover the complete storage demand of such scenario.

The storage operation consists of an initial filling of the storage with gas, a cycling storage

operation and a subsequent shut-in period. The initial gas injection lasts for 1460 days,

during which 263 million sm3 of gas are injected. The cyclic operation consists of six storage

cycles, with the withdrawal rate in each cycle being set to 1.4 million sm3/d per well. Each

withdrawal period is followed by refilling of the storage formation with gas at a rate of

350000 sm3/d per well for 30 days. Subsequent to the cyclic operation, a shut-in period of

222 days is simulated, resembling a temporary abandonment of the operation.

The storage operation is simulated using five vertical wells located near the top of the anti-

cline at the depths of 429 m, 458 m, 484 m, 514 m and 554 m (Fig. 5.2). The corresponding

initial well pressures are 43.0 bars, 46.0 bars, 48.6 bars, 51.6 bars and 55.4 bars. The gradi-

ent of the minimum horizontal stress of the suprasalinar sediments in the NGB is estimated

to be around 0.15 bar/m [Röckel and Lempp, 2003]. Assuming this to be the fracture pres-

sure gradient and thus the maximum allowable pressure increase, the upper bottom hole

pressure values in wells 1 to 5 are calculated as 64.3 bars, 68.7 bars, 72.6 bars, 77.1 bars and

83.1 bars, respectively. The lower pressure limit of the wells during withdrawal were set to

an arbitrary 30 bars. Geomechanical processes such as fault reactivation are not explicitly

considered in this study. However, with the defined BHP limits geomechanical reactions

due to the storage operation are assumed unlikely. To minimise the computational load,
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Figure 5.2: Gas phase distribution in the 3D model after the storage initialisation. Five vertical storage wells
located near the top of the anticline, 900 m from well 1 is the “virtual” well for pressure controlling
in 2D study.

the Rhaetian storage formation and the cap rocks are included in this simulation, with the

spatial discretisation 50 m by 50 m in lateral directions. At the storage site, the mudstones

of the Lias and the Lower Cretaceous form the cap rocks above the storage formation. How-

ever, the Lias is eroded towards the fault axis, so that only the Lower Cretaceous forms a

complete seal over the storage formation. The model is discretised in vertical direction by

dividing the individual units, i.e. the cap rocks and the storage formation, into a constant

number of layers. The resulting vertical discretisation of the grid varies therefore with the

local thickness of the individual unit. The storage formation is divided into five layers, with

the resulting vertical discretisation ranging from 0.01 m to 26 m. The Lias and the Lower

Cretaceous cap rocks are discretised using twenty layers, with resulting vertical discreti-

sation ranging from 0.001 m to 13 m and 1 m to 5 m, respectively. No flow is allowed

across the model boundaries, providing a conservative estimation of the pressure changes
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Table 5.1: Model parameters used for 3D gas storage simulation.

Parameters
Storage

formation
Cap rock Fault core Damage zone

Permeability, k [mD] 500 10-4 10-2 10-2

Porosity, φ [-] 0.30 0.15 0.15 0.15

Residual water saturation, Sw,r [-] 0.20 0.60 0.40 0.40

Capillary entry pressure, pc [bar] 0.20 60 4 4

occurring during the storage operation, as overpressures cannot dissipate. All petrophysical

properties are assumed as homogeneous and isotropic within the individual geological units

(Table 5.2). The Brooks and Corey formulation [Brooks and Corey, 1964] is used to calcu-

late phase permeabilities and capillary pressure, based on phase saturations. The ECLIPSE

E100 black-oil simulator is used [Schlumberger Ltd., 2017], assuming immiscible two-phase

flow of water and gas. It was successfully tested in a benchmark paper by Class et al. [2009]

for a comparable setting and represents therefore a valid choice as modelling tool. During

initial storage filling, the injected gas accumulates at the top of the anticline (Fig. 5.2). The

initial filling of the storage is accompanied with a significant pressure increase, so that the

BHP in well 1 reaches the upper limit after 300 days, resulting in an automatic reduction

of applied injection rates and ultimately in the well being shut after 1410 days (Fig. 5.3).

For the deeper wells 2, 3, 4 and 5 the upper limit is not exceeded during the initial filling,

with well pressures peaking at 65.9 bars, 67.0 bars, 67.6 bars and 68.3 bars, respectively.

The target withdrawal rates of 1.4 million sm3/d are sustained for all wells in all storage

cycles, so that 49 million sm3 of gas is produced from the storage formation in each cycle.

During the first storage cycle the well pressures decrease to 38.5 bars, 37.1 bars, 34.2 bars,

33.3 bars and 34.1 bars in wells 1 to 5, respectively. In the subsequent refilling period, the

target injection rates are achieved in wells 2 to 5, while the upper BHP limit is reached in

well 1. Thus, less gas can be injected than planned, with the total injected gas volume being

50.9 million sm3. Regardless, the target withdrawal rates are achieved in every storage cy-

cle, so that the storage site can cover 100% of the storage demand, as defined in this study.

The storage pressure follows the trend of well pressure with the magnitude of the pressure

change during different storage phases being considerably dampened (Fig. 5.3). After the

initial filling, the storage pressure 900 m south of the storage wells, which is the position of

the 2D slice used for the leakage scenario simulations, is around 62 bars. During the stor-

age operation, pressure fluctuates between about 60 bars and 55 bars. Thus, the observed

pressure changes during the storage operation is 7 bars at the position of the 2D model. In

the shut-in period of the storage operation after 1683 days, the storage pressure rebounds
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Figure 5.3: (a)The total flow rate during injection and withdrawal phases and corresponding gas in place level;
(b) Bottom hole pressure for five vertical wells during the storage cyclic operation starting at day
1461 and the following shut-in period of 222 days; the dashed red line depicts the pressure change
at the position of the 2D-slice used for the leakage scenario simulations.

to 62.0 bars and then slowly declines to around 59.9 bars at the end of simulation at the day

1827.
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5.4 Gas leakage simulations

For the leakage simulations, only a 2D slice extracted from the full 3D model is used (Fig.

5.2), with the initial and boundary conditions being set based on the simulation results of

the full 3D model of the storage operation. The 2D slice is oriented W-E, intersecting with

the gas storage at about 900 m south of the storage well 1. The slice position was selected

to represent realistic storage pressures, a high local gas volume, as well as a good approx-

imation of the fault-storage interface (Fig. 5.2). At the given slice position, the pressure in

the storage formation fluctuates during the cyclic storage operation by 7 bars, as can be seen

from the 3D simulation (Fig. 5.3). For a realistic representation of storage pressure, an ad-

ditional well is placed 350 m east from the fault zone in the 2D model that does not exist in

the 3D model. The operation of this “virtual” well is the pressure control, i.e. the temporal

evolution of storage pressure in the 3D model is represented by cycling the pressure at the

virtual well between the minimum pressure of 55 bars and the maximum pressure of 62

bars observed in the 3D model (Fig. 5.3). The petrophysical properties of the fault damage

zone are directly assigned to the grid elements. Using local grid refinement, the first 50 m

from the fault zone and the storage formation were refined to grid blocks of 50 m by 1 m in

lateral direction. The fault core properties are assigned using transmissibility multipliers at

the connecting grid blocks [Manzocchi et al., 1999]. For the leakage scenario simulations,

only the cyclic storage phase and the subsequent shut-in period are considered. Thus, the

initial formation pressure is assumed to be 62.7 bars (compare Fig. 5.3).

Three different scenario parametrisations are tested in this study (Table 5.2). In the scenario

I only the permeability of the damage zone is changed, while in the scenario II the capillary

entry pressures are being varied. In the scenario III, both the damage zone permeability

and the capillary entry pressure are varied simultaneously based on the Leverett J-function

scaling [Leverett, 1941]. For this, 0.01 mD and 4 bars are set as the respective reference

permeability and capillary entry pressure. Thus, increasing damage zone permeabilities are

accompanied by decreasing capillary entry pressures in the simulation runs of the scenario

III.

5.5 Simulation results and discussion

The leakage simulations start with a withdrawal cycle, during which the pressure in the

storage formation decreases to values close to 55 bars and the fault zone pressures being

55.0 bars, 55.0 bars, 54.9 bars and 54.8 bars for simulation runs #1 to #4 (Fig. 5.4a). Even
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though the pressure differential between the storage formation and the fault zone is small,

the gas leaks into the fault zone and rises upwards (Fig. 5.5). The peak gas leakage rates are

325 sm3/d and 2308 sm3/d in simulation runs #3 and #4, while runs #1 and #2 show leak-

age rates below 25 sm3/d. During the subsequent injection period from day 1468 to day

1498, the pressure in the storage formation rapidly increases, with the fault zone pressure

following behind (Fig. 5.4a). Correspondingly, gas leakage occurs with peak rates being 5

sm3/d, 24 sm3/d, 325 sm3/d and 2308 sm3/d during the first injection for the simulation

runs #1 to #4 of the scenario I (Fig. 5.6a). However, the rates quickly decline within the

first hours of injection for the simulation case, assuming a damage zone permeability of 10

mD (run #4) with the average leakage rate being 2020 sm3/d. Contrary to that, the peak

and average leakage rates are relatively constant in the remaining simulation runs. During

the following withdrawal of gas, the pressure in the storage formation is again dropping to

around 55 bars, which greatly reduces the gas leakage for the higher permeability simula-

tion runs (#3, #4) and stops it for in the lower permeability runs (#1, #2) altogether (Fig.

5.4a). The characteristics of the gas leakage rates are similar in the subsequent storage cy-

cles, however, the differences between the peak and average leakage rates during injection

increase slightly. In the dormant phase of the storage operation after 222 days of opera-

tion, gas leakage rates gradually decrease to around 2 sm3/d, 35 sm3/d, 348 sm3/d and 866

sm3/d for damage zone permeabilities of 0.01 mD, 0.1 mD, 1 mD and 10 mD, respectively.

This happens while the pressure differential between the storage formation and the fault

zone remains relatively constant (Fig. 5.4a). For the different capillary entry pressure cases

at a constant fault zone permeability of 0.01 mD (scenario II), the gas leakage rate never

exceeds 15 sm3/d during injection (Fig. 5.6b). For the simulation cases with higher capil-

lary entry pressures, i.e. 6 bars, 8 bars and 10 bars, the differential between the gas phase

pressure in the storage and the fluid pressure in fault system is not sufficient to result in

significant leakage. For the simulation case with the lower capillary entry pressure (run #8),

the highest leakage rates of the scenario II are observed. However, the low damage zone per-

meability retards the advance of the gas phase sufficiently to minimise gas leakage. The low

pressure differential between the storage formation and the fault zone inhibits any leakage

during the first withdrawal period in simulation runs #1, #5 to #8. The pressure in the fault

Table 5.2: Model parameters used for leakage scenario simulations.

Run # 1, 2, 3, 4 5, 6, 7, 1, 8 1, 9, 10, 11

Scenario I Scenario II Scenario III

Damage zone permeability [mD] 0.01, 0.1, 1, 10 0.01 0.01, 0.1, 1, 10

Capillary entry pressure [bar] 4 10, 8, 6, 4, 0.4 4, 1.26, 0.4, 0.13
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Figure 5.4: Pressure fluctuation during cycling operation in 2D model, solid lines represent pressure in the
fault zones: (a) scenario I - for the damage zone permeability cases; (b) scenario II - for capillary
entry pressure cases; (c) scenario III - for normalised capillary entry pressure cases.

zone is not lower than the storage formation pressure in the following withdrawal cycles, so

that no gas leakage occurs (Fig. 5.4b). In the shut-in period of the storage operation, the gas

leakage rates are constant, never exceeding 3.5 sm3/d.

The overall characteristics of the gas leakage in the scenario III, i.e. when capillary entry

pressure is scaled according to the permeability of the damage zone (runs #9 to #11), are

similar to the results of the scenario I (Fig. 5.4a, c). However, the gas leakage rates are

generally higher than in the scenario I, with peak leakage rates being 30 sm3/d, 473 sm3/d
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Figure 5.5: Gas phase saturation in the fault zone at day 1827, scaled-up by 3 units in z axis. The black tilted
line represents the faults core. The gas flows from the storage formation to the damage zone and is
directed upwards within the damage zone for runs #1-#4, #6, #8, #10 and #11.

and 3240 sm3/d, in simulation runs #9, #10 and #11, respectively (Fig. 5.6c). For the

simulation runs with higher fault zone permeabilities, a decrease in the leakage rates is

observed, so that in simulation run #11 (10 mD, 0.13 bar) the average gas leakage rate is 2770

sm3/d. For the low permeability case, the peak and average leakage rates only show a small
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5 Gas leakage through a fault zone during gas storage

decrease over the injection periods. In the shut-in phase of the storage operation, leakage

rates gradually decrease to around 47 sm3/d, 497 sm3/d and 1143 sm3/d, for damage zone

permeabilities of 0.1 mD, 1 mD and 10 mD, in combination with scaled entry pressures of

1.26 bar, 0.4 bar and 0.13 bar, correspondingly.

For all tested scenarios, an increase in the peak gas leakage rate is observed with the number

of storage cycles (Fig. 5.6). This can be explained by changes in the phase mobility over

time. After the first couple of storage cycles, gas intrudes into the fault zone (Fig. 5.5),
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Figure 5.6: Gas leakage rates during six injection periods for: (a) scenario I – damage zone permeability cases;
(b) scenario II – capillary entry pressure cases; (c) scenario III – normalised capillary entry pressure
cases.
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resulting in a reduced water saturation. Correspondingly, the relative permeability of gas in

the affected area increases, while the relative permeability of water decreases. This increased

gas mobility results in a further advance of the gas intrusion as the buoyancy of the gas

drives it upwards. During the withdrawal cycles with no or only very little gas entering

the fault zone, so this can result in decreasing gas saturations and thus a reduced mobility.

After all storage cycles are completed, i.e. in the dormant phase of the storage, leakage rates

decrease for all scenarios asymptotically, as the overpressures in the storage formation are

redistributed and local pressure gradients decrease.

Comparing the average leakage rates during the injection phases of the storage operation

shows a strong dependence of the observed leakage rates on the damage zone permeability

and the capillary pressure (Fig. 5.7). Unsurprisingly, leakage rates decrease with increasing

capillary entry pressure and decreasing damage zone permeability. Considerable gas leak-

age occurs when the damage zone permeability is greater than 1 mD. The capillary entry

pressure acts as the main sealing mechanism with no significant gas leakage in any of the

tested cases (Fig. 5.7b). However, the capillary entry pressure strongly depends on geom-

etry of the pores within the rock formation, as does the permeability. Considering this, by

scaling the capillary entry pressure according to the damage zone permeability shows a sig-

nificant increase in the gas leakage rates for higher permeabilities and thus lower capillary

entry pressures (Fig. 5.7c). Based on the leakage rate observed in the 2D model, the total
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Figure 5.7: Comparison of the influence of fault zone parameters on the average leakage rate during six in-
jection periods; Parameters: (a) damage zone permeability; (b) capillary entry pressure; (c) scaled
capillary pressure and damage zone permeability.

leakage rate and the leakage volume can be calculated by considering the exposure of the

gas-filled part of the storage formation to the fault zone. For the given site, the total ex-

posure length is about 3900 m (Fig. 5.3). Thus, the total leakage rate is in the range from

1.3×102 sm3/d to 2.2×105 sm3/d during the injection periods of the storage operation and

0.2×102 sm3/d to 1.5×105 sm3/d during withdrawal. During a complete storage cycle the

total gas leakage volume is in the range from 4.3×103 sm3 to 7.5×106 sm3, corresponding to

0.002% to 2.8% of the total GIP.
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5.6 Conclusion to this chapter

In this study, the leakage of gas along a fault system during a subsurface gas storage op-

eration at an existing geological structure was investigated and the dependence of the gas

leakage rates on the fault damage zone permeability and capillary entry pressure was anal-

ysed. A 3D structural-geological model of the hypothetical storage site was constructed and

used to simulate a storage operation to obtain realistic boundary conditions for the sensi-

tivity analysis. The storage operation was designed to provide enough electricity for one

week to offset a complete lack of renewable power generation in the state of Schleswig-

Holstein, home to around 2.8 Million people. With the baseline characterisation, the gas

storage can deliver 100% of the target power demand over a period of 7 days using five ver-

tical wells. At the storage-fault interface this storage operation results in pressure changes

between injection and withdrawal of around 7 bars. The leakage scenario simulations show

that the fault zone intersecting the storage formation can act as either a conduit or a bar-

rier for fluid flow, depending on petrophysical parameters, the fluid flow properties and

the current storage operation. During gas injection the storage pressure increases, thus the

peak leakage rates are observed during these phases with values as high as 3000 sm3/d for

damage zone permeabilities of 10 mD and capillary entry pressures of 0.13 bar. For lower

damage zone permeabilities and higher capillary entry pressures, the gas leakage during

injection is greatly reduced. However, the reduced or even reversed pressure differential

between the storage formation and the fault zone during withdrawal periods can stop the

leakage of gas altogether regardless of the parametrisation of the fault zone. Thus, for stor-

age demand cases with long injection and short withdrawal periods gas leakage might be

more prominent than in cases with equal length withdrawal and injection periods. The sim-

ulations show that the total leakage volume within one cycle is less than 1.0% of the GIP in

the storage formation in most cases. For a highly permeable damage zones, the simulated

leakage volume can reach up to 2.8% of the total GIP.

The presented study considers isotropic and homogeneous petrophysical properties in each

individual (geological) unit. In reality, however, all formations and fault zones show spatial

heterogeneity in their petrophysical parameters. A heterogeneous permeability distribu-

tion in the storage formation could result in a local increase or decrease of the formation

pressure, compared to the homogenous case [Pfeiffer et al., 2017]. As shown in this and

the previous studies such pressure changes affect the leakage rates occurring in the fault

zone. Furthermore, heterogeneity in the fault zone can cause an appearance of impermeable

lenses [Fredman et al., 2007, Torabi et al., 2013], resulting in a decrease in gas leakage rate

and thus total leakage volume. It can also be expected that heterogeneity in the fault zone

can prevent significant flow upwards within the damage zone, while the increase in pore
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pressure and the resulting reduction in effective normal stress on the fault core can lead to

its reactivation, potentially increasing the fault core permeability [Rinaldi et al., 2014b]. To

consider these processes in fully coupled hydro-mechanical process simulations a detailed

analysis and characterisation of the (site-specific) mechanical properties of a fault zone is

required.
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6 Summary and Concluding remarks

As renewable energy sources become a larger part of the energy mix, balancing the supply

and demand of energy systems becomes more challenging on a daily and seasonal basis. The

implementation of energy storage technologies is a key strategy for addressing the challenge

of balancing energy systems with high shares of renewables. This study focuses on porous

media subsurface storage options and investigates decisive aspects of hydrogen, synthetic

methane and compressed air energy storage. The major findings and conclusions of this

thesis are summarised as follows:

• The study identified potential storage sites within three main porous formations present

and between about 400 m and 4000 m depth in various geological trap types focus-

ing mainly on one of the parts of the North German Basin. The subsurface potential

for individual sites may reach TWh scale capacity. The estimated subsurface potential

for hydrogen, synthetic methane and compressed air energy storage is large enough to

cover national-scale storage demand. The assessment approach is versatile and allows

for a quantification of stored energy and exergy for individual sites, formations or spe-

cific depth ranges. Due to the large capacity identified, the uncertainty in achievable

storage rates can be compensated by selection criterion. Only the most suitable sites

through the detailed reservoir characterisation will allow to unit uncertainty.

• The determination of stored exergy at individual sites enables a systematic and consis-

tent comparison of the retrievable energy using hydrogen, methane or CAES. Hydro-

gen and methane storage types exhibit higher stored exergy compared to CAES. This

approach is the first of its kind to provide a consistent assessment and comparison

of potential porous media storage sites for these three storage types. The assessment

of exergetic efficiency reveals that anticipated mechanical exergy losses are significant

for CAES but negligible for hydrogen or methane storage, primarily due to the higher

proportion of chemical exergy. Therefore, prioritising sites with the highest achievable

flow rates is crucial for CAES applications and the determination of the number and

locations of storage sites depends on energy system planning strategies and the level

of decarbonisation in the energy system.

• This work, based on site-specific scenario simulations that show PM-CAES systems

have a power capacity of 115 MW and can store 12-50 GWh of energy, enabling con-

tinuous operation for up to two weeks. This significant capacity makes it a viable

option for grid-scale power storage. The storage design is robust against variations
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in future energy system scenarios and different power plant configurations, exhibit-

ing efficiencies ranging from 0.54 to 0.67 and energy densities spanning 0.12 to 0.28

kWh/kg of stored air. The developed integrated assessment framework in this study

enables the planning and optimisation of PM-CAES facilities at any potential storage

sites worldwide, for large-scale storage applications in 100% renewable energy sys-

tems. The intricate nature of PM-CAES necessitates power plants designed to account

for both energy system characteristics and geological storage settings within diverse

energy market scenarios.

• Scenario simulations demonstrate the feasibility of PM-CAES with adiabatic plant

topologies featuring two/three-stage compression and expansion sections in energy

systems with significant shares of renewables. However, these systems exhibit rela-

tively low energy densities of 0.14 kWh/kg and 0.12 kWh/kg, along with power mis-

match during continuous power discharging. The high rate and large-scale heat stor-

age required for adiabatic concept is still an unresolved technical issue. However, it

is worth following this path, as adiabatic plants do not require additional heat source,

thus, resulting in low CO2 emissions.

• The developed coupled simulator, employing a semi-analytical solution, enables the

assessment of the feasibility of PM-CAES under future energy system market condi-

tions. The coupled simulator provides a consistent approximation, accurately predict-

ing storage pressure, rates and capacity up to 98% compared to the full-scale geostor-

age model. Through two scenario studies, it is demonstrated that the designed PM-

CAES plant achieves continuous energy discharge ranging from 3 GWh to 6.7 GWh,

operating at a power rate of 50 MW and showcasing a storage efficiency of 0.53. The

development method takes into account technological and geological constraints, fa-

cilitating a physically realistic modelling of processes within the storage reservoir.

Therefore, this approach facilitates the optimisation of power plant configurations and

storage operations for wide range of realistically fluctuating future energy system load

profiles.

• The utilisation of the new coupled power plant - geostorage model, which incorporates

a simplified reservoir model and semi-analytical solutions for the boreholes, signifi-

cantly reduces computational time by approximately 20 times compared to numerical

solutions. This approach enables the assessment of geological storage in detailed en-

ergy systems with hourly resolution within a few hours. It is important to note that the

conceptual model relies on a simplified cylindrical representation where the volume

of the gas phase in the storage formation remains constant, while the mass flow rates
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are supported by varying storage pressure and, consequently, varying stored gas den-

sity. Future research should prioritise the optimisation of computational performance

in the power plant simulator and the coupled interface code, as well as the integration

of geostorage into national-scale energy system modelling frameworks.

• The investigation of gas leakage during subsurface storage operations along a fault

zone reveals that the total leakage volume within one cycle is typically less than 1.0%

of the GIP in the storage formation, with a potential maximum of 2.8% for highly per-

meable damage zones. Sensitivity analyses demonstrate the dependency of the leak-

age rate on the permeability of the fault damage zone and the capillary entry pressure.

The methodology employed in this study involved the construction of a 3D geological

model of the existing storage structure, which was utilised to simulate a methane stor-

age operation and obtain realistic boundary conditions for sensitivity analysis. The

results from the leakage scenario simulations indicate that the fault zone intersect-

ing the storage formation can function as either a conduit or a barrier for fluid flow,

depending on the petrophysical parameters of the fault zone, the fluid flow proper-

ties and the different storage operation phases. A better characterisation of flow rates

along a fault could be achieved by an improved estimation of these hydraulic proper-

ties through geomechanical simulation.

• The sensitivity analysis reveals that a reduced or even reversed pressure differential

between the storage formation and the fault zone during withdrawal periods has the

potential to reduce or even temporarily stop the leakage, regardless of the parametri-

sation of the fault zone. While the study considered isotropic and homogeneous petro-

physical properties in each individual geological unit, it is important to note that for-

mations and fault zones exhibit spatial heterogeneity in their petrophysical parame-

ters in reality. Accounting for spatial heterogeneity can significantly impact formation

pressure and fault zone permeability. The presence of heterogeneity in the fault zone

can result in impermeable lenses, which decrease the rate of gas leakage and prevent

significant upward flow within the damage zone. However, it can also increase the

permeability of the fault core, potentially leading to its reactivation, necessitating a

detailed mechanical analysis of the fault zone. The findings regarding the quantifica-

tion of induced hydraulic impacts have implications for the development of improved

risk assessment and management strategies for subsurface storage operations, ensur-

ing the implementation of safe and sustainable energy storage solutions.

The findings of this research support the development of innovative geological storage op-

tions for renewable energy systems, thereby supporting the transition to a sustainable fu-
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ture. The practical solutions presented in this thesis offer insights for designing and oper-

ating storage facilities in porous media, enhancing understanding of the physical processes

involved and the necessary technical flexibility. The developed workflows for modelling

storage processes enable efficient assessments of the role of storage in renewable energy

grids. The knowledge gained from this research holds both academic and practical signif-

icance, providing insights for policymakers and industry professionals, aiding in informed

decision-making and driving advancements in geological storage technologies for a reliable

and sustainable energy future.
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B. Lunz, P. Stöcker, S. Eckstein, A. Nebel, S. Samadi, B. Erlach, M. Fischedick, P. Elsner,

and D. U. Sauer. Scenario-based comparative assessment of potential future electricity

systems–A new methodological approach using Germany in 2050 as an example. Applied

energy, 171:555–580, 2016.

X. Luo, J. Wang, M. Dooner, and J. Clarke. Overview of current development in electri-

cal energy storage technologies and the application potential in power system operation.

Applied Energy, 137:511–536, 2015. doi: 10.1016/j.apenergy.2014.09.081.
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2019. Technical report, Geschäftsstelle der Arbeitsgruppe Erneuerbare Energien-Statistik

(AGEE-Stat) am Umweltbundesamt, Dessau, 2020.

T. Vangkilde-Pedersen, K. Kirk, N. Smith, N. Maurand, A. Wojcicki, F. Neele, C. Hendriks,

Y. Le Nindre, and K. Lyng Anthonsen. Assessing European Capacity for Geological Stor-

age of Carbon Dioxide – the EU GeoCapacity project no. SES6-518318. Technical report,

Copenhagen, 2009.

B. Wang and S. Bauer. Compressed air energy storage in porous formations: A feasibil-

ity and deliverability study. Petroleum Geoscience, 23(3):306–314, 2017. doi: 10.1144/

petgeo2016-049.

B. Wang and S. Bauer. Induced geochemical reactions by compressed air energy storage in

a porous formation in the North German Basin. Applied Geochemistry, 102:171–185, mar

2019. doi: 10.1016/j.apgeochem.2019.02.003.

F. E. Watson, S. A. Mathias, S. E. Daniels, R. R. Jones, R. J. Davies, B. J. Hedley, and J. van

Hunen. Dynamic modelling of a UK North Sea saline formation for CO2 sequestration.

Petroleum Geoscience, 20(2):169–185, 2014. doi: 10.1144/petgeo2012-072.

S. Weitemeyer, D. Kleinhans, T. Vogt, and C. Agert. Integration of Renewable Energy Sources

in future power systems: The role of storage. Renewable Energy, 75:14–20, 2015. doi:

10.1016/j.renene.2014.09.028.

F. Witte and I. Tuschy. TESPy: Thermal Engineering Systems in Python. Journal of Open

Source Software, 5(49):2178, 2020. doi: 10.21105/joss.02178.

M. Wolf, S. Steuer, F. Jähne, D. Kaufmann, and A. Weitkamp. 3D-Lithofaziesmodell des

Buntsandstein in der zentralen deutschen Nordsee. Technical report, Bundesanstalt für

Geowissenschaften und Rohstoffe, Hannover, 2014.

B. Zakeri and S. Syri. Electrical energy storage systems: A comparative life cycle cost anal-

ysis. Renewable and sustainable energy reviews, 42:569–596, 2015.

131



Publications associated with this research

Publications associated with this research

Chapter 2

Firdovsi Gasanzade, Wolf Tilmann Pfeiffer, Francesco Witte, Ilja Tuschy and Sebastian Bauer

(2021) Subsurface renewable energy storage capacity for hydrogen, methane and compressed

air–A performance assessment study from the North German Basin. Renewable and Sustainable

Energy Reviews 149. doi:10.1016/j.rser.2021.111422

Abstract

The transition to renewable energy sources to mitigate climate change will require large-

scale energy storage to dampen the fluctuating availability of renewable sources and to

ensure a stable energy supply. Energy storage in the geological subsurface can provide

capacity and support the cycle times required. This study investigates hydrogen storage,

methane storage and compressed air energy storage in subsurface porous formations and

quantifies potential storage capacities as well as storage rates on a site-specific basis. For

part of the North German Basin, used as the study area, potential storage sites are identi-

fied, employing a newly developed structural geological model. Energy storage capacities

estimated from a volume-based approach are 6510 TWh and 24544 TWh for hydrogen and

methane, respectively. For a consistent comparison of storage capacities including com-

pressed air energy storage, the stored exergy is calculated as 6735 TWh, 25795 TWh and

358 TWh for hydrogen, methane and compressed air energy storage, respectively. Evalu-

ation of storage deliverability indicates that high deliverability rates are found mainly in

two of the three storage formations considered. Even accounting for the uncertainty in ge-

ological parameters, the storage potential for the three considered storage technologies is

significantly larger than the predicted demand, and suitable storage rates are achievable in

all storage formations.

Chapter 3

Firdovsi Gasanzade, Francesco Witte, Ilja Tuschy and Sebastian Bauer (2023) Integration of ge-

ological compressed air energy storage into future energy supply systems dominated by renewable

power sources. Energy Conversion and Management 277. doi:10.1016/j.enconman.2022.116643

Abstract Compressed air energy storage in geological porous formations, also known as

porous medium compressed air energy storage (PM-CAES), presents one option for balanc-
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ing the fluctuations in energy supply systems dominated by renewable energy sources. The

strong coupling between the subsurface storage facility and the surface power plant via the

pressure of the compressed air, which directly determines the amount of energy stored and

the power rates achievable, requires the consideration of the fluctuating supply and demand

of electric power, the specific technical design of the compressed air energy storage plant

and the subsurface storage processes to determine achievable power rates, storage capaci-

ties and overall performance. In this paper, we present subsurface storage designs using a

set of future energy system scenarios with different fractions of renewable energy supply

and technical options for the power plant. Our findings indicate that the PM-CAES systems

can supply 115 MW of electric power and between 12.1 GWh and 49.9 GWh of electric en-

ergy for up to 429 h, thus offering grid-scale power storage capacity. The storage design is

robust against variations in future energy system scenarios and different power plant con-

figurations, with efficiencies between 0.54 and 0.67 and energy densities between 0.12 and

0.28 kWh per kilogram of stored air. The storage design can be improved further by us-

ing horizontal instead of vertical wells, which also reduces induced pressure increases in

the storage formation. This study for the first time provides a complete framework for as-

sessing achievable storage rates and capacities for PM-CAES based on detailed forecasts of

future energy systems, the geological and geotechnical setting as well as engineering aspects

of the compressed air energy power plant.

Chapter 4

Firdovsi Gasanzade, Wolf Tilmann Pfeiffer and Sebastian Bauer (2022) Proxy Model Develop-

ment and Application for Coupled Power Plant and Geostorage Simulations of Compressed Air

Energy Storage. Energy Proceedings 22. doi:10.46855/energy-proceedings-10154

Abstract

Porous media compressed air energy storage (PM-CAES) is a viable option to compensate

expected fluctuations in energy supply in future energy systems with a 100% share of re-

newables. However, the design and evaluation of operational conditions for a PM-CAES re-

quire an efficient coupled power plant – geostorage model. In this study, therefore, a proxy

model for the geostorage is developed and evaluated with respect to two scenarios repre-

senting realistic energy system load profiles. Results show, that the proxy model represents

a consistent approximation, yielding storage pressure, rates and capacity within 98% of the

full-scale reservoir model, while reducing runtimes to about 6%.

Chapter 5
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Firdovsi Gasanzade, Sebastian Bauer and Wolf Tilmann Pfeiffer (2019) Sensitivity analysis of gas

leakage through a fault zone during subsurface gas storage in porous formations. Advances in

Geosciences 49. doi:10.5194/adgeo- 49-155-2019

Abstract

Subsurface gas storage in porous media is a viable option to mitigate shortages in energy

supply in systems largely based on renewable sources. Fault systems adjacent to or inter-

secting with gas storage could potentially result in a leakage of stored gas. Variations in

formation pressure during a storage operation can affect the gas leakage rates, requiring

a site and scenario specific assessment. In this study, a geological model of an existing

structure in the North German Basin (NGB) is developed, parameterised and a methane gas

storage operation is simulated. Based on the observed storage pressure, a sensitivity study

aimed at determining gas leakage rates for different parametrisations of the fault damage

zone is performed using a simplified 2D model. The leakage scenario simulations show a

strong parameter dependence with the fault acting as either a barrier or a conduit for gas

flow. Furthermore, the storage operation greatly affects the gas leakage rates for a given

parametrisation with significant leakage only during the injection periods and thus during

increased overpressures in the storage formation. During injection, the peak leakage rates

can be as high as 2308 sm3/d for damage zone permeabilities of 10 mD and a capillary en-

try pressure of 4 bars. Increasing capillary entry pressure results in a sealing effect. If the

capillary entry pressure is scaled according to the damage zone permeability, peak leakage

rates can be higher, i.e. 3240 sm3d for 10 mD and 0.13 bar. During withdrawal periods,

the pressure gradient between a storage formation and a fault zone is reduced or even re-

versed, resulting in greatly reduced leakage rates or even a temporary stop of the leakage.

Total leakage volume from storage formation was assessed based on the 2D study by con-

sidering the exposure of the gas-filled part of the storage formation to the fault zone and

subsequently compared with gas in place volume.
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Nomenclature

Symbols

A area of storage closure, m2

Bg gas formation volume factor, rm3/sm3

D well diameter, m

exph physical exergy, kJ

H specific enthalpy, kJ/kg

h net formation thickness, m

ks pipe roughness, m

k formation permeability, m2 (1.013 · 1015 mD)

L vertical well length, m

Lc total completion length, m

Lh horizontal section length, m

m mass of gas in place, kg

Mgas mass of gas within the storage formation, kg

p formation pressure, Pa

p0 ambient pressure, Pa

pbhp,w well bottom hole pressure, Pa

pc capillary entry pressure, bar

pcrit critical pressure, Pa

pres reservoir pressure at the outer boundary, Pa (10-5 bar)

ps standard pressure, Pa

Q flow rate, m3/s

re drainage radius, m

rres reservoir radius of the outer gas phase, m

rw wellbore radius, m

S specific entropy, kJ/(kg · K)

s mechanical skin factor, dimensionless

Sg maximum gas saturation, dimensionless

Sw,r residual water saturation, dimensionless

T formation temperature, K

T0 ambient temperature, K

Tcrit critical temperature, K

Ts standard temperature, K
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Vgas initial gas in place volume, m3

Zf gas compressibility Z-factor, dimensionless

η(s,cmp) compressor isentropic efficiency, dimensionless

η(s,exp) turbine isentropic efficiency, dimensionless

µres dynamic viscosity, Pa · s
ρres gas density at reservoir conditions, kg/m3

ρsurf gas density at surface conditions, kg/m3

φ formation porosity, dimensionless

ψ(p) real gas pseudo-pressure function, Pa2/(Pa · s)

Acronyms

BHP Bottom Hole Pressure

CAES Compressed Air Energy Storage

CCGT Combined Cycle Power Plant

CCS Carbon Capture and Sequestration

GIP Gas in Place Volume

GIS Geographic Information System

GTA Geotectonic Atlas of Northwest Germany and the German North Sea Sector

NGB North German Basin

SH Schleswig-Holstein

TESPy Thermal Engineering Systems in Python

OCGT Open Cycle Gas Turbine

ZNS Central North Sea Sector

2-AA-CAES Adiabatic plant with two-stage compression and expansion stages

3-AA-CAES Adiabatic plant with three-stage compression and expansion stages

D-CAES Diabatic plant with three-stage compression and two-stage expansion stages
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