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Zusammenfassung

Diese Arbeit befasst sich mit der Nutzbarkeit synthetisch erzeugter Daten
für das Training und die Validierung visueller Wahrnehmungsfunktio-
nen beim autonomen Fahren. Synthetisch erzeugte Bilder ermöglichen
die Erstellung sicherheitskritischer Szenarien, die in der realen Welt po-
tenziell gefährlich zu erfassen sind, und liefern zusätzlich pixelgenaue
Ground-Truth Annotationen. Bei der Anwendung synthetischer Bilder auf
Wahrnehmungsfunktionen, die anhand von realen Daten trainiert wurden,
stellt sich jedoch das Problem der Überbrückung der Domänenlücke. Dies
gilt sowohl für das Training als auch für die Validierung mit syntheti-
schen Bildern. Daher muss die Domänenlücke hinreichend verstanden
werden, um synthetische Bilder zu erzeugen, die für das Training und die
Validierung verwendet werden können.

Es wird eine neue Diskrepanzmetrik eingeführt und angewendet, um
die Parameter einer realistischen Sensorsimulation zu optimieren und die
Domänenlücke effektiv zu reduzieren. Mehrere Einflussfaktoren auf die
Domänenlücke werden hierzu untersucht. Die Faktoren, welche die visuel-
le Erkennung beeinträchtigen, werden vorgestellt und es wird gezeigt, dass
sie einen großen Einfluss auf die Erkennbarkeit von Fußgängern haben.
Aus den Erkenntnissen dieser Einflussfaktorenanalyse konnte ein Kalibrie-
rungsverfahren einer gewichteten Verlustfunktion entwickelt werden, um
die Wahrnehmungsleistung bei realen Fußgänger zu erhöhen.

Neue Methoden zur Validierung werden vorgestellt. Die tiefe Variati-
onsdatensynthese und die Klassifizierung von Faktoren, welche die visuel-
le Erkennung beeinträchtigen. Während erstere Methode durch parametri-
sierte probabilistische Bilderzeugung nach Wahrnehmungsfehlern sucht,
erkennt die letztere Methode Wahrnehmungsfehler durch die Nichtüber-
einstimmung eines Klassifikators und der tatsächlichen Erkennung.

Die Erkenntnisse aus Training und Validierung flossen ein in die Er-
stellung von zwei synthetischen Validierungsdatensätzen, VALERIE und
SynPeDS.
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Abstract

This work deals with the usability of synthetically generated data for train-
ing and validation of visual perception functions applied in autonomous
driving. Synthetically generated images allow the creation of safety critical
scenarios which are potentially dangerous to capture in the real-world
and additionally deliver pixel perfect ground truth annotations. However,
applying synthetic images to perception functions trained on real-world
data poses the problem of bridging the domain gap. This is true for both
training and validating with synthetic images. Therefore, the domain gap
has to be sufficiently understood to generate synthetically images viable
to be used for training and validation.

A new domain discrepancy metric is introduced and applied to opti-
mize the parameters of a realistic sensor simulation effectively reducing
the domain gap. Several influence factors on the domain gap are disen-
tangled. The visual detection impairing factors are introduced and shown
to have a high influence on the detectability of pedestrians. Additionally,
these factors are used to calibrate a weighting loss function to increase the
perception performance on real-world pedestrians.

New methods for perception validation are introduced. The deep vari-
ational data synthesis and the classification of visual detection impairing
factors. While the former method searches for perception faults by param-
eterized probabilistic image creation, the latter method detects perception
faults by the disagreement of a detectability classifier and the actual detec-
tion result.

The findings of both training and validating were influencing the
creation of two synthetic validation datasets, VALERIE and SynPeDS.
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Chapter 1

Introduction

Autonomous driving is on the verge of becoming an integral part of our
every day life. Powered by the ongoing development leaps of artificial
intelligence and machine learning methods the dream of fully automated
driving comes within reach. These advancements are highly driven by
powerful sensor based perception functions. These functions utilize a range
of sensors, such as monocular or stereo cameras, LiDAR and RADAR
sensors to perceive the real-world and plan their driving accordingly.

As part of these achievements the question of safety emerges more
and more urgent. Safety is paramount as part of the development in
the automotive industry but was not yet the center of attention in the
development process of perception functions. But the recent shift towards
safe AI brought up a whole field of research with many nuances, laying
more focus on the perceptive part of the automated driving stack.

While the datasets used for training the perception functions often stem
from real-world sensor recorded data, also the trend to utilize synthetically
generated sensor data is fueled by the shift of focus on safe AI.

1.1 Motivation

Validation of a fully autonomous driving stack in the real-world is a tedious
task involving many hundreds of thousands of kilometers to be driven on
the street to assure that every aspect, including safety relevant scenarios,
is captured [KP16]. Re-evaluation of autonomous driving functions for
every new software iteration is therefore not only time-consuming but
also expensive. Simulation on the other hand has been used to validate
software or hardware in the loop and is an inexpensive and fast alternative.
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1. Introduction

Focusing on the perception task with monocular camera sensors the
simulation part is then mainly the generation, i.e., rendering, of synthetic
street scenes. One of the main advantages of synthetically rendered im-
agery is the ability to provide rich meta annotations such as ground truth
information and scene descriptions. Additionally, the long-tailed distribu-
tion of automotive street scenes can be sampled and validated without any
risk to human life. This long-tail distribution samples are essentially the
rare accidents or near-accidents that cannot easily and safely be captured
in real-world test scenarios. Using this synthetic data for re-training the
perception function then helps to reduce these gaps in the perception
function.

However, there is one major factor hindering the sole usage of synthetic
data: The domain gap. This gap is described as the difference of training
and validation datasets distribution. This difference can be as subtle as
changes in the color distribution of the images, or as prominent as changes
of the buildings or persons due to different geolocations. Understanding
and overcoming the domain gap is the key to successfully apply synthetic
data for training perception functions but also to improve its applicability
for validation.

1.2 Research Question

The usage of synthetic data is steadily increasing due to the ease of data
generation, i.e., image rendering and annotation, and the capabilities of
risk-free synthesis of spurious or dangerous events which is especially
useful in testing autonomous driving algorithms.

The main research question this thesis tries to answer is twofold: First,
how can we utilize solely synthetic data for training visual perception
functions which are thereafter applied to real-world datasets. This directly
leads to the consequence of understanding the differences between syn-
thetic source and real-world target domain, also named as the domain
gap. Measuring this domain gap with the right distance or discrepancy
measures has a significant influence in understanding the factors defining
the domain gap. With the right measures in place one can find and disen-
tangle the factors influencing the domain gap and continuously improve

2



1.3. Publications

the synthetic image generation process to bridge the remaining domain
gap.

Second, how can this improved synthetic data be used for validation
of real-world perception functions. With the improved synthetic data the
domain gap does not significantly influence the validation of perception
functions anymore. Understanding the shortcomings of current state-of-
the-art semantic segmentation and 2D bounding box pedestrian detectors
is essential to improve the safety of such algorithms in the real-world.

1.3 Publications

This thesis main contributions are presented in academic publications
which are attached in Chapter 7. All publications are listed in their chrono-
logical appearance with a short summary of their contents in the following:

Publication 1: DNN Analysis through Synthetic Data Variation

Qutub Syed Sha, Oliver Grau and Korbinian Hagn, Published in 2020
Proceedings ACM Computer Science in Cars Symposium. [SGH20], Chapter 7.1.
This contribution introduces the concept of variational data synthesis to
analyze and validate visual perception functions. Through parameteriza-
tion of a generative content rendering system this approach shows how to
create validation data given a previously defined validation goal. Results
of this paper explain the influence of pedestrian object occlusion rates
and visible pixels towards the detection by two state-of-the-art semantic
segmentation models.

Publication 2: Improved Sensor Model for Realistic Synthetic Data

Generation

Korbinian Hagn and Oliver Grau, Published in 2021 Proceedings ACM Com-
puter Science in Cars Symposium. [HG21], Chapter 7.2. This paper proposes
a method to improve data synthesis methods for automotive datasets by
introducing a realistic sensor simulation model. Additionally, the earth
movers distance (EMD) based domain divergence measure is introduced
and utilized as a parameter optimization criteria to adapt the sensor

3



1. Introduction

simulation from synthetic to real-world images overall increasing the
cross-domain performance of a semantic segmentation model by over 7%.

Publication 3: Optimized Data Synthesis for DNN Training and Valida-

tion by Sensor Artifact Simulation

Korbinian Hagn and Oliver Grau, Published in: Fingscheidt, T., Gottschalk,
H., Houben, S. (eds) Deep Neural Networks and Data for Automated Driving.
Springer, Cham. [HG22b], Chapter 7.3. This book chapter is a more in-depth
continuation of the previous publication about improving the quality of
synthetic data generation methods by realistic sensor simulation. Here,
additional focus is laid on the extraction of sensor parameters from real-
world datasets and application of the extracted parameters on the sensor
simulation. Moreover, the EMD domain divergence criteria is thoroughly
compared to the well-established Frechét Inception distance (FID) domain
distance. It was found that the EMD better projects the generalization
performance on the target dataset than the FID.

Publication 4: A Variational Deep Synthesis Approach for Perception

Validation

Oliver Grau, Korbinian Hagn and Qutub Syed Sha, Published in: Fingscheidt,
T., Gottschalk, H., Houben, S. (eds) Deep Neural Networks and Data for Auto-
mated Driving. Springer, Cham. [GHS22], Chapter 7.4. This book chapter
first applies the concept of variational deep data synthesis. It introduces the
module of probabilistic scene generation, variation of scene parameters
and application of the realistic sensor simulation introduced in previous
publications. It is shown by the creation of synthetically generated images
with high numbers of diverse objects at various illumination settings that
we can effectively validate pedestrian detection algorithms on the influence
of factors such as, different occlusion objects, additive Gaussian noise, and
pedestrian training data distributions.
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1.3. Publications

Publication 5: Validation of pedestrian detectors by classification of

visual detection impairing factors

Korbinian Hagn and Oliver Grau, Proceedings of the 17th European Confer-
ence on Computer Vision Workshops (ECCVW 2022), 2022, Chapter 7.5. In this
publication the concept of visual detection impairment factors are intro-
duced. These factors severely influence the detectability of objects, here
pedestrians, for object detectors. We showed how these factors can actually
influence the detectability. Additionally, we introduced a classification
method of pedestrian objects into detectable and non-detectable according
to these factors and applied this classification to validate a real-world
pedestrian detector finding training data biases, such as ethnicity or age
biases.

Publication 6: Increasing pedestrian detection performance through

weighting of detection impairing factors

Korbinian Hagn and Oliver Grau, 2022 Proceedings ACM Computer Science
in Cars Symposium., Chapter 7.6. This paper applies the visual detection
impairment factors to calibrate an empirical weighting loss of a real-world
pedestrian detector. Training pedestrian samples are here weighted ac-
cording to their extracted impairment factors. We show that this empirical
detection impairment weighting loss (DIW loss) improves the state-of-the-
art on a real-world pedestrian detection benchmark.

Publication 7: SynPeDS – A Synthetic Dataset for Pedestrian Detection

in Urban Traffic Scenes

Thomas Stauner, Frédérik Blank, Michael Fürst, Johannes Günther, Ko-
rbinian Hagn, Philipp Heidenreich, Markus Huber, Bastian Knerr, Thomas
Schulik, Karl Leiss, 2022 Proceedings ACM Computer Science in Cars Sym-
posium., Chapter 7.7. This publication is the official paper alongside the
publication of the KI-Absicherung project’s synthetic dataset, SynPeDS. It
contains ground truth for a plethora of visual perception tasks in the auto-
motive domain, such as semantic segmentation, instance segmentation, 2D
and 3D bounding boxes, and pose information. We demonstrate the qual-
ity of the dataset by semantic segmentation cross-domain generalization
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1. Introduction

experiments on the person class and on all classes. Additionally, we inves-
tigate the influence of pedestrian assets on the cross-domain generalization
performance on real-world data.

1.4 Thesis Overview

The thesis is structured as follows: Following the introduction, the state-of-
the-art is outlined. Next, our advancements on training with synthetic data
for visual perception functions are described. In Chapter 4 the variational
data synthesis method and further validation methods are explained.
Chapter 5 shows how the preceding two chapter’s findings were used
to help the creation and improve the two synthetic validation datasets,
VALERIE and SynPeDS.

Synthetic
image data

Real-World
Detector

Synthetic
image data

Real-World
Detector

Chapter 3

Training with synthetic data

Chapter 4

Validation of visual perception functions

Chapter 5

Validation

Datasets

train

validate

Figure 1.1. Contributions of the chapters 3 to 5.

Figure 1.1 summarizes the Chapter 3 to 5 in a figurative way. The
subsequent Chapter 6, conclusion, summarizes the key findings of this
thesis. Last, the publications that were produced as a part of this thesis
are listed in chronological appearance order in Chapter 7.
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Chapter 2

Background

In this chapter we give an overview of current state-of-the-art and recent
developments of the visual perception tasks of semantic segmentation
and object detection for autonomous driving. Furthermore, the recent
work on synthetic data generation for training and validation of these
tasks is outlined. SotA methods for training and validation of these visual
perception functions with an overview on current validation datasets are
described.

2.1 Visual Perception Tasks

Throughout this thesis we consider two visual perception tasks that are
trained and validated with a set of different methods, namely semantic
segmentation and object detection.

2.1.1 Semantic Segmentation

Semantic segmentation is the task of assigning a label class to each pixel
of an input image. This task can be seen as a development of a multi-class
classification problem.

This work considers two well-established convolutional neural network
(CNN) segmentation architectures: the DeeplabV3+ [CZP+18], an extension
of the original Deeplab [CPK+17] model, and the Detectron2 [WKM+19]
model. The DeeplabV3+ utilizes the atrous convolution, a spatial dilation
convolutional kernel, to extract rich feature maps from the backbone.
Detectron2 on the other hand utilizes a feature pyramid network (FPN), i.e.,
a union of feature maps with different scales extracted from the backbone.
In this work we applied the ResNet101 [HZR+16] as default backbone
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2. Background

for low level feature extraction which was pre-trained on the ImageNet
[DDS+09] dataset.

The default performance evaluation metric is the mean Intersection
over Union (mIoU) which is widely applied in semantic segmentation
benchmarks [COR+16; VSN+18]. The mIoU in percent is calculated by the
following equation:

mIoU =
1
S ∑

sPS

TPs

TPs + FPs + FNs
ˆ 100%. (2.1.1)

Here, S is the set of all segmentation classes with S being the cardi-
nality of this set. The true positive (TP) are the number of pixels correctly
classified to the class s, false positive (FP) are the number of pixels incor-
rectly classified to the class s and false negative (FN) are the number of
pixels incorrectly not classified for the class s.

There have been adaptations proposed to mitigate some shortcom-
ings of the mIoU by focusing more on the segmentation contour [RTG+19;
FMW+18] or on a per-image basis [CLP+13], but most detection bench-
marks use the original mIoU definition.

2.1.2 Object Detection

The second perception task this work focuses on is object detection. Object
detection is the task of localization and classification of objects in an image.
Due to the automotive setting the perception task in our work is pedestrian
detection. Again, CNN-based architectures are mainly used for this task.
These architectures split into two groups: one-stage and two-stage detec-
tors. One-stage detectors such as the YOLOv3 [RF18], YOLOv4 [BWL20] and
single shot multibox detector (SSD) [LAE+16] apply the localization and
classification in a single step by a fixed number of predictions. In our work
we used the SSD model with a ResNet50 [HZR+16] backbone. The two-stage
detectors such as R-CNN [GDD+14], Faster R-CNN [Gir15; RHG+15], and
Mask R-CNN [HGD+17] apply a region proposal network (RPN) to pre-filter
potential regions of interest before sending these proposals to the detection
head which performs the actual localization and classification task. In our
work we used a development of the R-CNN [GDD+14] and Faster R-CNN

[Gir15; RHG+15] models, named Cascade R-CNN [CV19]. Cascade R-CNN ap-
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plies cascaded bounding box regression, i.e., multiple detection heads are
in sequence with every iterative detection head having a higher intersec-
tion over union (IoU) threshold of predicted bounding box and ground
truth. With the Cascade R-CNN we applied the high quality HRNet [WSC+20]
and the efficient MobileNet [HZC+17] backbone for feature extraction.
Both model’s backbones have been pre-trained on the ImageNet [DDS+09]
dataset as is common practice. For evaluation of the performance of an
object detector in particular a pedestrian detector the miss rate (MR) metric
is used. The MR for a given confidence threshold c is defined as follows:

MR(c) =
FN(c)

TP(c) + FN(c)
. (2.1.2)

The MR is the ratio of miss-detected, i.e., FN, to all relevant objects. For
the automotive pedestrian detection task the MR is especially important
because missing a pedestrian detection can be potentially fatal. However,
for an autonomous vehicle the number of FP detections is important as
well, as too many FP detections would lead to a deterioration of the
car’s driving function. Therefore, many pedestrian detection benchmarks
[ZBS17; BKF+19; DWS+09; ZXW+19] apply the log-average miss rate (laMR)
metric. The laMR defines the notion of false positive per image (FPPI) as
follows:

FPPI(c) =
FP(c)

N
. (2.1.3)

The FPPI measures the number of FP over the number of images N for
the confidence threshold c. Combining equation 2.1.2 and equation 2.1.3
to form the laMR:

laMR = exp(
1
9 ∑

f PF

log(MR( argmax
FPPI(c)ď f

(FPPI(c))))) (2.1.4)

With f being an equally spaced interval f P F = [10´2, 100]. Lower
laMR values in benchmarks indicate higher detection performance. A recent
increase in popularity of models based on the transformer architecture
[DBK+21], originally developed from the natural language processing
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domain, the pedestrian detection benchmarks are still dominated by CNN-
based detection models.

2.2 Generation of Synthetic Data

The main focus of this work is the utilization of synthetic data for training
and validation of visual perception functions which is an accepted tech-
nique for computer vision applications [BB95]. For automotive applications
there are already several methods exploiting synthetic data for verification
[kalra16driving; JWK+18; DG18]. The scenarios are aiming to simulate
environments spanning a huge virtual space and are simulating a high
amount of virtual driving routes in the virtual world [MBM18; WPC20;
DG18]. While these methods focus on the full autonomous driving stack,
the training and validation methods of the perception function can be
decoupled. This allows to create tailored validation strategies focusing
on the synthesis of the sensor impressions without the need of a full
physical vehicle simulation. Approaches exploiting these factors and using
grammar systems to generate 3D scenarios have been proposed by [DKF20;
WU18]. A mixture of a grammar system, i.e., the explicit description of a
scene to render and validate, and probabilistic scene generation is used
to create the VALERIE dataset. Especially in the automotive domain game
engines have been adopted to create synthetic data by extraction of images
and labels from the rendering pipeline [WEG+; RVR+16; RHK17]. One
of the most popular simulator systems is the CARLA [DRC+17] system
based on the game engine Unreal4 [Gam]. Another approach to render
synthetic images is the physical-based rendering technique. This technique
was used for the creation of the Synscapes [WU18], the VALERIE dataset
as well as one part of the SynPeDS dataset (with the other part created in
Unreal4 [Gam]). These datasets build upon the physical-based open source
Blender Cycles [Fou] renderer.

2.3 Training with Synthetic Data

Training a perception function with synthetic data is limited by the domain
distance, i.e., the difference of source and target data distributions. Finding
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the right metrics to measure this domain distance is the key to understand
and disentangle the factors decreasing the remaining gap from synthetic
to real data.

2.3.1 Domain Gap Measurement and Metrics

A popular method to measure the domain distance is based on the classi-
fication output of a InceptionV3 [SVI+16] model trained on the ImageNet
[DDS+09] dataset, named Inception score (IS) [SGZ+16]. The work of
[HRU+17; BSA+18] instead of relying on the classification output of the
InceptionV3 model, propose to use the features from intermediate layers
to form the FID and kernel Inception distance (KID) respectively. These met-
rics have been successfully applied to train domain adaptation methods.
However, it was shown that these metrics cannot reliably predict if the
classification performance increases when domain adapted data is applied
as training data [RV19]. For instance, a decreased FID score after domain
adaptation does not necessarily correlate with an increased segmentation
performance when this data is used for training.

Another approach is to measure the performance directly by training
solely on the synthetic dataset and validate the model on the real-world
target data. This approach is referred to as cross-evaluation or cross-
domain generalization and is applied by several previous works [WU18;
SAS+18; RSM+16a]. It should be noted that this measure is inherent
asymmetric [LLF+20b] which has to be considered when comparing it
to symmetric distance measures. Our work in Chapter 3 builds upon the
cross-domain generalization performance and introduces a new measure
on a per-image basis mitigating weaknesses of these averaging metrics.

2.3.2 Influence Factors on the Domain Gap

Reducing the domain distance is an open research field and especially in
the area of domain adaptation several methods to diminish the domain
gap by application of generative adversarial networks have been proposed
[THS+17; LCW+15; GL15; THS+18]. While these techniques can actually
reduce the domain distance measured by FID or KID, the disentanglement
of the underlying factors are not well understood.
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One influence factor is the additive noise in the training data which
is a common technique for image augmentation in training to prevent
overfitting [Bis95]. Work by [CCN+16; NCC+18] applied different sensor
effects which are not adapted to the target dataset to the training set and
reported a degradation of the cross-domain performance. However, mod-
eling camera effects to improve the learning with synthetic data for 2D
bounding box detection has been proposed by [CSV+18; LLF+20a]. Learn-
ing the camera sensor parameters as a style-loss from a real-world dataset
extracted from a VGG-16 [SZ15] model’s feature vector and applying these
parameters for training with synthetic data for 2D bounding box detection
was shown by [CSV+19] to improve the cross-domain generalization per-
formance. However, using a VGG-16 [SZ15] model trained on the ImageNet
[DDS+09] dataset poses the problem of optimizing features unrelated with
the actual parameters of the target dataset. We propose in Chapter 3 a
method to directly optimize sensor artifact simulation parameters on the
target data distribution.

2.3.3 Visual Detection Impairing Factors

Visual detection impairing factors are defined to be influential on the
capability of a detector to reliably detect an object. Some of these factors,
such as occlusion rate or contrast, have been previously studied. For
example, the authors of [ZBO+16] conclude in their work that the contrast
measure of an object ought to have no influence on the object detection
capability, however, we are able to show in Chapters 3 and 4 that this
factor has indeed a significant influence. The occlusion rate, i.e., the ratio
of visible to occluded and visible pixels, as well as the distance of an object
to the observer are well acknowledged to have a significant influence on
the detection capability [DWS+11; DWS+09]. In Chapter 3 we introduce
several additional influence factors and show in section 4.2.2 the actual
influence on the task of pedestrian detection.

2.3.4 Training and Sampling Methods

In Chapter 3 a novel sample weighting loss for pedestrian detection based
on the notion of visual detection impairing factors is introduced. Sampling
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methods are a well-researched topic with the most popular approaches
being importance sampling [KM53] and hard example mining [MGE11;
SGG16]. These methods do not assign higher weights but specifically
oversample harder training samples. Harder samples in the sense of hard
example mining [MGE11; SGG16] are determined by the gradient loss of a
sample. Boosting algorithms such as AdaBoost [FS97] iteratively weight
miss-classified or harder samples higher.

For single-stage detectors the focal loss [LGG+17] gained high popular-
ity by putting higher weight to harder samples steered by the cross-entropy
loss of each sample. The focal loss, as well as Re-sampling [CBH+02;
DGZ17] or cost-sensitive weighting [Tin00; KHB+17] methods all tackle
the class-imbalance problem of single-stage detectors. The class-imbalance
occurs due to the relevant objects, e.g., pedestrians, only making up for
a small part in the image whereas most of the objects are part of the
background. Training a detection head with uniform weights for all objects
would actually exaggerate the loss of background objects. Two-stage detec-
tors eliminate this problem by applying a RPN, extracting and balancing
only relevant objects from the image before sending these proposals to
train the detection head with.

Specifically targeting the problem of pedestrian detection are the repul-
sion loss [WXJ+18] and the aggregation loss [ZWB+18] which enforce the
bounding box proposal to be very tight on the pedestrian because in auto-
motive scenarios pedestrians are often in crowds and partially occluded
by one another.

A somewhat different approach is self-paced learning [KPK10]. Here,
the learning of easier examples first is encouraged. The training of easier
examples first should prevent the model from being stuck in a bad local
optimum.

Actually, reaching local minima or even the global minimum is discour-
aged as this would result in overfitting to the training data which leads
to bad cross-domain performance on the validation data. Therefore, regu-
larization techniques have been proposed tackling this problem [KPK10;
MMX+17; JMZ+15], improving the robustness against the training set bias
[RZY+18].

Chapter 3.2 focuses on offline pre-weighting training samples according
to visual detection impairment factors ajar to the human visual system
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without additional hyperparameter tuning. This approach is in contrast to
most of the mentioned online weighting methods including meta-learning
approaches [RZY+18; TP12; ADG+16; LUT+17].

2.4 Validation of Visual Perception Functions

The validation of visual perception functions is of high relevance to guar-
antee a safe autonomous driving functions. Therefore, current automotive
safety standards as the ISO 26262 [ISO18] and ISO DIS 21448 [ISO21b] have
been developed, defining so-called safety cases for safety-related functions,
which form an argument to achieve only a residual risk by the collection
of evidences supporting this claim. A plethora of work focusing on the
connection of AI safety and these mentioned standards has already been
conducted [BGH17; SQC17; GHP+20; SS20; ACP21; BKS+21]. Findings of
these methods are already developed into a new safety standard ISO/AWI
PAS 8800 [ISO21a]. Other approaches try to further tie these safety argu-
ments to AI methods by measuring the relevance of established metrics in
relation to the safety [CNH+18; HSR+20; SKR+21; CKL21]. Another exam-
ple of such measure is shown in [LGH+21a] by tying the visual detection
impairment factor of distance to the object with the safety relevance of
detecting this object.

These developments brought up the notion of functional insufficiencies
[GMB18] in AI models. Our approaches in Chapter 4 specifically target
the lack of generalization [SSH20]. A lack of generalization describes the
fault that the model could not perform as expected on the target domain.

Validating of a machine learning model for such functional insufficien-
cies is done by the creation and testing of corner cases [AGG+21; BSS+21].
Corner cases are defined by [BBL+19] as "non-predictable relevant object
in relevant location". In other words these corner cases are rare events in
the tail of the distribution function of automotive street scenes, such as
collisions or near-collisions. In our validation data generation approach
we find corner cases by probabilistic sampling of a scene parameter space,
i.e., corner case samples are a portion of the data samples generated by
this method.
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2.5 Visual Perception Datasets

Several datasets for automotive applications, specifically targeting vi-
sual perception, have been proposed. Real-world semantic segmentation
datasets such as the Audi Autonomous Driving Dataset (A2D2) [GKM+20],
Berkeley Deep Driving Dataset (BDD100K) [YCW+20], Cityscapes [COR+16],
India Driving Dataset (IDD) [VSN+19], and Mapillary Vistas [NOR+17] are
used throughout this work in cross-domain performance experiments.
These datasets form a cross-section of many geolocations including North-
and South-America, Europe, and Asia. We constrained our work on Eu-
rope and Germany and therefore the Cityscapes dataset with the primary
German geolocation is of special interest in this thesis. Another Asian au-
tomotive dataset to mention is the ApolloScape [HCG+18] dataset. But due
to restrictive licensing this dataset is not used. For the task of pedestrian
detection additional bounding box annotations for Cityscapes are provided.
This dataset is referred to as CityPersons [ZBS17]. Additionally, the EuroC-
ity Persons (ECP) [BKF+19] is considered for our validation application in
Chapter 4. However, several more pedestrian detection dataset are avail-
able, such as the WiderPerson dataset [ZXW+19], the Caltech [DWS+09]
dataset or the ETH [ELV07] dataset.

These datasets are very valuable for training and as adaptation target
for domain adaptation techniques, e.g., our realistic sensor simulation.
But, even though real-world datasets adhere to existing standard work-
flows of crowdsourcing annotations [LWZ+16; SDF12; KRF+16], human
annotators inherently introduce inaccuracies or errors into these ground
truth annotations. These inaccuracies or errors are defined as label noise
and have been studied [NDR+13] with mitigation strategies already being
proposed [RLA+14; LYS+17; JZL+18; Vah17; HMW+18]. With regard to
the validation of visual perception functions this label noise poses a great
challenge. Differentiating insufficiencies of perception models due to ac-
tual functional insufficiencies or due to erroneous labels in the validation
data is a tedious process and can hardly be automated.

Synthetic data provides a solution to this problem, as ground truth
annotations are always accurate. Provided that the implementation does
not contain any errors. Several synthetic datasets for automotive percep-
tion task have been proposed, for example the Synthia [RSM+16b] dataset,
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the Synscapes [WU18] dataset and the GTAV [RVR+16; RHK17] dataset.
These datasets are valuable for benchmarking cross-domain adaptation
methods but do not allow for additional creation of corner-case data. Here,
autonomous driving simulators such as Carla [DRC+17] and the LGSVL
simulator [RST+20] prove to be beneficial [LGH+21b; GHA21]. Procedural
methods for road generation [PJX+20] can enhance the capabilities of these
methods. Some methods try to reduce the remaining domain gap by syn-
thetization of test images through generative approaches [RBK+21]. But
similar to label noise the image inconsistencies introduced by these gen-
erative models with regard to the corresponding annotation data makes
it unfeasible for validation. In our work we utilize synthetic data from
the VALERIE and SynPeDS datasets whose scenes are created by varia-
tional methods without the need for a full-fledged autonomous driving
simulation.

16



Chapter 3

Training with Synthetic Data

In this chapter we present our research on training visual perception
functions with synthetic data. If we want to achieve a high performing
perception function on the target domain it is necessary to overcome and
close the domain gap between synthetic source data and real-world target
data.

Beginning with Section 3.1, we define and validate an appropriate
metric to measure the domain gap from synthetic to real-world datasets.
We investigate the influence of a realistic sensor simulation on the domain
gap and additionally design an optimization method to adopt these sensor
simulation parameters for a real-world automotive dataset. Hereby a novel
cross-domain generalization metric based on the EMD or Wasserstein-2
distance is used. This measure is based on a redefinition of the cross-
domain per-image performance as a domain gap proxy. Following the
investigations of the sensor simulation influence on the domain gap, we
disentangle several additional factors on their respective influence on the
domain gap. These factors are the number of graphical assets used to
create a synthetic dataset, the number of frames to train a perception
function and the structural similarities of real-world and synthetic data
based on the segmentation heatmaps.

In Section 3.2 the detection impairing factors are introduced. These
factors represent influential factors that are responsible for impairing
the visual detection of pedestrians. Visual detection impairing factors
are defined to be influential on the detection abilities by the human
vision system. In this section we show how to utilize these impairing
factors to detect missing training data in the synthetic source domain
by comparing the distributions of visual detection impairing factors of
a synthetic and real-world dataset. Furthermore, we show how one can
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boost the detection performance of a pedestrian detector by weighting
training samples according to a visual detection impairing factor calibrated
loss function.

In Chapter 4 we utilize these factors to validate pedestrian detectors
and detect training data biases.

3.1 Overcoming the Domain Gap

When training deep neural network (DNN)- or CNN-based visual perception
functions with a synthetic source dataset it is advantageous that the
training samples have the same or at least a similar distribution as the
target domain distribution. The difference in distributions of source and
target domain is known as domain gap. A domain gap from source and
target domain will lead to detection performance degradation. Therefore,
when using synthetic training data, the sample distribution of the target
domain should be modeled as close as possible. However, the target data
distribution is not easily available and moreover a complex combination
of individual distributions, such as lighting, textures, and even more
subtle factors like the number of unique persons in the dataset. Without
the possibility of direct comparison of these sample distributions one
can instead measure the domain gap by indirect measures. One of these
measures is the domain generalization distance, i.e., the distance of a
performance measure when trained on the synthetic domain compared to
when trained on the target real-world domain. Such measures and metrics
are essential if we want to be able to model the synthetic data distribution
to increasingly resemble the real-world distribution. Additional, these
metrics allow disentangling of certain influence factors on the domain gap,
i.e., understanding their influence on the model performance, as we can
show in Subsection 3.1.3.

3.1.1 Measuring the domain gap

Measuring the domain gap for visual perception learning is based to a
large extend on the advances of domain adaptation techniques [THS+17;
LCW+15; GL15; THS+18]. Some predominantly used measures in this area
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of research are the IS [SGZ+16], the FID [HRU+17], and the KID [BSA+18].
All of these measures are based on either extracting feature vectors (FID,
KID) or softmax scores from the InceptionV3 [SVI+16] network trained on
the ImageNet [DDS+09] dataset. Hereby, the relevant features or scores
are extracted from both, the source dataset and the target dataset, and
subsequently a distance metric between those is calculated. However,
these measures are, while being useful to train generative networks such
as generative adversarial network (GAN), non-predictive of the actual
performance [HG21]. In this work we showed for the task of semantic
segmentation that the target domain mIoU performance of a CNN trained
with a dataset of lower FID value, i.e. potentially smaller domain gap, is
worse than a model trained on a dataset with a higher FID value.

From these observations we constructed a new performance based
domain discrepancy measure with a close link to the actual cross-domain
performance. This new measure is based on the EMD of the target to target
domain performance compared to the source to target performance. The
performance itself is measured as mIoU on a per-image basis. While this
measure is related to the overall cross-domain performance measurement
of the mIoU, the EMD-based metric can capture the performance of a per-
ception function at harder and easier to classify images as these would be
averaged out in a measure on the average of whole target dataset. This
measure is explicitly designed to be a discrepancy measure and not a
distance measure of the domain gap. A distance is inherently symmetric
and would not capture the difference of training on the source domain
and evaluating on the target domain compared to training on the target
domain and evaluating on the source domain. A discrepancy is therefore
necessary if we want to have our measure strongly tied to the actual
domain generalization performance of source to target domain.

We prove the hypotheses of the viability that our EMD-based domain
discrepancy measure on the per-image performance measure can be used
as a proxy for the domain gap. Therefore, we conducted an experiment
by training an ensemble of DeeplabV3+ semantic segmentation models
with a ResNet101 backbone on the Cityscapes dataset. The weights of each
model were initialized randomly, and each model was evaluated after the
training on the Cityscapes validation dataset on a per-image basis. The
results are mIoU histograms over the Cityscapes validation dataset. Next,
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we compare the histograms by calculating the cumulative distribution
function (CDF)s of each histogram. On the resulting CDFs we apply the
2-sample Kolmogorov-Smirnov test to each possible pair of the ensemble,
and we get a minimum p ´ value ą 0.95. Resulting, we cannot reject the
null-hypotheses that the per-image based performance histogram is not a
good proxy of the training dataset.
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Figure 3.1. CDF of ensembles of DeeplabV3+ models trained on Cityscapes and
evaluated on the corresponding validation set. (Source: Publication 2 in Chapter
7.2 [HG21])

In Figure 3.1 one can see the CDFs of the resulting per-image perfor-
mance histograms. This experiment proves that only the training dataset
is responsible for the shape of the per-image based mIoU performance.

3.1.2 Realistic Sensor Simulation

The domain gap is the main cause of reduced performance on the target
dataset when training with synthetic data, therefore it has proven bene-
ficial to adapt the source synthetic dataset to the target dataset reducing
this exact gap. The research area which deals with this task specifically is
domain adaptation. While there is a plethora of domain adaptation strate-
gies based on generative models showing impressive results on the visual
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adaptation of images on a target domain, there is a major drawback if one
chooses to use these adapted images for validating a model. This drawback
is the non-deterministic behavior of these generative domain adaptation
models on the input images which leads to inconsistencies between the
visually adapted image and the original ground truth. An often seen ex-
ample is the visible Mercedes-Star of the ego car in the Cityscapes dataset
that is hallucinated into the synthetic image when adopted to this dataset
[RAK22; HTP+18; PEZ+20]. If we use these adopted images to validate
a perception model for detection faults, it is hard to impossible to track
an error back to the real source of the problem due to the non-matching
input and ground truth. However, for validation with synthetic data it
is still important to minimize the domain gap of the training dataset to
the target validation dataset, as with a high domain gap between these
datasets one cannot safely determine if a perception fault was caused due
to the domain difference, e.g. different geolocation, or due to actual errors
in the detection model. Therefore, understanding the influential factors of
the domain gap is a key component to improve validation with synthetic
images as well as improving the cross-domain performance when training
with synthetic datasets. If these influential factors are well enough under-
stood we can then model, i.e., simulate, these factors and apply them on
our synthetic dataset deterministically.

One of these influential factors we have identified are the sensors
used to capture the real-world imagery data. More specifically the sensor
lens artifacts of cameras which are inherently observable in real-world
datasets as can be seen for example in an image of the A2D2 dataset in
Figure 3.2. Synthetically generated images on the other hand often simulate
a pinhole camera model [Stu14] that does not realistically simulate any
sensor lens artifacts. In real-world datasets we could observe several sensor
lens artifacts such as blur, chromatic aberration, and additive sensor noise.
Furthermore, in datasets such as the Cityscapes dataset, the images were
captured in a high dynamic range format and then subsequently tone-
mapped and gamma corrected to an 8-bit integer RGB low dynamic range
to be displayable on most modern screens. Tone-mapping and gamma
correction have a major influence on the style and even the usability of the
image for perception as under exposed areas in an image such as persons
in the shadow on the sidewalk can be highlighted. Unfortunately, detailed
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Figure 3.2. Real-world images (here A2D2) exhibit sensor lens artifacts which have
to be closely modelled by an image synthetization process to decrease the domain
distance of synthetic to real-world datasets to make them viable for training and
validation. (Source: Publication 2 in Chapter 7.2 [HG21])

specifications about the tone-mapping process on real-world datasets
recordings are often not released to the public.
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Figure 3.3. Our sensor artifact simulation pipeline. (Source: Publication 3 in Chapter
7.3 [HG22b])

With our observations on the sensor lens artifacts of real-world datasets
we build a sensor simulation pipeline applying these artifacts on our syn-
thetic images and evaluate the influence on the cross-domain generaliza-
tion performance, i.e. the domain gap. Our exemplary sensor simulation
pipeline is depicted in Figure 3.3.
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(a) (b)

Figure 3.4. Left (a): Synthetic images without lens artifacts. Right (b): Applied
sensor lens artifacts, including exposure control. (Source: Publication 3 in Chapter
7.3 [HG22b])

Beginning from our image synthetization process we receive 16-bit
OpenEXR images. On these synthetic 16-bit OpenEXR floating point image
x1 from the rendering pipeline a blur and chromatic aberration is applied,
followed by an additive Gaussian noise generator. In parallel, in the mea-
surement of histogram range block function, the histogram of the pixel RGB
values is calculated by binning these values into 100 equidistant bins in the
range of [0, 106]. These bins are then used in the Linear Mapping, Rounding
block to saturate, i.e. fix the RGB value to [255, 255, 255], of the pixels
in the highest s% of bins. Here, s is a parameter to tune the saturation
mapping operation. The remaining bins are equidistantly mapped to the
range [[0, 0, 0], [255, 255, 255]]. We found that a saturation of about 2% will
lead to a saturated sky, which is generally without interesting details for
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pedestrian perception, and higher detail on the darker parts of the image,
typically where pedestrians are located on the road or sidewalk. Last, we
apply a gamma correction to further enhance the detail in darker areas
of the image. Both, the saturation and gamma correction are part of the
typical tone-mapping process of a real-world camera recording.
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Figure 3.5. Optimization of sensor artifacts to decrease discrepancy between real
and synthetic datasets. (Source: Publication 3 in Chapter 7.3 [HG22b])

Figure 3.4 shows the applied sensor simulation on an image from
the SynPeDS dataset. While unnecessary information on the top of the
image is lost due to the saturation process, the detail in the darker areas
of the image are enhanced for example on the pedestrian on the right.
Furthermore, the blur, Gaussian noise, and chromatic aberration lead to
fraying of the edges which were previously unrealistically sharp.

It is very important to know how to set the individual parameters
of our sensor artifact simulation to better match the appearance of the
target dataset. Therefore, we extracted the relevant parameters to tune for
the sensor simulation manually from the target datasets images. As these
manually extracted values are inaccurate and therefore non-optimal only
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limited improvement over the original baseline can be achieved. However,
these extracted parameters can be used as a well suited starting point
for a black-box optimization of the sensor parameters onto the target
dataset. The previously introduced EMD domain gap discrepancy measure
is hereby used as the optimization loss. Figure 3.5 depicts this black-box
parameter optimization.

The optimization process starts with the previously manually extracted
sensor parameters and applies those with our sensor artifact simulation
on the synthetic image data. After training for one iteration the EMD

discrepancy between synthetic and real-world data is calculated. The trust
region reflective [SLA+15] optimization method continuously changes the
parameters until either the local optimum is reached or the step size of
parameter changes is below 10´6. In our work, as seen in Publication 2 in
Chapter 7.2, we were able to show that after the optimization an increase
in cross-domain performance from the SynPeDS dataset to the Cityscapes
dataset of around 7% mIoU is achieved.

3.1.3 Disentangling Domain Gap Influence Factors

A realistic sensor artifact simulation is only one of the many influence
factors that makes up the domain gap between synthetic and real-world
images. Understanding the influence factors by comparison of domain
discrepancy and distance measures while tuning some parameters can
be a tedious process with limited success if not done carefully. Most
synthetic datasets do not deliver additional meta information on their
image synthetization process which would prove useful to understand and
disentangle the domain gap influence factors even further. Disentangle
in this context means to understand the individual contribution of a
factor on the domain gap. In our work, we could resort on the VALERIE
and the SynPeDS datasets which were specifically designed to deliver as
much metadata about the synthetization process of the images as possible.
Utilizing this rich metadata allows us to better understand and disentangle
the domain gap influence factors than with most other synthetic datasets,
as we show in the following subsections.
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3. Training with Synthetic Data

Number of Assets

Comparing automotive real-world and synthetic images it is evident that
most images and scenes in real-world images are unique whereas in
synthetic images the scenes are composed of repetitive content but contin-
uously differently arranged. This comes to no surprise as the 3D assets, i.e.,
the 3D meshes and textures of objects in a scene, are expensive to create at
a high fidelity and should therefore be used as much as possible. Training
a pedestrian detector on a dataset comprising only a single unique person
asset will lead to a strongly biased detector which is able to detected solely
the one trained person asset but will fail to generalize on other persons. It
is obvious that overfitting will occur if the training data is of low diversity
and the model will fail to generalize, but it is non-obvious on how much
diversity is actually needed to bridge the domain gap and generalize well.
In our experiments we investigate the semantic segmentation performance
on the person class of a DeeplabV3+ model trained with different subsets of
the VALERIE and the SynPeDs datasets. These datasets and their subsets
are described in more detail in Chapter 5. Each subset of either dataset
represents a stage in the process of its development and therefore do
these dataset subsets consist of an increasing number of pedestrian as-
sets the further the development progressed. Each of the trained models
is cross validated on the Cityscapes validation dataset to investigate the
cross-domain generalization performance. Figure 3.6 shows the resulting
number of unique person assets in the dataset subsets compared to the
cross-domain person class performance measured as mIoU on the Cityscapes
dataset.

The VALERIE subset for higher unique person counts clearly outper-
forms the SynPeDS subset in the cross-domain performance. While a low
number of unique assets will lead to overfitting on these assets a higher
number clearly benefits the generalization capabilities of the model. Both
the VALERIE trained models and the SynPeDS trained one benefit from
an increasing number of person assets on the cross-domain performance.
The model trained on the full VALERIE dataset is only ă %1 worse in
performance than the baseline Cityscapes trained model. It is evident that
more diversity of person assets is beneficial to the generalization capabili-
ties of a segmentation model. But, even though the first tranches up until
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Figure 3.6. Unique person assets per SynPeDS (blue) tranche or VALERIE (red)
sequence and person class generalization performance on the Cityscapes dataset.

tranche 6 of the SynPeDS dataset have only a few number of unique assets,
these are sufficient to achieve the same performance as earlier Sequences
of the VALERIE dataset. To better understand this behavior, the difference
between these datasets has to be investigated and further influential factors
on the domain gap have to be disentangled.

Number of Training Images

While training with a diversified dataset shows significant improvement
on the cross-domain performance it also raises the question on the per-
formance difference if we have a huge number of training images with
lower asset diversity compared to a smaller count of images but with a
higher number of assets. A very low number of images should obviously
lead to overfitting, but training with a huge dataset with only marginal
differences between images can lead to overfitting as well. From our pre-
vious experiment we found that at least the person asset diversity in
the overall VALERIE dataset is higher compared to the SynPeDS dataset.
However, the number of training images is vastly different between these
datasets. To understand the influence of the number of training images
we compare the overall cross-domain performance measured in mIoU on
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3. Training with Synthetic Data

the Cityscapes dataset with DeeplabV3+ models trained on subsets of the
VALERIE and SynPeDS datasets. Figure 3.7 shows the generalization results
with the respective cumulative frame counts that were used to train each
segmentation model.
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Figure 3.7. Number of training frames per SynPeDS (blue) tranche or VALERIE
(red) sequence and overall generalization performance on the Cityscapes dataset.

While no model comes close to reaching the baseline performance of
82.34%, the cross-domain performance with Sequences of the VALERIE
reach higher mIoU values with far fewer image frames than the SynPeDS
dataset. The diversity in the VALERIE dataset continuously improved
which is evident by the increasing cross-domain performance, whereas the
performance of the VALERIE model even deceased for tranche 4. In tranche
4 a significant pedestrian object distribution bias was introduced into the
dataset which we detected with our validation methods as can be seen in
section 4.1. Overall it is clearly visible in this result that only increasing
the frame count by reiterating the same assets in the scenes is no viable
strategy to increase the cross-domain generalization performance.

Structural Similarities from Segmentation Heatmaps

We investigated the influence of the person asset diversity of a synthetic
dataset and found it to be influential on the cross-domain generalization.
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3.1. Overcoming the Domain Gap

(a) VALERIE Sequence 0050 (b) VALERIE Sequence 0058

(c) VALERIE Sequence 0060 (d) VALERIE Sequence 0050-0060

(e) Cityscapes

Figure 3.8. Cumulative semantic segmentation heatmaps derived from different
VALERIE sequences and from the Cityscapes dataset.

Understanding the influence of the placement of objects in the scene is the
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3. Training with Synthetic Data

next logical step to explain the remaining domain gap. This difference of
object placements between source and target dataset can be understood
as the structural similarities of the respective scenes in the datasets. One
method to measure this structural similarities is to compare the semantic
ground truth per class of the synthetic and real-world domain. To do this,
the number of occurrences for every class individually and per pixel in
the ground truth are accumulated across a dataset. Next, the accumulated
results are sub-sampled and binned to a 100x100 grid. Thereafter, these re-
sults are normalized to the range [0, 1]. The overall result is a 2D histogram
of normalized class occurrences for every class in the dataset. Figure 3.8
exemplary depicts these histograms on the progression of VALERIE Se-
quences ((a) to (d)) compared to the target Cityscapes (e) heatmap for the
person class.

By visual analysis of the histograms one can determine first differ-
ences in the person distribution between early VALERIE sequences and
the Cityscapes dataset. The sequences 0050 and 0060 show clear person
silhouettes around the main horizontal distribution. This occurs when the
number of frames is quite low when calculating these histograms. Com-
paring the result of combined sequences 0050 to 0060 with the Cityscapes
heatmap it is evident that the latter distribution is vertically more spread
out around the main horizontal distribution and there is a focus or center
on the right side of the histogram. This distribution can be explained by
the way the images were recorded. The Cityscapes dataset was recorded
from a car in right-hand driving countries where most persons are visible
on the nearer right side of the car camera and persons on the opposite
side of the road are more often occluded by oncoming cars.

To actually measure a difference between the histograms or heatmaps
we are utilizing the sliced Wasserstein distance (SWD) [BRP+15]. The SWD

is a sample based form of the EMD for 2- and higher-dimensional data. To
compute this distance the source and target 2D histograms are projected
by a random sampled vector to a 1-dimensional vector each. Next, the
EMD is calculated on the projected vector. This process is repeated for 1000
iterations. The final distance result is the average of all projected distance
results. We apply these calculations to the VALERIE and SynPeDS dataset
with the target dataset Cityscapes. The SWD results with the cross-domain
generalization performance on the person class can be seen in Figure 3.9.
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Figure 3.9. Sliced Wasserstein distance per SynPeDS (blue) tranche or VALERIE
(red) sequence and overall generalization performance on the Cityscapes dataset.

Lower SWD results indicate a greater similarity between source and target
person heatmaps, i.e., person placements.

The sequences 0058 and 0060 of the VALERIE dataset achieve the
highest cross-domain generalization performance and have the lowest
SWD to the target dataset. Another interesting observation can be made
for these sequences, as the 0058 sequence has a lower SWD as the 0060
sequence. Comparing these sequences again visually in Figure 3.8 one
can see that there is a higher person distribution from the middle to right
on the main horizontal distribution compared to the distribution of the
0060 sequence. Making the 0058 distribution more similar to the target
Cityscapes distribution. For the SynPeDS dataset the results are differing
from earlier tranches to later, more mature tranches. The tranche 2 shows
the lowest mIoU and highest SWD values, but while tranche 5 has a higher
SWD than tranche 4 the cross-domain performance is higher than the latter.
With the result from the number of assets we know that tranche 5 has
more pedestrian assets than tranche 4 and achieves therefore a better
generalization even though the person distribution is dissimilar to the
target dataset. The overall dataset of SynPeDS reaches the lowest SWD for
this dataset but with higher performance than the VALERIE sequence 0054,
again due to a higher number of assets in the former dataset. Concluding,
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3. Training with Synthetic Data

the SWD of the class distribution can be used to measure the similarities of
source and target datasets and helps to better understand differences in
the datasets.

3.2 Visual Detection Impairing Factors

We identified factors influencing the domain gap when training with
synthetic data and applying the trained model to real data. Our work also
investigates the reasons and factors that impede a successful detection of an
object. We show that by understanding these factors we can leverage these
to further measure domain distances, increase the detection performance
and implement validation strategies to identify missing training data.
The factors are termed visual detection impairing factors as they hinder
understanding, i.e., impede the detection of an object. We previously
focused on the task of semantic segmentation which gave us the capabilities
to investigate on the overall scene structure differences. Following, we
focus on the task of object detection, and due to the autonomous driving
setting on the task of pedestrian detection. Results from the investigations
on visual detection impairing factors are published in Publications 5 in
Chapter 7.5 and 6 in Chapter 7.6.

The visual detection impairing factors we are considering in our work
are visualized in Figure 3.10. The factors can be grouped in four major
categories. The first category is the location of an object in the image. This
category is covered by the bounding box coordinates center locations cx

and cy. The second category is the size of an object in the image. For this
category we use the width and height dimensions of the bounding box.
Additionally, we use the distance to the camera measured in [m] which
strongly correlates to the last factor, the actual number of visible pixel of
an object in the image. The third category is the occlusion of an object
with the single factor occlusion rate. The occlusion rate is the quotient of
visible to visible plus occluded pixels of an object. The fourth and last
category is the contrast of an object. The contrast measures the visual
difference of an object to its background. Low contrast values, e.g., dark
clothed person standing in the shadow, makes it harder to detect a person.
In our work we use three different formulations of contrast measures.
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h +

(a) Bounding Box Coordinates

5m

5 · 104pxl

10m

1 · 104pxl

(b) Distance and Visible Pixels

(c) Occlusion (d) Contrast Measures

Figure 3.10. The potential detection performance impairing factors we consider in
this work: (a) bounding box coordinates (ocx, ocy, oh, ow), (b) distance and number
of visible pixels of a pedestrian (od, ovp), (c) rate of occlusion (oocl), (d) contrast
of a pedestrian (red) to its background (blue) calculated by the full pedestrian
silhouette (oc f ull), segment wise (ocmean) and edge wise (ocedge). (Source: Publication
5 in Chapter 7.5 [HG23])

The first is calculated by averaging the RGB values of a person instance
and calculating the Euclidean distance to the average of the surrounding
background pixels. The second contrast measure segments the person
into 12 segments and calculates the Euclidean distance to the adjacent
background pixels with the results being averaged. The third and last
contrast measure considers only a small pixel border of the person instance
and calculates the Euclidean distance to the surrounding background.

A more in depth explanation and calculation of the individual factors
can be found in the Publications 5 in Chapter 7.5 and 6 in Chapter 7.6.
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3. Training with Synthetic Data

In the following subsection we show how we can utilize these factors
to find differences in source and target datasets and reason on missing
data that has to be added to the source training dataset to improve cross-
domain generalization. Subsequently, we show how these factors allow us
to improve a pedestrian detector by steering the training loss to focus on
harder to detect samples according to these visual impairing factors.

3.2.1 Missing Training Data Detection

The previously defined impairment factors can be used to describe a
dataset and then use this dataset description to compare it with the de-
scription of another dataset. In our experiment we begin by extracting each
individual factor for each person in the synthetic VALERIE dataset and the
real-world CityPersons dataset. The CityPersons dataset is an extension of
the CityScapes dataset and delivers additional bounding box annotations
for persons. With the resulting visual impairing factors per person for both
datasets one could already calculate differences by just comparing these
factors. But due to the factors being closely correlated, e.g., distance and
number of visible pixels, it is useful to reduce the redundancy by applica-
tion of a principal component analysis. After reducing the dimensionality
of the impairing factors with the PCA, we can visualize both datasets on
a 2D plot by extraction of the first and second major PCA component
and plot every pedestrian onto a scatter plot. For subsequent detection
of dissimilarities between source and target dataset we can calculate an
area around our source synthetic dataset points and find target real-world
dataset points that are not enclosed by this area. These non-enclosed data
points are persons with specific visual detection impairing factors that
are not included in our source dataset. To calculate the surrounding area
we use alpha shapes [EM94]. Alpha shapes are a special form of Delau-
nay triangulation [Del+34] where the α parameter denotes the maximum
radius of a circle in the triangulation around each data point. In other
words, the distance between points if there will be an edge or not. For low
values of α the shape is more rugged and follows the points on the borders
more closely, whereas for high values of α the shape will be similar to the
complex hull of the points with the actual complex hull being α = 8. We
visualized the PCA results for α values α = 0.7, α = 1.0 and α = 8 with
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3.2. Visual Detection Impairing Factors

impairing factors extracted for VALERIE sequences 0057, 0057-0058 and
0057-0060 and CityPersons in Figure 3.11.

(a) Seq. 0057 α = 0.7 (b) Seq. 0057 α = 1.0 (c) Seq. 0057 α = 8

(d) Seq. 0057-0058 α = 0.7 (e) Seq. 0057-0058 α = 1.0 (f) Seq. 0057-0058 α = 8

(g) Seq. 0057-0060 α = 0.7 (h) Seq. 0057-0060 α = 1.0 (i) Seq. 0057-0060 α = 8

Figure 3.11. Alpha-shapes generated by the PCA of visual detection impairing
factors from three different VALERIE sequence combinations and three different α

values. Orange indicate VALERIE data points, blue indicate Cityscapes data point
inside the alpha-shape, and red indicate Cityscapes data points outside the shape.

As mentioned for lower values of α the shape is more rugged and
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more missing data points, visualized as red points, are detected. For
the complex hull shape only few outliers are detected and there is a
considerable amount of blue CityPersons data points being in the shape but
not covered by orange VALERIE data points. Further, for later sequences,
e.g., 0057-0060, the number of missing data points is fewer even with
lower values of α. To highlight the progress from VALERIE sequences and
better understand the right choice of the α parameter we calculated the
number of missing data points for different values of α for each of the
three sequences. The results are shown in Table 3.1.

Table 3.1. Number of Cityscapes visual detection impairing factor PCA data points
not included in the alpha-shape by sequences of the VALERIE dataset for different
values of α.

α

Sequence 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 8

0057 576 278 172 137 106 92 70 51 44 40 6
0057-0058 365 179 121 100 72 52 38 30 28 28 3
0057-0060 302 143 97 73 49 40 35 30 23 19 3

With values of α ă 0.7 the alpha shape will omit too many points
further off from the main distribution, creating a very dense shape around
the points and therefore many outliers will be detected. Whereas for
an α = 8, i.e. the complex hull, the shape does not capture the actual
shape spanned by the points and too few outliers will be detected. We
found reasonable α values are in the interval 0.7 ď α ď 1.0, but a visual
inspection of the actual produced shapes will nonetheless prove useful. In
our work, especially in the creation of the VALERIE dataset, this tool was
used to detect missing data points which were subsequently added for
each iteration of the sequences. This is visible in the number of outliers
in Table 3.1 which continuously decreases for sequences 0057-0058 and
0057-0060 for every α value being used.

3.2.2 Detection Impairment Weighting Loss

As previously shown, the visual detection impairment factors are useful
to detect differences in datasets. In this subsection we introduce another
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approach on how to utilize these factors and boost the pedestrian detection
performance of an object detector by steering the training loss towards
harder to detect samples according to these factors. The detailed approach
is defined in Publication 6 in Chapter 7.6.

The general idea behind our approach is to calibrate the training loss
of a pedestrian detector to put more attention towards objects which are
harder to detected according to the visual detection impairing factor of
these samples. The workflow of this approach is depicted in Figure 3.12.

Dval
Synth

Synthetic
image data Detector

Detection
Filter f(.)

Extract
Detection
Impairing
Factors

Ωm

Sample
weightingDtrain

CP
Real-world
image data Dw

CP

filtered objects o ∈ Ωm

oocl · · · od

o1 0.8 · · · 30
...

...
. . .

...
oO 0.6 · · · 34

training.json
filename class (u) bbox (v) weight

aachen 0.png person {0.5,0.3,0.2,0.3} 0.8
aachen 1.png person {0.2,0.1,0.15,0.25} 0.1

...
...

...
...

Figure 3.12. Generation of the training weights for pedestrian objects of the real-
world CityPersons dataset. (Source: Publication 6 in Chapter 7.6 [HG23])

First, we have to define which samples are harder to detect. Therefore,
we begin by inferencing on a synthetic dataset with a pedestrian detector
which was pre-trained on this synthetic domain. For the synthetic data we
use the sequences 00057 and 0058 from the VALERIE dataset. In parallel
to the detection the impairing factors per pedestrian object are extracted
from each inferenced image. The detection results and the corresponding
impairing factors are forwarded to the detection filter f (.). This filter
evaluates the detections with the ground truth annotations and dismisses
all true positive detected pedestrians so that only the missed detections
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and their impairing factors remain. The miss detections are subsequently
stored in the weighting dataset Ωm. To now calibrate the training loss
on a real-world dataset we extract the visual detection impairing factors
from the CityPersons dataset. Next, each pedestrian object is weighted in
the Sample Weighting block on its vicinity to the objects in the Ωm dataset.
To measure the vicinity the Mahalanobis distance [Mah36] per object is
calculated. This distance assigns lower weights for samples far from the
point cluster of non-detected persons and higher weights for samples
closer to the cluster. To calculate this distance we have to first calculate the
mean over all objects in the Ωm dataset:

om =
1

|Ωm| ∑
iPΩm

oi. (3.2.1)

Next, the Mahalanobis distance is calculated for a pedestrian sample:

dmh(o, om) =
√

(om ´ o)TV´1
m (om ´ o). (3.2.2)

In equation 3.2.2, the pedestrian sample is denoted by o and with
V´1

m being the inverse covariance matrix of the dataset Ωm. The distance
is then calculated for each pedestrian object in the CityPersons dataset
and the weighting results are stored alongside the original ground truth
annotations in the Dw

CP dataset.
This resulting dataset is then used to re-train the pedestrian detector

with our modified loss, termed detection impairment weighting (DIW)-loss,
which has been adopted to take the calibrated weights into account:

Jtotal(p, u, ts, v) = α ¨ (Jcls(p, u) + λ[s = 1]Jloc(ts, v)),

where α =

{

1
1+dmh(os ,om)

, if s = 1

γ, otherwise.

(3.2.3)

Here, the total training loss consists of the sum of the classification
loss Jcls and the localization loss Jloc multiplied with the weighting term α.
The classification loss is a categorical cross entropy loss with the inputs p
denoting the predicted class probability and u denoting the ground truth
target class. The localization loss is the smoothL1 loss from [Gir15] accu-
mulated over all bounding box coordinate predictions t and bounding box
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3.2. Visual Detection Impairing Factors

ground truths v. Additionally, λ is a parameter to weigh the contribution
of classification and localization loss. Here, λ = 1 and [s = 1] is the Iverson
bracket which evaluates to 1 if the predicted class s is correct. In simpler
terms, the localization regression loss is only applied if the classification
prediction is a pedestrian. Our actual weighting of the samples is imple-
mented in the α value which evaluates to values in the range [0, 1] for the
person class or to the parameter γ otherwise. The parameter γ can be used
to tune the influence of the background class on the overall loss. The value
of this parameter is usually set to γ = 0.5.

When training a real-world pedestrian detector with this DIW-loss
we are able to improve the state-of-the-art in pedestrian detection on
the CityPersons benchmark measured by the laMR metric, as defined in
Equation 2.1.4. This is mainly achieved by strongly reducing the false
positive rate and by slightly improving the true positive detections per
image. Furthermore, we can evaluate the influence of each visual detection
impairing factor on the weighting loss by an ablation experiment. The
detailed results can be found in Publication 6 in Chapter 7.6.
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Chapter 4

Validation of Visual Perception

Functions

In this chapter we describe the methods we developed to validate visual
perception functions for autonomous driving, using synthetic data. With
the findings from the previous chapter we are able to generate and render
more realistic synthetic data, suitable for validation of algorithms trained
on real-world datasets.

The first method in this chapter is the variational data synthesis for
perception validation. This approach shows how to generate parameterized
realistic synthetic data with rich meta-data and use it to validate perception
functions on the influence of object distributions, additive noise, and object
occlusions. The method and the validation results are further described in
the Publications 1 in Chapter 7.1 and 4 in Chapter 7.4.

The second part of this chapter describes our validation approach
for training data bias detection by classification of detection impairment
factors. Training data biases are prediction or classification biases that occur
if the model insufficiently generalizes, e.g., if a model is trained to classify
persons with a dataset consisting of the same person over and over again
it will not be able to correctly classify unseen persons. The method utilizes
visual detection impairing factors, introduced in Chapter 3.2, to calibrate a
classifier that distinguishes if a person in the image is detectable or non-
detectable. This classifier is then used to find training data biases in real-
world pedestrian detection datasets. Furthermore, the overall influence of
the visual detection impairment factors on the detectability of a person are
analyzed. This method is further described in Publication 5 in Chapter 7.5.
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4.1 Variational Deep Data Synthesis for Percep-

tion Validation

To validate visual perception functions we rely heavily on the data to test
the correct purpose. For example, in validating a pedestrian detector for
autonomous driving it is necessary to generate the safety critical scenarios
where persons are very close to the ego-vehicle or children running on
the street and not only the common street scenes found in most camera
recorded real-world datasets. While the latter scenes are easy to capture
and make up the majority of most datasets, the safety critical scenarios are
hard to capture in the real-world due to the endangering of the recorded
persons and the infrequent occurrences of such scenarios [KP16]. Even if
these few events could be recorded, it would give us some fixed validation
data without the means to modify the content of the images and further
understand possible detection flaws. As an example: We found a miss
detection of a child in front of the car at an early sunset. Would this miss
detection occur if the child would stand in broad daylight? Recapture such
a scene at different conditions would take a great amount of time and
with no guarantee that this is even possible. This is the reason for the
development of variational deep data synthesis approach for validation
of visual perception functions. Here, we synthesize a sufficiently large
amount of probabilistically parameterized scenes, including safety critical
scenarios, and evaluate a perception function for perceptive flaws, such
as miss detections of pedestrians. If found, we can reuse the scene in
which the flaw occurred and synthesize the image again under different
parameters, e.g., altering the time of day to produce different lighting con-
ditions. This allows us to work out the underlying cause of the perception
functions fault.

Figure 4.1 depicts the block diagram of our variational deep data
synthesis approach, named VALERIE. The validation engineer starts with
the scenario preparation. This is a description on how to variate the scene
parameters, such as time of day or street width, and which assets from the
asset database to use to synthesize the street scenes. The chosen assets are
then fed into the data synthesis block, whereas the parameter variation
description is fed to the VALERIE validation flow control. The validation

42



4.1. Variational Deep Data Synthesis for Perception Validation
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Figure 4.1. Block diagram of the proposed validation approach. (Source: Publication
4 in Chapter 7.4 [GHS22])

flow control then creates the different combinations of scene and parameter
variations and sends them to the data synthesis as well. The data synthesis
block, which we examine in more detail in the next subsection, now creates
an autonomous driving street scene with a realistic sensor simulation. This
is done in the first step by probabilistic generation of the street scene,
i.e. street and building layouts as well as object and person placements.
Next, the chosen parameter variation, such as time of day, according to
the validation flow control is generated. Last, the image is synthesized in
the render engine and a realistic sensor simulation according to our work
in Chapter 3.1.2 is applied. The generated image is then forwarded to the
perception function under test which creates an inference result for further
evaluation. In the last step the evaluation metric on the detection result is
calculated with the help of the ground truth from the render engine. This
can be mIoU for the task of semantic segmentation or TP and FN values for
pedestrian detection.

The evaluation metric result is stored for further evaluation but also
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4. Validation of Visual Perception Functions

Figure 4.2. Example of scene parameter variation, in this case the time of the day is
varied, causing dramatic changes in the scene illumination and according contrast
variations. (Source: Publication 4 in Chapter 7.4 [GHS22])

sent to the validation flow control. The flow control sets the next scene and
parameter variations to be generated in the data synthesis block. These
variations can now either follow the ranges given by the scenario descrip-
tion or the previous scene is reused and recreated with a different set of
parameters. This choice depends on the result of the evaluation metric.
For example if a pedestrian detector evaluates for FNs, i.e. miss detections,
the flow control chooses to recreate the scene under different lighting
conditions to check if the miss detections were caused by difficult lighting
conditions. Some examples of such time of day parameter variations are
given in Figure 4.2. The process ends if all parameter combinations are
exhausted. The evaluation metric results and the corresponding param-
eter variations per image are then carefully examined by the validation
engineer to pinpoint reasons for the perception flaws as is demonstrated
in Chapter 4.1.2.
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4.1. Variational Deep Data Synthesis for Perception Validation

4.1.1 Generation of Synthetic Validation Data

The generation of synthetic data in our variational deep data synthesis
approach consists of three major components. The first component is the
probabilistic scene generator. It first generates the ground layout of the
automotive scene, i.e., the layout for streets, sidewalk and buildings. Next,
the generator places three-dimensional objects or assets from the database
on the previously defined layout. For example, cars are placed on the
street or on parking spots, whereas persons are placed on the sidewalk
and on the street. As the name of the component suggests the whole
scene, including the object placement, is probabilistically generated, i.e.,
sampled, from a given range of parameters. These parameters are set by
the validation flow control and define for example the min and max width
of the street and sidewalks or the probability of a person being placed on
the street.

The second component is the parameter variation generation. These
parameters include, among others, the time of day, and geolocation settings.
By changing the time of day parameter the scene lighting can change
drastically. The variation generation is therefore the main instrument of
the validation flow control to search for parameter combinations that can
cause perception flaws.

The last component is the sensor & environment simulation. By uti-
lizing Blender 6, which allows the importing, editing, and scripting of
3D content, the predefined scenes are then rendered with the physically
based renderer Cycles. Subsequently, the realistic sensor simulation model
derived in Chapter 3.1.2 is applied to the rendered image to recreate the
sensor impression of a real-world recording. Additionally, metadata from
the rendering process is extracted to generate the necessary data for an ac-
curate ground truth annotation for a range of perception tasks. These task
include semantic segmentation, instance segmentation, 2D & 3D bounding
box detection and depth estimation from monocular images.

The continuous development of this synthetization method eventually
resulted in the generation of the VALERIE dataset. This dataset is described
in more detail in Chapter 5.1.
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4. Validation of Visual Perception Functions

4.1.2 Validation Results

As the focus of this validation approach is on visual perception func-
tions, we validated perception function models for the task of semantic
segmentation and 2D bounding box pedestrian detection. The validated
segmentation model is the DeeplabV3+ model with a ResNet101 backbone
pre-trained on the ImageNet dataset. This model is fine-tuned on a range
of real-world and synthetic datasets and validated utilizing our variational
deep data synthesis method. For the 2D bounding box pedestrian detec-
tion task, the SSD model fine-tuned on tranche 3 of the synthetic SynPeDS
dataset is validated. The feature extractor of the SSD model is a ResNet50

backbone pre-trained on the ImageNet dataset.

To measure the model performance on the semantic segmentation task,
the mIoU is calculated. The performance of the pedestrian detection is
measured by calculating the true positive rate (TPR). The TPR, also known
as the sensitivity, is calculated as the quotient of TPs over the sum of TPs
and FNs. This measure allows filtering out all predictions on images with
missed pedestrian objects, i.e., with TPRă 1.

In our work several influence factors on the perception function are
validated. Beginning with the influence of the pedestrian distribution
in the training data on the perception generalization. Therefore, we use
the sequence 0058 of the VALERIE dataset, generated by our variational
synthesis method, for training the segmentation model and compare the
dataset’s pedestrian distributions to other synthetic datasets and to the
target dataset Cityscapes.

Next, the influence on the segmentation performance on images with
additive Gaussian noise is evaluated. Here, the realistic sensor simulation
as part of the data synthesis component allows us to simulate images with
increasing additive Gaussian noise.

Last, we validate the pedestrian detector and the semantic segmen-
tation model on the influence of different person occluder objects. The
parameterization of the scene layout allows exchanging objects in front
of the pedestrian in a scene and enables us to evaluate the respective
influence of each object on the detection performance.

46



4.1. Variational Deep Data Synthesis for Perception Validation

(a)

(b) (c)

Figure 4.3. Pedestrian distribution over horizontal angle and distance. (a):
Cityscapes. (b): SynPeDS Tranche 3. (c): VALERIE synthetic data. (Source: Pub-
lication 4 in Chapter 7.4 [GHS22])

Influence of Object Distributions

The object, i.e., person distribution of a dataset, was found in Chapter 3.1.3
to have a considerable influence on the cross-domain generalization quality
when training with synthetic data. In Figure 4.3 the spatial distribution
of pedestrians in the Cityscapes (a), SynPeDS tranche 3 (b), and VALERIE
sequence 0058 (c) are shown. These visualizations represent histograms
of persons placed in the datasets images at a distance to the camera in
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4. Validation of Visual Perception Functions

[m] and at a horizontal viewing angle of ´30˝ to 30˝, corresponding
to the left and right side of the image. As previously discussed it is of
advantage to recreate or match the spatial distribution of objects in the
source synthetic domain to the one of the target real-world domain. The
Cityscapes dataset is considered again as the target dataset. In this dataset
the distributions of pedestrians show a uniform distribution with slight
tendency to a positive horizontal angle. Looking into the Cityscapes dataset
one notices the right-handed driving in all of these images with oncoming
traffic occasionally occluding pedestrians on the left side, explaining the
slight tendency of more visible pedestrians on the right side or positive
horizontal angles. The SynPeDS tranche 3 distribution shows two sharp
parallel lines where most of the datasets pedestrians are located on. This
indicates a strong potential bias in the pedestrian distribution. We can
strengthen this hypothesis by visual evaluation of perception results as
shown in the last subsection of this chapter. The VALERIE Sequence 0058
distribution on the other hand shows a more uniform person distribution
which better resembles the Cityscapes distribution. For both synthetic
datasets one further interesting observation can be made. The number of
pedestrians at further away distances of around 50m is significantly higher
than the one of the Cityscapes dataset. This can be explained by the manual
annotations of the real-world dataset. While human annotators have a
hard time drawing bounding boxes for persons above such distances, due
to the small size of the person, synthetically generated images deliver pixel
perfect ground truth information at any distance and size.

Influence of Noise on Detection Performance

The influence of noise on the detection performance is evaluated by apply-
ing Gaussian noise with increasing variance on the input image, followed
by subsequent segmentation inference and performance evaluation. In
this experiment the DeeplabV3+ segmentation model is trained on the real-
world datasets A2D2, Cityscapes, and on the sequence 0058 of the synthetic
VALERIE dataset. The variance σ of the Gaussian noise is continuously
increased in steps of 1 in the range σ2 P [0, 20]. At every step the seg-
mentation performance, mIoU, is measured for each of the three trained
models. The resulting graph for this experiment is shown in Figure 4.4. The
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Figure 4.4. Top: mIoU performance decreases with increasing noise variance.
Bottom (left to right): segmentation maps with increasing noise variance σ2

P

{0, 10, 20}, image pixels xi P [0, 255]. (Source: Publication 4 in Chapter 7.4 [GHS22])

images below the plot are segmentation results of the Cityscapes trained
model at σ2 values of {0, 10, 20}. While the VALERIE and Cityscapes trained
models increase in performance for small values of σ2 the model trained
on A2D2 continuously declines in performance. The initial increase of
the performance can be explained that both Cityscapes and the VALERIE
exhibit noise in their respective training images similar to these values of
Gaussian noise. For the A2D2 dataset these values seem to mismatch with
the noise in the training images as no initial increase of performance can
be observed. The source of decline in performance is clearly visible in the
prediction image with σ2 = 20. Here, object boundaries begin to fray and
the segmentation prediction starts to smear out accross classes.
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Figure 4.5. Scene with variation of occluding objects. Left: 2D bounding box
detection. Right: semantic segmentation (Source: Publication 4 in Chapter 7.4
[GHS22])

Influence of Occluder Objects

To understand the influence of the occluder object on the pedestrian de-
tection performance we utilized our scene generator to create images of a
pedestrian on the street with different occluders in front of it. Next, the
SSD and the DeeplabV3+ semantic segmentation model are used to compute
the inference on these images. The resulting predictions are shown in Fig-
ure 4.5. For all three variations of the occluder object, the SSD predicts two
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partial bounding boxes. One of those predictions always covers the upper
half of the person with low confidence, whereas the other prediction covers
a smaller part of the upper half with higher confidence in two of the three
images. Even though the occlusions of the person differ significantly, the
visibility of the upper half is enough to correctly determine the presence
of a pedestrian. Another observation is that the boxes do not cover the
spread out arms of the person, which hints towards missing pedestrian
poses in the training data or even missing bounding box anchor scales
in the SSD model. In the segmentation prediction the conclusions differ
understandably. While the person is correctly determined to be present in
the images and correctly classified as person in all images, the occluder in
front of the person has only little influence on the prediction. Again the
spread out arms of the person are not correctly detected, emphasizing the
hypothesis of missing training data because both detection models were
trained on the same synthetic dataset with no such poses included. Addi-
tionally, another detection fault is visible in the segmentation prediction
of the person. The road below the pedestrian is in all images classified
as sidewalk even though the remaining road is correctly classified. This
suggests another training data bias. Here, the training data did not include
enough pedestrians standing on the road, but instead the pedestrians were
placed on the sidewalk in most of the training images. The segmentation
model was trained on the tranche 3 of the SynPeDS dataset. Re-examining
the pedestrian distributions in this dataset in Figure 4.3 b), strengthens
this hypothesis. The sharp person distribution stems from pedestrians
only placed on the sidewalk and none placed on the streets.

4.2 Classification of Visual Detection Impairing

Factors

In this section, we describe a validation approach for 2D bounding box
detectors based on the previously in Chapter 3.2 introduced visual detec-
tion impairing factors. This method allows detecting training data biases
of pedestrian detectors, such as missing ethnicity or poses. Furthermore,
in this result we present additional evidence for the actual object detec-
tion performance influence of the visual detection impairing factors. This
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method is described in full detail in Publication 5 in Chapter 7.5.

4.2.1 Data Bias Detection

By definition, the visual detection impairing factors allow separating the
set of objects in the dataset, i.e. pedestrians, into detectable and non-detectable
subsets. Because the impairment factors define the border between de-
tectable and non-detectable pedestrians. We utilize this observation and
train a binary classifier to learn this exact border function. Applying this
classifier on the impairing factors extracted from a validation dataset and
comparing the classification result with the predictions from a pedestrian
detector under test enable us to validate the training data bias of the
detector. Especially, if the classifier is carefully trained and predicts the
pedestrian to be detectable, but the detector does not detect this pedestrian,
then this is a strong evidence on an existing data bias of the training data.

Starting by training of the binary classifier. Figure 4.6 depicts the
training workflow. To create a training dataset for the classifier we first
distinguish the persons of a synthetic training dataset into the detectable
and the non-detectable subsets. This is done by predicting the pedestrian
bounding boxes in this synthetic training dataset with a pedestrian de-
tector trained on the same synthetic domain. For the synthetic training
dataset Dtrain

Synth, we use a subset of the VALERIE sequence 0060. The pedes-
trian detector is trained on the VALERIE sequence 0058. The pedestrian
detector is a Cascade R-CNN model with a HRNet backbone. To generate
the necessary data to train the binary classifier we extract the visual detec-
tion impairment factors from the training dataset. The visual impairment
factors used in this method are introduced in Chapter 3.2. In the next step,
the prediction results and the extracted impairment factors are forwarded
to the Accumulate Results component. Here, the split between detectable
and non-detectable class is carried out. Every pedestrian in the ground
truth without a successful prediction, i.e. IoUă 0.5, is allocated to the
non-detectable class (s = 0) or to the detectable class (s = 1) otherwise. The
results are stored as ground truth data S and the extracted impairment
factors on the other hand are stored into the training dataset Ω as input to
train the classifier.

With the input Ω and ground truth S , the binary classifier is subse-
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Detection
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Pedestrian objects o ∈ Ω detectability s ∈ S

# oocl · · · od s

o1 0.8 · · · 30 1
...

...
. . .

...
...

oO 0.6 · · · 34 0

Figure 4.6. Training a classifier to distinguish between detectable and non-
detectable pedestrian objects. (Source: Publication 5 in Chapter 7.5 [GHS22])

quently trained. The binary classifier is a multi layer perceptron with 4
hidden layers and 20 nodes per layer. As loss function the binary-cross
entropy is used. The training data is split into 80% training and 20% val-
idation data. After training, the resulting classifier reaches a F1 score of
0.93 on the validation data.

With the successful trained classifier, it is then used to validate a real-
world pedestrian detector. The validation workflow is shown in Figure 4.7.

Again, we start with a synthetic dataset Dval
Synth. This dataset is the

remaining subset of the VALERIE sequence 0060 which is now used for
validation. The pedestrian detector under test predicts on this dataset
while in parallel the visual detection impairing factors are extracted. The
detectors under test are two Cascade R-CNN models with HRNet backbones
each. The first model is trained on the CityPersons and the second one on
the EuroCity Persons dataset. In the next step, the inference and extraction
results are accumulated and forwarded to the previously trained binary
classifier. The classification results, the pedestrian prediction results and
additional metadata Dval

Meta from the input dataset Dval
Synth are then stored in

the result dataset Dvalc l
Synth. The additional metadata originates from the asset

database used to synthesize the validation dataset and includes additional
information per pedestrian object, such as the geolocation, the pose, the

53



4. Validation of Visual Perception Functions

Dval
Synth

Pedestrian
Detector

Accumulate
Results

Extract
Detection
Impairing
Factors

Ω,S

Classifier
g(.)

Validate

Dval cl
SynthDval

Meta

Pedestrian objects o ∈ Ω detectability s ∈ S

# oocl · · · od s

o1 0.72 · · · 23 0
...

...
. . .

...
...

oO 0.15 · · · 14 1

# confidence prediction detectability

o1 0.95 0 0
...

...
...

...
oO 0.76 1 1

# asset ID geolocation pose gender age-group ethnicity

o1 ID1 Europe standing female elderly caucasian
...

...
...

...
...

...
...

oO IDO USA sitting male child african

Figure 4.7. Generation of validation data to detect data biases in the pedestrian
detector. (Source: Publication 5 in Chapter 7.6 [HG23])

gender, the age-group, and the ethnicity. This metadata is essential to
understand the underlying training data biases.

Before we can validate the pedestrian detector under test we first have
to filter the result dataset Dvalc l

Synth. Only the pedestrians where the classifier
predicted the detectable class and the pedestrian detector missed the person
are relevant for our validation. The filtered dataset now contains only
pedestrian objects where miss-detections occurred due to a training data
bias, i.e., due to missing training data.

Figure 4.8 shows the histogram of these found training data biases
with a pedestrian detector trained on the CityPersons (a) dataset and one
trained on the EuroCity Persons (b) dataset.

Directly comparing the found 23 CityPersons to the found 15 EuroCity
Persons dataset biases the EuroCity Persons dataset has an overall lower
training data bias. The CityPersons trained detector is heavily influenced
by the geolocation and ethnicity of the validation data and shows its
significant influence of the central European training data. This is especially
noticeable if the person wears uncommon non-European clothes as for the
person ID 2 which is clothed in traditional Arabian clothing. The EuroCity
Persons trained detector shows a similar sensitivity to the non-European
clothed pedestrians ID 2 which is even more often not detected. Another
observation is that both datasets are miss-detecting more often if the
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ID: 2 11 13 19 21 23

Geolocation: Asia Europe Europe Europe Europe Europe

Pose: Standing Kneeling Kneeling Standing Sitting Standing

Gender: Male Female Female Female Female Female

Age-group: Adult Adult Child Adult Child Adult

Ethnicity: Arabian Caucasian Caucasian Caucasian Caucasian Caucasian

(a) CityPersons

ID: 2 11 13 19 21 23

Geolocation: Asia Europe Europe Europe Europe Europe

Pose: Standing Kneeling Kneeling Standing Sitting Standing

Gender: Male Female Female Female Female Female

Age-group: Adult Adult Child Adult Child Adult

Ethnicity: Arabian Caucasian Caucasian Caucasian Caucasian Caucasian

(b) EuroCity Persons

Figure 4.8. Distribution of found data biases, i.e., miss-detected pedestrians.
(Source: Publication 5 in Chapter 7.6 [HG23])

person is sitting or kneeling as can be seen with the IDs 11, 13, and 21.
These miss-detections are even worse for the child age-group with sitting
pose. Especially this pedestrian group has a very high urgency of detection
and even higher if located on the road. IDs 19 and 23 are miss-detected by
both detectors although having a European ethnicity and a standing pose,
but both these assets have rather uncommon gestures. In Publication 5 in
Chapter 7.5 we further discuss these results and additionally enhance the
evaluation to automatically detect and extract pedestrian pose biases.

4.2.2 Performance Influence of Visual Detection Impairing
Factors

An analysis of the performance influence of visual detection impairing
factors was done in Publication 6 in Chapter 7.6. In this work the ablation
study results suggested that the highest influence on the detectability of a
person are the number of visible pixels. We can now take the accumulated
result of the classifier training, i.e., the training dataset Ω and the ground
truth dataset S , and visualize each individual impairment factor as a
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(a) Height (oh) (b) Width (ow) (c) Distance (od)

(d) Visible Pixels (ovp) (e) Occlusion (oocl) (f) Full contrast (oc f ull)

(g) Mean contrast (ocmean) (h) Edge contrast (ocedge)

Figure 4.9. Influence of visual impairing factors of a pedestrian on the detection
performance, i.e. miss rate (gray). (Source: Publication 5 in Chapter 7.6 [HG23])

histogram for detected (1) and non-detected (0) persons. Additionally, we
plot the MR, as defined in Equation 2.1.2, per bin into each histogram
plot. Figure 4.9 shows the resulting histograms. The influence of the size
category, i.e., height, width, distance and visible pixels is clearly visible
on the detection performance. When height, width, and visible pixels
values increase, then the MR decreases. For higher distances which relate
to smaller pedestrian sizes, the MR decreases. These are clear indicators
that the size of the pedestrian object in the image is of high importance
for the detectability of a person and again emphasizes the importance of
the number of visible pixels count factor. The occlusion factor shows a
clear increasing MR tendency for increasing occlusion values, intuitively
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explained by lesser visible pixels leading to worse detection probabilities.
For the contrast measures the result is not as expressive, but for each
defined contrast measure the MR continuously declines with occasional
outliers at very high contrast values.

Figure 4.10. Influence of person placement in the image on the detection perfor-
mance measured as miss rate (gray). (Source: Publication 5 in Chapter 7.6 [HG23])

The remaining impairment factors, i.e., the vertical and horizontal cen-
ter coordinates of the 2D bounding boxes, are visualized as a 2D heatmap
in Figure 4.10. Again the MR is plotted into the marginal histogram distri-
butions for the horizontal (above) and vertical (right) center point position.
The MR for the horizontal placement increases for values around the center
but decreases to a fixed value at the outer sides. Calculating the Spearman
correlation for the MR and the horizontal placement results in a value of
0.017, indicating no clear influence of this factor on the detection perfor-
mance. Evaluating the influence of the vertical placement by examining
the corresponding MR graph is not conclusively possible. As is evident for
values above 0.6 there are only few samples present and for values below
0.4 are no samples present. This is a consequence of the fixed viewing
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angle of the VALERIE sequence 0060 and the planar street scenes with no
vertical displacement of the camera. While the result of the influence of
this vertical placement factor remains inconclusive a valuable feedback
for future synthetic data generation could be gathered, i.e., to consider
additional camera viewing angles.
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Chapter 5

Validation Datasets

This chapter describes the synthetic validation datasets VALERIE and the
synthetic pedestrian dataset (SynPeDS). Extensive parts of the findings in
this work were used to generate, develop and refine these datasets.

The VALERIE dataset sequences were produced by continuous devel-
opment and generation of synthetic validation data from the previously
described deep variational data synthesis approach (Chapter 4.1). Several
publications in this work are based on the usage of this dataset, i.e., Pub-
lication 4 in Chapter 7.4, Publication 5 in Chapter 7.5, and Publication 6
in Chapter 7.6. This dataset is at the time of writing not yet released to
the public, but will be released to help the community of automotive com-
puter vision researchers to research new methods or refine existing ones
for training and validation of visual perception functions with synthetic
data.

The SynPeDS dataset is one of the major results of the KI-Absicherung
project. This dataset was developed to help the community of validation
researchers and engineers in academia and industry to further the de-
velopment on safe perception functions in autonomous driving. Results
of our work for training with synthetic data were used to increase the
realism and thus following the usability of the dataset. Additionally, sev-
eral publications in this work are based on the usage of this dataset, i.e.,
Publication 2 in Chapter 7.2, Publication 3 in Chapter 7.3, and Publication 7
in Chapter 7.7.

5.1 VALERIE

The VALERIE dataset is a product of our deep variational data synthesis
validation method. For validating of a visual perception function a signifi-
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cant amount of image and ground truth data was generated. This data was
gathered and stored into the respective VALERIE sequences which are used
throughout this work. With increased understanding and disentanglement
of the relevant influence factors on the synthetic to real-world domain
gap the gained knowledge was used to improve the quality of the data
generation process. Each sequence therefore corresponds to a stage in the
development of the data synthesis pipeline and exhibits distinctive features
differentiating them from one another. The most distinctive features of
each sequence are described in Table 5.1.

With increasing development efforts and increased understanding of
the intricacies of influence factors on the domain gap, the structural com-
plexity from sequence to sequence was increased. Structural complexity
can hereby be understood as the amalgamation of scene layout, object
placements, asset diversity, environment, and sensor simulation. As was
shown in Chapter 3.1.3, the best domain generalization performance on the
Cityscapes dataset was achieved with the combined dataset of sequences
0054 to 0060. We found that due to the much higher number of frames and
lower diversity of this sequence the cross-domain performance after train-
ing is reduced. The lower diversity is owed to the fact that this sequence
reuses scenes and re-renders them with different lighting conditions. While
these scenes are important to be incorporated in a validation dataset they
would add a heavy training bias if they are directly included into the
training dataset. A viable option for the usage of the 0062 sequence in
training would be to sub-sample the data.

Exemplary images from the sequences 0058 and 0060 of the VALERIE
dataset are shown in Figure 5.1.

As described in the Chapter 4.1.1, the dataset includes ground truth
annotation data for several perception tasks from monocular images. These
tasks include semantic segmentation, instance segmentation, 2D bounding
box detection, 3D bounding box detection, and depth estimation. Ad-
ditionally, for every sequence and every image a scene description file
includes all meta information from the data synthesis process. These meta
information include the time of day, the definition, direction and position
of assets, the definition of the camera and its position in the scene, the
visual detection impairing factors per pedestrian, and the overall geoloca-
tion position. Especially the meta information, as shown with the visual
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Table 5.1. Characteristics of each sequence generated at 48.18° N, 11.58° E in the
VALERIE dataset.

Seq. Characteristics Frames
Cameras

Scenes
per Scene

0050
Fixed street layout

1000 1 2002 crossings
Night scenes

0052
Similar to 0050

1800 1 300
Time 5:30 to 21:00 (GMT+1)

0054
2 crossings

480 1 480Few traffic signs
Time 10:05 (GMT+1)

0057

2 crossings

1000 1 1000
7 facades
Varying street width
Time 6:00-20:00 (GMT+1)

0058
Similar to 0057

1395 1 1395
Time 6:30-20:00 (GMT+1)

0059
2 crossings

1306 2 653Varying street width
Time 10:30 (GMT +1)

0060
T-junction

1430 2 715Varying street width
Random ego-vehicle
looking direction

0062
Similar to 0058

10855 2 700Time 7:00-10:12 (GMT+1)
South looking direction

perception impairing factors, are important for a validation method to
better understand and draw conclusions from found perception faults.

The VALERIE dataset is planned to be released to the research commu-
nity to increase the efforts for validating visual perception functions and
hopefully increase the safety in autonomous driving as a whole.
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Figure 5.1. Our fully parameterizable generation pipeline allows rendering pedes-
trians at any size, occlusion, time of day, and distance to the camera. (Source:
Publication 5 in Chapter 7.6 [HG23])

5.2 SynPeDS

The SynPeDS dataset is one of the key results of the KI-Absicherung
project. This project and the resulting dataset were a collaborative effort of
28 partners in technology and academia in Germany to set the foundation
of research on safeguarding autonomous driving perception functions.
The dataset rendering was done by three different partners: Mackevision,
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BIT-TS, and Intel. Whereas the first partner implemented the image render-
ing process in the real-time game engine Unreal [Gam], the other partners
implemented the rendering as physically based rendering pipeline. BIT-TS
implemented their physically based rendering with the Blender [Fou]
render engine whereas Intel used the OSPray [Int] render engine. Because
these pipelines where developed independently by each data producing
partner, some implementations of ground truth annotations and meta
information differ. The dataset is split into 9 different tranches with dis-
tinctive features added for each tranche similar to the sequences in the
VALERIE dataset. The added features per tranche and for each rendering
pipeline are listed in Table 5.2.

Table 5.2. Features added in SynPeDS dataset per data tranche and data pipeline
(physical-based rendering (PBR), real-time engine (RT)). (Source: Publication 7 in
Chapter 7.7 [SBF+22])

Tranche New Features PBR RT

1, 2, 3 Preparation for large-scale data production ˆ ˆ

4

Frame-to-frame variations ˆ ˆ
Meta information on AssetIDs ˆ ˆ
Bodypart segmentation ˆ
Procedural sun model ˆ

5

Sensor noise as post-processing ˆ
Procedural clouds model ˆ
Ground truth for pose estimation ˆ
Meta information on occlusion ˆ

6
Environmental effects: wetness and sun glare ˆ
Out-of-distribution assets ˆ
Variations of camera sensor parameters ˆ

7

Camera and LiDAR sensor models
using PBR with OSPRay and ˆ
different LiDAR sensor parameters
Meta information on AnimationID ˆ
Environmental effects: fog, vignetting ˆ

8 Night scenes with artificial light ˆ
9 Specific user requests for contrast or material ˆ
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As with the VALERIE dataset, the SynPeDS dataset could take ad-
vantage from the findings and disentanglement of domain gap factors.
Improvements from tranche 1 to the subsequent tranches are for exam-
ple the addition of pedestrian assets due to findings of the cross-domain
generalization in Chapter 3.1.3 or the application of our sensor simulation
on the image data due to findings from Chapter 3.1.2. The analysis of the
domain generalization performance and the influence of pedestrian assets
on the person class domain generalization capability have been published
in conjunction to this dataset in Publication 7 in Chapter 7.7.

The SynPeDS dataset includes ground truth annotation data for a range
of visual perception tasks. These tasks include instance segmentation, se-
mantic segmentation, bodypart segmentation, 2d bounding box detection,
3d bounding box detection, depth estimation, and pose estimation. Unlike
the VALERIE dataset these tasks are not limited to monocular camera
image perception. Starting at tranche 7 a realistic LiDAR simulation was
added and can be used as input for these perception tasks. The meta
information per image is similar to the meta information of the VALERIE
dataset but varies strongly throughout the tranches and is very limited for
earlier tranches, i.e. tranche 1 to 3.

The dataset is available through an industry friendly licensing model.
This allows not only academic researchers but also the industry to use
the dataset for research and especially development of new perception
validation methods. This dataset is the first synthetic dataset with such an
open licensing model.
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Chapter 6

Conclusions

This work focuses on the usage of synthetically generated realistic sensor
images for training and validation of visual perception functions for au-
tonomous driving applications. The main contributions are divided into
three topics: Training with synthetic images, validation with synthetic
images, and the characterization of synthetic datasets for training and
validation.

Training a visual perception function solely on synthetically generated
imagery and applying this function on real-world data poses the problem
of how to overcome the domain gap. We investigated several domain
distance and discrepancy measures and found that a major shortcoming
is that these measures do not predict the actual target domain, i.e., gen-
eralization, performance. Therefore, we introduced a new earth movers
distance (EMD) performance based domain discrepancy measure which
directly correlates to the expected performance on the target dataset. Fur-
thermore, we showed that we can utilize this EMD measure as optimization
loss to optimize the parameters of a realistic sensor simulation on the
synthetic data and achieve a reduced domain discrepancy to the target
Cityscapes dataset. With help of the metadata that comes along the syn-
thetically generated imagery we were able to entangle several influence
factors on the remaining domain gap. These factors include, the number of
training assets in the synthetic data, the number of training frames, and the
scene structure measured through the sliced Wasserstein distance (SWD) of
segmentation heatmaps. Additionally, we introduced the visual detection
impairment factors. We showed through several experiments that these
factors have a significant influence on the detection performance of a
pedestrian detector. Extraction of the impairment factors from source and
target datasets allows us for example to detect missing training data in
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6. Conclusions

the synthetic images. Last, we utilize the impairment factors to calibrate
the training loss of a real-world pedestrian detector on harder to detect
samples. With this approach we improve state-of-the-art performance on
pedestrian detection.

The main tasks for validation of a perception are semantic segmentation
and 2D bounding box detection, especially with a focus on pedestrian
detection. In our work we introduce a method named variational deep
data synthesis for perception validation. This method introduces a fully
parameterizable data generation and validation approach for a perception
function under test. Synthetic images are hereby generated with regard
to the findings of the domain gap factors. Hereby we can effectively
reduce the domain discrepancy and guarantee that found perception flaws
stem from the perception model or from the training data but not from
mismatched domains. We showed how the pedestrian placement during
training, the image noise, and the type of the occluding object during
inference influence the performance of segmentation and 2D detection
functions. Furthermore, a new method to detect training data biases of
pedestrian detectors is derived. This method utilizes the visual detection
impairment factors and trains a classifier to distinguish between detectable
and non-detectable pedestrians by their respective impairment factors. If
classification and the actual detection result differ then a training data
bias is present. Further, we show that the visual detection impairment
factors have significant influence on the detection performance except for
the pedestrian placement in the image.

The preceding findings of training and validating visual perception
functions for autonomous driving influenced the creation process of two
synthetic validation datasets. First, the VALERIE dataset which is a product
of the data generation process of the deep variational data synthesis
method. This dataset consists of physically based rendered images in 8
sequences which were continuously improved by findings from the domain
distance entanglement results. Second, the SynPeDS dataset which resulted
from the collaborative KI-Absicherung project. This dataset consists of 9
tranches with images both rendered in a physically based renderer and a
real-time engine. Similar to the first dataset, this dataset benefited from
the findings of the domain distance entanglement experiments and was
continuously improved in quality.
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Overall, this thesis improves the understanding in using synthetic
data for training as well as for validation of visual perception functions.
Yet, there are several domain gap influence factors still to be found and
analyzed. For validation methods this work is part of the initial ignition of
a branch of research with high relevancy for safe autonomous perception
functions and safe AI in general.

67





Chapter 7

Publications

7.1 Publication 1

DNN Analysis through Synthetic Data Variation

Qutub Syed Sha, Oliver Grau and Korbinian Hagn

Published in

2020 Proceedings ACM Computer Science in Cars Symposium. [SGH20]

Reprinted with permission from Qutub Sayed Sha

DOI: 10.1145/3385958.3430479

69



DNN Analysis through Synthetic Data Variation

Qutub Syed Sha
syed.qutub@intel.com

Intel Deutschland GmbH
Neubiberg, Germany

Oliver Grau
Oliver.Grau@intel.com
Intel Deutschland GmbH
Neubiberg, Germany

Korbinian Hagn
Korbinian.Hagn@intel.com
Intel Deutschland GmbH
Neubiberg, Germany

Figure 1: Rendered image of an urban scene with pedestrian.

ABSTRACT

This contribution discusses the use of variational data synthesis

as a tool to analyze and understand limitations of performance

of DNNs (deep neural networks) in perception tasks. To date, no

universally accepted methodologies for validating ML (Machine

Learning) -based perception exist. Instead of aiming for the random-

ized acquisition of huge amounts of validation data, either from

real world capture or from simulation, we propose a guided con-

cept to analyze perception performance using systematic parameter

variations.

The concept is based on parameterized, generative content used

for data synthesis in our validation engine. The latter is composed

of the actual data synthesis module, automated execution and eval-

uation of the perception function under test and a control module,

which allows speci�cation of parameter variation towards a vali-

dation goal. Further we investigate the use of physical parameters,

like object occlusion rates and pixel area for the identi�cation of

critical cases for perception. We present experiments for semantic

segmentation of pedestrians in an urban environment using two

di�erent DNN algorithms.
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1 INTRODUCTION

Perceptional functions have been a core research topic of computer

vision and arti�cial intelligence over the decades. Recently, great

progress has been made in applying machine learning techniques

to deep neural networks to solve perceptional problems. Automated

vehicles (AV) are a recent focus as an important application of per-

ception from cameras and other sensors, such as LIDAR and Radar.

Although the current main e�ort is on developing the hardware and

software to implement the functionality of AVs, it will be equally

important to demonstrate that this technology is safe.

To date, no universally accepted methodologies for implement-

ing and validating safety exist. While traditional functional safety

standards such as ISO26262 focus on technical safety (i.e. faults

do not cause a malfunction that threatens safety), it is clear that

the overall behavior of a vehicle needs to be validated for safety

beyond just absence of faults. This extended concept is also known

as ’safety of intended functionality’. Validation of this will play

7. Publications

70



CSCS ’20, December 2, 2020, Feldkirchen, Germany �tub Syed Sha, Oliver Grau, and Korbinian Hagn

an essential building block in the productization and successful

marketization of AV technology.

A typical validation strategy is to test the AV system under real

conditions; assumptions vary, but estimate that an AV needs to be

tested with millions of km (240 Mio km [Kalra and Paddock 2016;

Wachenfeld and Winner 2015]) and some models even estimate up

to 10
9km [Shalev-Shwartz et al. 2017]. Since the system needs to

be validated with every major software and hardware release, vali-

dation needs to be implemented in the data center with simulated

and captured sensor data. The automotive industry is currently

investigating these approaches, but a major bottleneck yet to be

solved is to scale up validation concepts into data center and cloud

and to come up with more e�cient validation methods than just

plain ’trying’ of scenario catalogs.

Perception has been recognized as one of the hardest problems

to solve in any automated system. This paper suggests a computa-

tional approach for the validation of perception functions based on

synthetic data generation.

This paper describes our underlying parameterized generative

approach of the possible scenario space (we call this validation pa-

rameter space) and its use in our validation engine. We then present

several experiments to quantitatively demonstrate the importance

of factors like occlusion rate and object size on the performance of

DNNs in the important task of pedestrian segmentation in urban

settings.

The remainder of this paper is structured as follows: The next

section will give an outline of related work in the �eld. In section

3 we give an overview of our approach. Section 4 describes our

parameterization and introduces the concept of validation parame-

ter space. In section 5 we give an outline of our validation engine,

including a realistic sensor simulation and e�ective computation

of the required variations. The paper �nishes with a description

of experiments and concluding remarks. The experiments show

examples of parameter variation and how these in�uence the per-

formance of the DNNs under test.

2 RELATEDWORK

Techniques to capture and render models of the real world have

been matured signi�cantly over the last decades [Magnor et al.

2015] . We are now able to synthesize virtual scenes in a visual

quality that is hard to distinguish from real photographs for human

observers. On the other hand, we have emerging complex tech-

nical and particular autonomous systems sensing the real world

and aiming at resembling some perceptional tasks formerly only

feasible by humans. Because of the complexity of reality and the

related increasing complexity of the technical tasks, validation, that

makes sure these systems work as intended and are safe are increas-

ingly important. Because of the progress in visual and multi-sensor

synthesis, now building systems for validation of these complex

systems in the data center becomes not only feasible but also o�ers

more possibilities for the integration of intelligent techniques in

the engineering process of complex applications. One prominent

example in this context is the validation of automated driving.

The use of synthesized data for development and validation is

an accepted technique and has been also suggested for computer

vision applications (e.g. [Burger and Barth 1995]). One advantage

of synthetic data is that metadata and in the particular ground

truth, data can be generated alongside the simulated sensor data;

enabling a completely automated evaluation. Further, parameters

and experiments can be varied to any extend, allowing systematic

validation concepts: We make use of this option in our computa-

tional validation approach. Finally, in safety-critical applications,

like AD, rare and potentially dangerous situations can be simulated

without threatening (real) humans. An additional non-technical

bene�t is, that synthetic data does not raise concerns over the pri-

vacy of individuals from the public, as it is the case for captured

real data sets.

The virtual simulation systems are designed to test a complete

AD system, e.g. there are interfaces to control the ego-motion of

a virtual vehicle. The current approach in validation is either to

simulate a large number of test miles (or km) in the virtual world

provided with the simulator; several commercial options exist 1.

Another virtual simulator system, which gained popularity in the

research community is CARLA [Dosovitskiy et al. 2017].

One problem is that the test data or tested routes should include

all possible conditions that lead to problems. The space of conditions

or parameters which need to be considered for testing is vast. One

concept to concentrate or compress this space is to formulate and

test catalogs of scenarios [Menzel et al. 2018]. This is currently

assembled by experts, like in the Pegasus project [Consortium 2020].

Neither a randomized nor a catalog approach makes currently use

of automated methods or more sophisticated mathematical models

to meaningful sample and search this space.

The approach presented in this paper to synthesize validation

data that is designed to systematically test conditions and param-

eters that are relevant for validation of the perceptional function

under consideration in a structured way.

3 OVERVIEW

Validation using data synthesis is generally based on a �xed catalog

of test data: the test content is passed to the sensor and environment

simulation. That is typically a rendering process and can be achieved

with computer graphic methods in the case of visual sensors and

extended methods for other sensors. This step is called sensor and

environment simulation.

The test content is providing detailed information for this pro-

cess. That includes a description of the scene, with all static and

dynamic objects, their material properties and the light sources or

other relevant active sources of energy for the sensors, also included

in the description. The rendering process is then simulating the

sensor impressions from these parameters. Further, ground truth

data is provided through the rendering process. This can be for

example pixel-accurate label information that gives the information

about what class of object is attached to that pixel. This is useful

for training and evaluation of semantic segmentation (see section

5.2).

Fig. 2 shows our approach of computational validation. First, the

content is not directly passed to the sensor and environment mod-

ule, as it is not ’linear content’, but contains a generic description

of the scenario with parameters that can be varied. The concept of

1For example Carmaker from IPG or PreScan from TASS International, now a Siemens
company.
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Figure 2: Our computational validation approach.

this generic description is described in the next section. The generic

content is used to generate a variation of the scene under the con-

trol of our validation engine (’VALERIE’). The speci�c instantiated

variant is then injected into the sensor and environment simulation,

followed by perception and evaluation function.

The results of the evaluation will be typically used to inform the

next iteration of variations by a V&V (Veri�cation and Validation)

engineer in a guided approach. A brief outline of the approach will

be discussed in section 5.3.

4 GENERATIVE CONTENT AND VALIDATION
PARAMETER SPACE

A central aspect of our validation approach is to parametrize vari-

ations of scene, sensor and activity states in an uni�ed validation

parameter space (VPS). In computer graphic a scene is considered

as a collection of objects Oi and these are usually organized in

scene graphs (see e.g. [Wernecke 1994]) and this model is also basis

for �le format speci�cations to exchange 3D models and scenes,

e.g. VRML2 or glTF3.

Each object in this graph can have a position and orientation

and scale in a (world) coordinate system. These are usually com-

bined into a transformation matrix T . Several parameterizations

for position and orientations are possible, for the position usually a

Cartesian 3-vector, orientation includes notations like Euler-angles

or quaternions.

Objects Oi are described as geometry, e.g. as a triangular mesh

and appearance (material).

Sensors, like a camera, can also be represented in a scene graph

and so can be light sources. Both also have a position and orientation

and the same transformation matrices like for objects can be applied

(except scaling).

Objects in a scene graph can be manipulated by considering

their properties or attributes as a list of variable parameters. Table

1 gives a qualitative overview of those parameters. Most attributes

are of geometrical nature, but also materials or properties of light

sources can be varied.

2ISO/IEC 14772-1:1997 and ISO/IEC 14772-2:2004 https://www.web3d.org
3www.khronos.org/gltf

In addition to static properties, a scene graph can include object

properties that vary over time. Table 1 includes already some of

them, like the trajectories of objects and sensors, indicated as T (t).

Computer graphic systems handle these temporal variations as

animations and in principle, any attribute can be varied over time

by these systems.

We introduce an important restriction in the current implemen-

tation of our validation and simulation engine: Our animations are

�xed, i.e. they do not change during run-time of the simulation.

This could be di�erent for example when a completely autonomous

system is simulated, as the actions of the system might change the

way other scene agents react. We will include these aspects in the

discussion and outlook and how it could be mitigated.

For the use in our validation engine, as described in the next

section, we augment a description of the scene in a scene graph (the

asset) as outlined above, with an explicit description of parameters

that are variable in a validation run. Currently, our engine considers

a list of numerical parameters with the following attributes:

parameter_name, scene_graph_ref, type, minimum, maximum

A concrete example to describe variations of the position of a

person in a 2-D plane in pseudo markup notation is:

{ { p1, scene.person-1.pos.x, FLOAT, 0.0, 20.0} ,

{ p2, scene.person-1.pos.y, FLOAT, 0.0, 10.0} }

withp1 andp2 being unique parameter identi�ers, scene .person−

1.pos .x+scene .person−1.pos .y refer to the variable attributes in the

scene graph. FLOAT denotes the parameter type to be a �oating-

point number. The last two arguments specify the parameter range

[0.0..20.0].

4.0.1 Specification of variable validation parameter. The variant

generator in approach depends on the provision of a generative

scene model. This consists of a 3D scene model (also called a 3D

asset), consisting of the static and dynamic objects. On top of this,

we de�ne variable parameters in this scene as an explicit list, as

explained in section 4.
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Table 1: Overview of parameters to vary in a scene.

Object class Variable parameters

Static objects, e.g.

Houses

Limited (position + orientation + size)

Streets, roads Geometry (e.g. position, Size of lanes, etc.), friction (as function of

weather conditions)

Vehicles Tv =(Position, orientation), trajectory Tv (t)

Humans (pedestrian) Tp = (Position,orientation), trajectory Tp (t)

Environment Light, weather conditions

Sensors Ts =(Position, orientation), trajectory Ts (t), sensor attributes

For the speci�cation of a validation run all or a subset of these

parameters are selected and a range and sampling distribution

for that speci�c parameter is added. For example, to vary the x-

position of a person in the scene along a line with the homogeneous

distribution and a step-size of 1m we de�ne:

{ { p1, HOMOGENEOUS, 1.5, 5.5, 1.0 },

{ p2, HOMOGENEOUS, 4.0, 5.0, 1.0 } }

The parameters refer to the following: p1 and p2 refer to param-

eter declarations of x and y position of person − 1 in the example

of section 4. HOMOGENEOUS refers to a homogeneous sampling

distribution. Other modes includeGAUSSIAN . The parameters 1.5,

5.5, 1.0 de�ne to the parameter range [1.5..5.5] and the initial step

size of 1.0 in m. 4.0, 5.0, 1.0 refer to the parameter range [4.0..5.0]

and the initial step size of 1.0 in m.

5 VALERIE: A PARAMETERIZED
VALIDATION ENGINE

This section describes some details of our computational validation

engine ‘VALERIE’. As shown in �g. 2 VALERIE is controlling the

computational validation execution. That includes the generation of

variants from the generative content and the e�cient computation

of synthetic data from this, as described in the next section. This is

then followed by a description of the computation and evaluation

of the perceptional function on this data. Finally, this chapter gives

a brief description of the �ow control implemented in VALERIE.

5.1 Computation of synthetic data

Synthetic data is generated with graphics methods. Speci�cally,

for color (RGB) images, there are software systems available, both

commercially and as open source. For our experiments in this paper,

we are using Blender4, as this tool allows import, editing, and

rendering of 3D content, including scripting.

The generation of synthetic data involves the following steps:

First, a 3D scene model (called asset here) with a city model and

pedestrians is prepared, with naming conventions and is stored

in one or more �les. Scene graph representations allow an object-

oriented decomposition of the scene. The top or root node contains

a list of objects, which can be further divided into components. The

nodes of the graph can be assigned with a name string.

4www.blender.org

Any object in the scene graph can be addressed by the following

naming convention:

rootobject_name.{subcomponent_name}.attribute

For the example used in the section 4 scene.person-1.pos.x refers to

a path from the root object scene to the object person-1 and addresses

the attribute pos.x of person-1. The object names are composed of:

ObjectClass-ObjectInstanceID. These conventions are used to assign

a class or instance labels during ground-truth generation.

The labels for object classes will be mapped to a convention

used in annotation formats (like Cityscape [Cordts et al. 2016]) for

training and evaluation of the perception function. The 2D image

of a scene is computed along with the ground truth extracted from

the modeling software tool’s compositor.

Figure 3: A) Urban scene with instance of pedestrian at dif-

ferent distances (left). B) Semantic segmentation with de-

tected pedestrian (on the left).

Fig. 3 shows an example scene of a street used in our experiments.

The instance of a person is inserted in di�erent positions, which

is described by the attribute pos.x. This parameter relative to the

camera position determines the ‘distance’ of the person.

Using a second parameter pos.y, as included in the example in

section 4 would allow the positioning of the person in a plane,

spanned by x+y axis of the coordinate system de�ned by the scene

graph.

5.2 Computation and evaluation of
perceptional functions

State of the art perception functions consists of a multitude of dif-

ferent approaches considering the wide range of di�erent tasks. For

experiments presented in this paper, we are considering the task of

7.1. Publication 1

73



DNN Analysis through Synthetic Data Variation CSCS ’20, December 2, 2020, Feldkirchen, Germany

semantic segmentation. In this task, the perception function seg-

ments an input image into di�erent objects by assigning a semantic

label to each of the input image pixels. One of the main advantages

of semantic segmentation is the visual representation of the task

which can be easily understood and analysed for �aws by a human.

Recent algorithms for semantic segmentation are based on convo-

lutional neural networks (CNNs) that leverage networks as ResNet101

[He et al. 2015] for basic feature extraction and feature map creation

as input step. These feature extractor backbones are available pre-

trained on image classi�cation tasks with datasets like ImageNet5

and thus it is not needed to further train these networks. From the

extracted basic features the algorithms create more task-speci�c

features and assign a label to each pixel in the output step through

softmax classi�cation. For the models in our work we considered

ResNet101 as backbone for feature extraction.

We consider two di�erent algorithms for semantic segmenta-

tion in our work. First, DeeplabV3+ originated from [Chen et al.

2017] and second Detectron2 by [Wu et al. 2019]. Both of these

algorithms implement the approach of a Feature Pyramid Network

(FPN) [Lin et al. 2016] to create high level feature map at di�er-

ent scales. The main di�erence between these algorithms is the

application of atrous-spatial convolution in the DeeplabV3+ model

and the higher number of concatenations of sub-sampled feature

maps to the output feature map that is used for label prediction in

Detectron2. Both, as is the inherent task of semantic segmentation,

inference on an input image and segment all object classes [Caesar

et al. 2016] into semantic labels.

Our algorithms are trained on the Cityscapes dataset [Cordts

et al. 2016], a collection of European urban street scenes in the

daytime with good to medium weather conditions, collected via a

car mounted real photo camera and hand labelled semantic ground

truth. The dataset consists of semantic labels for 19 di�erent classes

but we are considering only the pedestrian class for evaluation..

The dataset consists of semantic labels for 19 di�erent classes but

we are considering only the pedestrian class for evaluation.

To measure the performance of the task at hand we investigated

the widely used metrics, mean Intersection over Union (mIoU),

frequency weighted intersection over union (fwIoU), mean accu-

racy (mAcc) and pixel accuracy (pACC) from the COCO semantic

segmentation benchmark task [Shelhamer et al. 2016]. All of these

performance metrics allow to judge if an algorithm can detect, seg-

ment and add a semantic label to the input images for each class

it has been trained on. Because we only consider the pedestrian

class and ignore the remaining 18 classes this means that mAcc and

pACC result into the same value. Similarly, mIoU and fwIoU are

the same in this special case. With only one class and one pedes-

trian per image to evaluate we see no real advantage of mIoU over

pACC and their positive correlation to one another if a pedestrian

is labelled correctly. This lead to the decision to use only pACC as

our evaluation metric.

The pACC is here de�ned as the the number of correctly clas-

si�ed pedestrian class pixels over the sum of all pixels labelled as

pedestrian in the ground truth.

With our trained models for DeeplabV3+, we are getting the fol-

lowing results for the pACC on the test datasets. For the cityscapes

5www.image-net.org

dataset the pACC is 95.11 and for the Detectron2 model trained on

cityscapes the reached pACC is 95.80.

5.3 Validation �ow

Validation is typically used to testify that a system is running with

the required performance over a speci�ed boundary of operation

in a top-down approach. Machine learning is coming from the

opposite: It adjusts a system according to the provided data and

extracts its behavior from this data in a bottom-up approach. In

terms of engineering this is not quite compatible with established

software engineering approaches regarding the quality assurance.

With our approach we aim to provide a tool for an iterative

guided process. We suggest identifying and specifying parameters

to be varied and analyzed to identify speci�c insu�ciencies. The

list of parameters can be increased or a completely new scene or set

of parameters can be chosen. This process is iteratively continued

until the DNN performance is within the speci�cation or - if not -

one next step could be to devise acquisition of new data to overcome

the detected weaknesses by re-training.

Another validation approach could be the automated determi-

nation of sensitive parameters or (ultimately) an intelligent search

through high-dimensional validation parameter spaces. Our vali-

dation engine is designed to be automated in this sense in future

work.

6 RESULTS

To demonstrate the e�ectiveness of our evaluation approach, we

conducted a number of parameter variation experiments and eval-

uated the results.

6.1 Generated data base

An urban 3D scene spread across 34.5km2 is used as the base sce-

nario for the experiments described in the following, as depicted in

Fig. 3. Image frames are rendered in HD-resolution (1920 x 1080).

Every frame contains exactly one pedestrian with a feature set

unique to its variation. We use two types of pedestrians: one person

with a black out�t and other with a yellow shirt. We generated

frames from 3 �xed camera viewing angles. For each viewing angle,

the samples are generated from the same parameter list consist-

ing of the detailed parameterization with di�erent step sizes and

boundary conditions for the individual features. Speci�cally, we

vary:

• Position: In a street spanning over a length of 100m, the

pedestrian is positioned in the y-direction (along the street)

between 5 to 35m and between -2 to 7m in the x-direction

(across the street) with step sizes 2 m and 1 m respectively.

The pedestrian appears on each side of the pavements and

also on the street.

• Orientation of the pedestrian: The pedestrian asset is ro-

tated 360
0 with a step size of 450

• sun position (time of the day): We use Blender’s paramet-

ric sky model to alter the sun position.

Images are rendered with Blender’s ’cycles’ renderer with a ray-

tracing and a ray sample rate of 1024 to trace the light sources.

The samples have a gamma correction of 1.5 (images are slightly

dark with no gamma correction due to the Blender’s �lmic view
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transform used in color space conversion) and exposure of 0.5. The

image is stored in png format for both rendered and ground truth

images. The rendering time for each image frame is about 6 mins

and about 1-2 seconds for ground truth on a Dual Xeon server. We

execute several rendering tasks in parallel on multiple machines.

As evaluation perception function, we are using the two net-

works trained on the Cityscapes dataset, one based on DeeplabV3+

(called ’Deeplab’ in the following) and the other one based on De-

tectron2 (called ’Detectron’ below), as described in section 5.2. Each

rendered frame is inferred by this model and performance is evalu-

ated using pACC. Only the pedestrian class is considered for the

metric calculation to focus on pedestrian detection task.

For each pedestrian and each camera view angle about 4950

frames are rendered. The number of frames for all the three di�erent

camera view angles is about 14850 and about 29700 frames total for

the two pedestrians.

As the pedestrians are moving through the scene they are visible

in all accessible places, but can be occluded by the occluding parts

(trees, lamp posts, etc.). Because of the changing sun angle also a

good variation of the illumnation (in shadow or not) is achieved in

the data base.

6.2 Evaluation of experiments

The pACC values on our generated dataset in the evaluation are

in the order of about 80-90% on average. That is lower than the

average evaluation with Cityscape data (close to 100%).

The total mean detection rates for the two networks per pedes-

trian model are listed in table 2. This table indicates already the

huge variations in the perception performance, speci�cally the span

between 0% and 100% minimum to maximum. The lower boundary

is expected, as there are always cases where an object is increasingly

occluded until the detection fails. Totally, 14.4% of the entire data

is > 5% occluded. The dark dressed pedestrian has 16.18% of sam-

ples, which are > 5% occluded in the database. Similarly, a brightly

dressed pedestrian has 12.6% of samples, which are > 5% occluded.

The database contains huge variations, hence we investigate few

important factors and their dependencies in detail like pixel area,

occlusion rate and distance of pedestrian from the camera.

The following plots consists of scattered and regression plots.

The regression curve is plotted by

�tting a polynomial function of a higher orders. The red regres-

sion curve is computed using the data points comprising of dark and

bright clothed pedestrians combined. The black and blue regression

curves are calculated using isolated data points of dark and bright

pedestrian, respectively. These regression plots explain the overall

trend of a parameter and its dependency over the accuracy factor.

All the parameter variations are validated twice with deeplab and

detectron model individually.

6.2.1 Impact of the pixel area on pedestrian’s detection rate. The �g.

4 is a plot depicting the impact of pixel area on pACC. The sample

data points are densely populated in the region above 60% pACC.

With the same variation of scene parameters both the perception

models perform di�erently. The deeplab model detects pedestrians

�tted with dark clothes with high probability compared to bright

pedestrians. On contrary, the detectron model behaves in a di�er-

ent way. With this model, the pedestrian dawned in bright color

clothes have higher detection rates compared to darker clothes.

The regression curves give us an initial peak in the dependency

factor of cloth shades the pedestrians wear. With the generated

dataset, we can device few hypothesis. The deeplab model is stable

for all both variations of cloths for pedestrians with pixel area less

than 0.48% and detectron is stable until pixel area 0.35%. It behaves

di�erently after these thresholds. The deeplab model performance

is better for pedestrians �tted with dark clothes and detectron is

better with bright clothed pedestrians. These hypothesis needs

extensive testing with humongous datasets.

The plot in �g. 5 depicts the performance of pixel area when

categorized by the appending parameter occlusion rates of the

corresponding pedestrians. Approximately 28% of the samples have

0% occlusion rate, and 85% of the samples have < 85% occlusion

rate. The occlusion rate (in %) ranges from 0 - 73.67 % in the entire

dataset of 29697 samples. Visualization becomes harder when data

is categorized. Hence, data bins of size �ve are used on pixel area

and occlusion rates respectively to approximate the plots. The plots

show that pedestrians are occluded at di�erent pixel area levels and

the models behave incoherently. For example, the pedestrian when

occluded around 75% has less chance of getting detected under

detectron and better in deeplab model. The pixel area dependency

on accuracy in deeplab model is linear for pedestrians who are

occluded around 55% and it is not entirly linear in detectron model.

6.2.2 Impact of occlusion rate on pedestrian’s detection rates. The

plots in �g. 6 shows a downwards trend with increasing occlusion

rates. Detectron model is comparatively more robust than deeplab.

The plot explains that detectron o�ers stable detection with oc-

clusion rates < 35% and then the performance drops. Deeplabs

performance drops after 15% occlusion rate.

6.2.3 Impact of distance on pedestrian’s detection rates. The dis-

tance considered in the �g. 7 is the Euclidean distance between

the camera and pedestrian. The maximum and minimum distance

of the pedestrian is 17 - 38.2 m, respectively. The deeplab regres-

sion curves depict the performance drop as the distance increases.

Whereas, the detectron model’s performance is stable until 35m,

and then there is a sudden rise near the maximum distance.

6.3 Additional samples showcasing variations

Filtering the data sample points based on sun time did not exten-

sively help to study sun parameters since the varying sun time

would cast shadows of city buildings and pedestrians. We would

need to measure the light energy at a particular point to study the

impact on the detection rates. Due to implementation issues, we

tried analyzing the cloth color’s re�ection dependency over dark

and bright clothed pedestrians. We considered a black out�t for

dark cloth type and yellow out�t for bright clothed pedestrian type.

Every pedestrian is rendered with 2 di�erent materials - shiny and

non shiny surfaces as it can be seen in Table 3 and Table 5. It is

achieved by factoring the metallic and specular tint properties of a

surface material (Principled BSDF function) in blender. Though, the

di�erence in images rendered is not obvious at �rst glance, these

parametric changes have an interesting impact on the detection

rates as explained in further reading. This can be categorized as
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Table 2: Deeplab and Detectrons results on both the pedestrians

Models Dark cloth pedestrian Bright cloth pedestrian

Deeplab (pACC%) 89.27 (min: 0.071; max: 100) 78.82 (min: 0.065; max: 100)

Detectron (pACC%) 87.31 (min: 0.01; max: 100) 92.04 (min: 0.024; max: 100)

Figure 4: Performance of Deeplab (top) and dectectron (bot-

tom) over pixel area.

adversarial attack on the image but in a controlled, precise and

parametric environment.

• Dark clothed pedestrian :

From various plots shown above, a few of the outlier sam-

ples are shown below in the Table 3 and Table 5. This table

helps understand the massive variation of DNN performance

with little or no noticeable tweaks; it causes the network to

�uctuate its output. The pedestrians in these images are 10%

occluded. All images have the same parameter variation ex-

cept the sun time di�erence and material of the pedestrian.

We could see the contrast variation of pACC, as shown in

Table 4. Sample 2 shows a tremendous drop from 97.85% to

56.97%.

Figure 5: Pixel area based on metadata - occlusion rates,

Deeplab (top) and dectectron (bottom).

• Bright clothed pedestrian :

The images shown in Table 5, and the corresponding Ta-

ble 6 with inference values explain the stability factor of

detectron’s output. They show fewer variations, especially

if the pictures contain bright clothed pedestrians. Detectron

as opposed to deeplab is invariant towards the shiny and

non-shiny surface of the pedestrian’s cloth material.

The above examples are considered to explain the arbitrary features

and parameters in�uencing the neural networks with no clear dis-

tinctionacknow. Its is hard to see patterns with our rendered images

and strong inferences can only be con�rmed by iterating over all
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Figure 6: distance evaluation based on pedestrian detection

rate, Deeplab (top) and dectectron (bottom).

major color variations. This investigation requires a huge dataset

to study these parameters and its dependency over the stability of

the network to categorize it as a safe algorithm at critical situations.

It is merely to motivate the reader that these parameters do play a

important role on the detection rates. These parameters are need to

be studied in detailed fashion to gain con�dence in neural network

based systems.

6.4 Discussion

All these parameters (pixel area, occlusion rate and distance) con-

sidered for the evaluation show case a non linear impact on the

detection rate. The models behave quite contrast to each other.

The detection rate in detectron model (�g.4) show a downward

trend as the pixel area increases, which is not the case when the

humans tries to detect the pedestrian. The pedestrian �tted with

dark cloths are detected with higher rate by deeplab model. Simi-

larly, pedestrian �tted with bright cloths are detected with higher

rate by detectron model. The occlusion plots in �g. 6 follows a clear

downward trend as the occlusion rate increases, which is intuitive

and as expected. We also see a major dependency on the texture of

Table 3: Variation of dark clothed pedestrian: shiny and non-

shiny materials

sample 1 sample 2

Shiny surface material

Non shiny surface material

Table 4: Variation of detection rate over changes in parame-

ters: Deeplab and Detectrons results on dark clothed pedes-

trians for images shown in Table 3

Models sample 1 sample 2

Shiny surface material

Deeplab (pACC%) 78.82 67.27

Detectron (pACC%) 98.36 97.85

Non shiny surface material

Deeplab (pACC%) 77.15 65.2

Detectron (pACC%) 95.68 56.97

Table 5: Variation of bright clothed pedestrian: shiny and

non-shiny materials

sample1 sample2

Shiny surface material

non-shiny surface material
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Figure 7: Pixel area based on metadata - occlusion rates,

Deeplab (top) and dectectron (bottom).

Table 6: Variation of detection rate over changes in parame-

ters: Deeplab and Detectrons results on dark clothed pedes-

trians for images shown in Table 5

Models sample 1 sample 2

Shiny surface material

Deeplab (pACC%) 76.2 70.3

Detectron (pACC%) 98.52 98.54

Non shiny surface material

Deeplab (pACC%) 75.72 70.69

Detectron (pACC%) 97.64 98.51

the material dawned by pedestrians. These factors might be depen-

dent to other internal parameters like surface material, irradiance,

and shadows. Hence we see these non linear and contrasting be-

havior between the models. DNNs are powerful in generalizing the

objects in a scene. It can also be invariable to the position of the

object. From our experiments we see that they are quite sensitive

to the parameters (occlusion, pixel area, surface material, irradi-

ance, and shadows) that are not generally taken into consideration.

With these plots, we can conclude that the trained models are not

stable and not invariant to scene parameters. The analysis of the

cause of these e�ect would require a deeper investigation and more

parameter variation runs.

7 CONCLUSIONS AND OUTLOOK

We have presented a new validation approach using computational

validation based on synthetic generative data. The approach allows

a �exible description of parameters to be varied and to systemati-

cally test parameters in our uni�ed validation parameter space. We

consider our system as a valuable tool for the analysis of insu�-

ciencies in perception functions.

Although the synthetic content presented in this paper is cur-

rently not photorealistic, the evaluation based on pACC is covering

a good range and seemed to have good distinguishing power for

analysis of the chosen network algorithms (Deeplab+Detectron).

The fact that the pACC values are on average slightly lower than on

real test data (Cityscape) indicate a domain-gap between the real

and synthetic data. We plan to investigate if this is due to rendering

�delity or to other e�ects (like scene complexity and variation). We

get a more detailed analysis on the DNNs by closing in the domain

gap of real and virtual images.

The evaluated experiments show the potential to identify insuf-

�ciencies and to relate it to scene or other properties.

Moving forward we are implementing more sophisticated analy-

sis methods based on more complex meta-data relations. Further,

we will improve the computational e�ciency of our validation en-

gine. The latter aspect also includes concepts to enable incremental

rendering and separation of computational stages, like computation

of sensor errors independent from the rendering, and similar.

Both planned extensions will enhance the tool for validation,

which allows to explore a high number of parameters and, therefore,

provide wider coverage and higher degree of automation for the

validation of DNNs for perception functions.
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ABSTRACT

Synthetic, i.e., computer generated-imagery (CGI) data is a key

component for training and validating deep-learning-based percep-

tive functions due to its ability to simulate rare cases, avoidance of

privacy issues and easy generation of huge datasets with pixel ac-

curate ground-truth data. Recent simulation and rendering engines

simulate already a wealth of realistic optical e�ects, but are mainly

focused on the human perception system. But, perceptive functions

require realistic images modeled with sensor artifacts as close as

possible towards the sensor the training data has been recorded

with.

In this paper we propose a method to improve the data synthesis

by introducing amore realistic sensormodel that implements a num-

ber of sensor and lens artifacts. We further propose a Wasserstein

distance (earth mover’s distance, EMD) based domain divergence

measure and use it as minimization criterion to adapt the parame-

ters of our sensor artifact simulation from synthetic to real images.

With the optimized sensor parameters applied to the synthetic im-

ages for training, the mIoU of a semantic segmentation network

(DeeplabV3+) solely trained on synthetic images is increased from

40.36% to 47.63%.
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segmentation; Cross-validation.
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main adaptation
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1 INTRODUCTION

Training of deep neural networks (DNNs) is increasingly resorting

towards computer generated imagery (CGI) due to its mitigation of

certain issues. First, synthetic data can avoid privacy issues found

with recordings of members of the public and on the other hand

can automatically produce ground truth data at higher quality and

reliability than costly manually labeled data. Moreover, simula-

tions allow synthesis of rare cases and the systematic variation and

explanation of critical constellations [Syed Sha et al. 2020] –– a

requirement for validation of products targeting safety-critical ap-

plications, such as automated driving. Here, the creation of corner

cases and scenarios which otherwise could not be recorded in a

real-world scenario without endangering other tra�c participants

is the key argument for validation of perceptive AI with synthetic

images.

Despite the advantages in CGI methods, training and validation

with synthetic images still has challenges: While training with these

images does not guarantee a similar performance on real-world

images and validation is only valid if one can make sure that the

found weaknesses do not stem from the distribution shift from the

real to the synthetic image domain.

To measure and mitigate this domain shift, metrics have been

introduced with various applications in the �eld of domain adapta-

tion or transfer learning. In domain adaptation these metrics are

applied to train generative adversarial network (GAN) to adapt on

a target feature space [Pan et al. 2009] or to recreate the visual

properties of a dataset [Salimans et al. 2016]. On the other hand,

the problem of training and validation with synthetic imagery as

the source domain is directly related to the predictive performance

of a perception algorithm on the target data, which these kinds of

metrics struggle to capture [Ravuri and Vinyals 2019]. Addition-

ally, applications of domain adaptation methods often resort to

speci�cally trained DNNs which adapt one domain to the other and

therefore add an extra layer of complexity and uncontrollability,

whereas the creation of images via a synthesis process allows to

understand domain distance in�uence factors more directly.

Camera-recorded images inherently show visual imperfections

or artifacts, such as sensor noise, blur, chromatic aberration or

image saturation, as can be seen in an image example from the

A2D2 [Geyer et al. 2020] dataset in Figure 1. CGI methods, on

the other hand, are usually based on idealized models, i.e., pinhole

camera model free of sensor artifacts.

In this paper we present an approach to decrease the domain dis-

crepancy of synthetic to real-world imagery for perceptive DNNs by

realistically modelling sensor lens artifacts to increase the viability

of CGI for training and cross domain validation.
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Figure 1: Real-world images (here A2D2) exhibit sensor lens

artifacts which have to be closelymodelled by an image syn-

thetization process to decrease the domain distance of syn-

thetic to real-world datasets to make them viable for train-

ing and validation.

Therefore, a new interpretation of the domain discrepancy by

generalization of the distance of two datasets by the per image

performance comparison over a dataset utilizing the Wasserstein

or earth mover’s distance (EMD) is presented.

This domain discrepancy measure is then used to optimize the

proposed sensor lens artifact parametrization and e�ectively mini-

mize the domain discrepancy between a synthetic and a real-world

dataset. We demonstrate how this model is able to decrease the

EMD domain discrepancy in an optimization of the parameters as

depicted in Figure 5. Further, we compare the domain discrepan-

cies of random, of extracted parameters from the target real-world

dataset and of optimized parameters. Additionally, we show that

the model trained with optimized sensor artifacts decreases the

domain divergence on a wealth of real-world and synthetic datasets

compared to a model trained without sensor artifacts.

2 RELATEDWORKS

This work is related to two areas: synthetic data generation for

training and validation and domain distance measures, as used in

the �eld of domain adaptation.

Sensor Simulation for Synthetic Image training. The use of synthe-

sized data for development and validation is an accepted technique

and has been also suggested for computer vision applications (e.g.,

[Burger and Barth 1995]). Recently, speci�cally for the domain of

driving scenarios, games engines have been adapted [Dosovitskiy

et al. 2017; Richter et al. 2017].

Although games engines provide a good starting point to simu-

late environments, they usually only o�er a closed rendering set-

up with many trade-o�s balancing between real-time constraints

and a subjectively good visual appearance for human observers.

Speci�cally the lighting computation in this rendering pipelines are

in-transparent. Therefore it does not produce a physically correct

imagery, instead only a �xed rendering quality (as a function of

lighting computation and tone mapping), resulting in low dynamic

range (LDR) output images (typically 8bit per RGB color channel).

Recently, physical-based rendering techniques have been applied

to the generation of data for training and validation, like Synscapes

[Wrenninge and Unger 2018]. For our work we use a dataset in

high-dynamic range (HDR) resolution created with the physical-

based Blender Cycles renderer1. We implemented a customized

tone mapping to 8bit per color channel and sensor simulation, as

described in the next section.

While there is great interest in understanding the domain dis-

tance in the area of domain adaptation via generative strategies,

i.e., GANs, there has been little research regarding sensor artifact

in�uence on training and validation with synthetic images. Other

works [da Costa et al. 2016; Nazaré et al. 2018] add di�erent kinds

of sensor noise to their training set and reported a degradation of

performance, compared to a model trained with no noise in the

training set, due to higher task complexity. Adding noise in training

is a common technique for image augmentation and can be seen as

regularization technique [Bishop 1995] to prevent over�tting.

Our task of modeling sensor artifacts for synthetic images ex-

tracted from camera images is not aiming to improve generalization

through random noise, but to tune the parameters of our sensor

model to closely replicate the real-world images and improve gen-

eralization on the target data.

First results of modeling camera e�ects to improve synthetic

data learning on the task of bounding box detection have been

proposed by [Carlson et al. 2018; Liu et al. 2020]. Lin et al. [Liu et al.

2020] additionally state that generalization is an asymmetric mea-

sure which should be considered when comparing with symmetric

dataset distance measures from literature. Furthermore, Carlson et

al. [Carlson et al. 2019] learned sensor artifact parameters from a

real-world dataset and applied the learned parameters of their noise

sources as image augmentation during training with synthetic data

on the task of bounding box detection. However, contrasting our

approach, they apply their optimization as style loss on a latent fea-

ture vector extracted from a VGG-16 network trained on ImageNet

and evaluate the performance on the task of 2D object detection.

Domain Distance Measures. A key challenge in domain adapta-

tion approaches is the expression of a di�erence measure between

datasets, also called domain shift. A number of methods were de-

veloped to mitigate this shift, for example via unsupervised domain

adaptation (e.g., see [Ganin and Lempitsky 2015; Long et al. 2015;

Tsai et al. 2018; Tzeng et al. 2017]). Similar, [Ho�man et al. 2018] uti-

lize GANs to stylize synthetic source domain images to real-world

target domain images. However, these approaches of domain adap-

tation require another DNN to adapt from source to target domain

with little to no tuning capability after the adaptation function has

been learned, whereas we want to learn parameters of a sensor

simulation, eliminating the need for a complex network.

To measure the domain shift or domain distance, measures based

on the classi�cation output of a discriminator network have been

proposed [Salimans et al. 2016] based on the InceptionV3 topology

[Szegedy et al. 2016] trained on the ImageNet dataset. The work

of [Bińkowski et al. 2018; Heusel et al. 2017] relies on features ex-

tracted from the InceptionV3 network to tune domain adaptation

approaches. However, these metrics are not predictive of the clas-

si�cation performance when the data is applied as augmentation

1Provided by a project partner (https://www.bit-ts.com/)
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or replacement when training a discriminator [Ravuri and Vinyals

2019].

Therefore, to measure performance directly, it is essential to

train with the adapted or synthetic data and validate on the target

data, i.e., cross-evaluation as done by [Ros et al. 2016; Saleh et al.

2018; Wrenninge and Unger 2018]. In our work we build on this

baseline and introduce a measure that mitigates weaknesses of a

metric over the dataset as explained in Section 3.2.

Performance Metrics. The mean intersection over union (mIoU)

is a widely used performance metric for benchmarking semantic

segmentation [Cordts et al. 2016; Varma et al. 2019]. Adaptations

and improvements of the mIoU have been proposed which set more

weight on the segmentation contour as in [Fernandez-Moral et al.

2018; Rezato�ghi et al. 2019]. Performance metrics as the mIoU

are computed over the whole validation dataset, i.e., the whole

confusion matrix, but there are propositions to apply the mIoU

calculation on a per-image basis [Csurka et al. 2013].

A per image comparison mitigates several shortcomings of a

single evaluation metric on the whole dataset when used for com-

parison of classi�ers on the same dataset. First, one can distinguish

multimodal and unimodal distributions, i.e., strong classi�cation on

one half and weak classi�cation on the other half of a set can lead to

the same mean as an average classi�cation on all samples. Second,

unimodal distributions with the same mean but di�erent shape

are also indiscernible under a single dataset averaged metric. This

justi�cation led to our choice of a per-image-based mIoU metric

as it allows for deeper investigations which are especially helpful

when one wants to understand the characteristics that increase or

decrease a domain discrepancy.

3 METHODS

Given a synthetic (CGI) dataset of urban street scenes, our goal is

to decrease the domain gap to a real-world dataset for semantic

segmentation by realistic sensor artifact simulation. Therefore, we

systematically analyze the image sensor noise of the target real-

world dataset and use these extracted parametrization for our sensor

artifact simulation. To compare our source synthetic dataset with

the real-world dataset we contrive a novel per image performance-

based metric to measure the generalization distance between the

two of them. We utilize a DeeplabV3+ [Chen et al. 2018] semantic

segmentation model with a ResNet101 [He et al. 2016] backbone

to train and evaluate on the di�erent datasets throughout this pa-

per. Utilizing this discrepancy measure as optimization criteria, we

adapt the parameters with random and extracted parameter start-

ing points of our sensor artifact simulation and therefore further

decrease the domain distance between synthetic and real-world

images.

3.1 Sensor Simulation

We implemented a simple sensor model with the principle blocks

depicted in Figure 2: The module expects images in linear RGB

space. Rendering engines like Blender Cycles2 can provide these

images as results in OpenEXR format3.

2https://www.blender.org/
3https://www.openexr.com/

We simulate a simple model by applying sensor noise, as added

Gaussian Noise (zero mean, variance is a free parameter),chromatic

aberration, and blur followed by a simple exposure control (linear

tone mapping), �nished by non-linear Gamma correction.

First, we apply blur by a simple box �lter with �lter size FxF

and a chromatic aberration (CA). The CA is approximated using

radial distortions (k1, second order), as de�ned in OpenCV. The CA

is implemented as a per channel (red, green, blue) variation of the

k1 radial distortion, i.e., we introduce an incremental parameter

ca that a�ects the radial distortions: k1(blue) = −ca;k1(дreen) =

0;k1(red) = +ca. As next step we apply Gaussian noise to the input

image.

Applying a linear function, the pixel values are then mapped

and rounded to the target output byte range [0..255] by applying a

linear function.

The two parameters of the linear mapping are determined by a

histogram evaluation of the input RGB values of image, imitating

an auto exposure of a real camera. In our experiments we have set

it to saturate 2% (initially) of the brightest pixel values, as these

are usually values of very high brightness, like sky or even the sun.

Values below the minimum or above the set maximum are mapped

to 0 or 255 respectively.

In the last step we apply gamma correction to achieve the �nal

processed synthetic image:

x = (x̃)γ (1)

The parameter γ is an approximation of the sensor non-linear

mapping function. For media applications this is usually γ = 2.2 for

the sRGB color space. However, for industrial cameras this is not

yet standardized and some vendors do not reveal it4. We therefore

estimate the parameter as an approximation. Figure 3 depicts the

di�erence of an image with and without simulated sensor artifacts.

3.2 Dataset Discrepancy Measure

Our proposed discrepancy measures quanti�es per image perfor-

mance between same topologies trained on di�erent datasets but

evaluated on the same dataset. Considering the task of semantic

segmentation we chose the mIoU as our base performance metric.

We then modify the original mIoU calculation to be calculated on

a per image basis instead of the whole evaluated dataset. Follow-

ing, we introduce the Wasserstein-1 or EMD metric as our domain

discrepancy measure. The measure is calculated on the per-image

mIoU distribution of two classi�ers, one trained on the source do-

main, the other trained on the target domain, evaluating the test

set of the target domain.

The mIoU is de�ned as follows:

mIoU =
1

S

∑
s ∈S

TPs

TPs + FPs + FNs
× 100%, (2)

WithTPs , FNs and FPs being the true-positives, false-negatives,

and false-positives of the sth class.

Here, S = {0, 1, ..., S − 1} with S = 11, as we use the 11 classes

as can be seen in Table 1. These classes are common in the real

and synthetic datasets we considered for evaluation of the sensor

artifact parameter optimization outcome in 4.3.

4The providers of the Cityscapes dataset don’t document the exact mapping.
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Figure 2: Sensor artifact simulation.

(a) (b)

Figure 3: Left (a): Synthetic images without lens artifacts.

Right (b): Applied sensor lens artifacts, including exposure

control.

Modifying the mIoU to calculate a distribution over the per-

image IoU, it takes the following form:

IoUn =
1

S

∑
s ∈S

TPs,n

TPs,n + FPs,n + FNs,n
× 100%, (3)

where n denotes the n − th image in the evaluated dataset. As

typically done with the mIoU, IoUn is measured in %. As we want

to compare the distributions of the per image IoU values originat-

ing from the evaluation of the target test set by two DNNs, one

trained on the source domain and one trained on the target domain,

therefore, we apply the Wasserstein distance. The Wasserstein dis-

tance as an optimal mass transport metric from [Kolouri et al. 2017]

is originally de�ned for density distributions p and q where in f

denotes the in�num, i.e., the lowest transportation cost, Γ(p,q) de-

notes all joint distributions π , i.e., transportation maps, for (X,Y)

which have the marginals p and q as follows:

Wr (p,q) = ( inf
π ∈Γ(p,q)

∫
R×R
|X − Y |r dπ )1/r . (4)

This distance formulation can be reformulated an was shown by

[Ramdas et al. 2017] to be equivalent to the following:

Wr (p,q) = (

∫ ∞
−∞
|P(t) −Q(t)|r )1/r dt . (5)

Here P and Q denote the respective cumulative distribution function

(CDF) of p and q.

In our application we only calculate the empirical distributions

of p and q, further simplifying the formulation in this case to the

function of the order statistics:

Wr (p̂, q̂) = (

n∑
i=1

∥p̂i − q̂i ∥
r )1/r , (6)

where p̂ and q̂ are the empirical distributions of the marginals

p and q sorted in ascending order. With r = 1 and equal weight

distributions we get the EMD which, in other words, measures the

area between the respective CDFs with L1 as ground distance.

We consider a sample size of at least 100 to be su�cient for the

EMD calculation to be valid.

In our application the Wasserstein-1 distance is calculated as the

distance of the distribution p̂, i.e., a model trained on the source

domain and evaluated on the target domain, to the distribution q̂,

i.e., a model trained on the target domain evaluated on the target

domain.

When compared to distance measures such as the Fréchet in-

ception distance (FID), which is a special case of the Wasserstein-2

distance when p̂ and q̂ in 6 are normally distributed and r = 2, that

is by de�nition a symmetric distance, our measure is a divergence,

i.e., the distance from source dataset A to target dataset B can be

di�erent to the distance from target dataset B to source dataset A.

A divergence also re�ects the characteristic of a classi�er having

di�erent generalization distance when trained on dataset A and

evaluated on dataset B or the other way around.

Because the ground measure of the signatures, i.e., the IoU per

image, is bound to 0 ≤ IoUn ≤ 100, the EMD measure is then

bounded 0 ≤ EMD ≤ 100r with r being de�ned as the Wasserstein

norm. For r = 1, the measure is bound with 0 ≤ EMD ≤ 100.

As we want to ensure that we can be certain in using the perfor-

mance criterion of a dataset as proxy for its domain distribution, we

must be certain that we obtain the same distribution when training
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Figure 4: CDF of ensembles of DeeplabV3+ models trained

on Cityscapes and evaluated on the same. Applying the two-

sample Kolmogorov-eSmirnov test to each possible pair of

the ensemble we get a minimum p −value > 0.95.

with the same DNN from di�erent, i.e., random, starting condi-

tions. Therefore, we trained six models of the DeeplabV3+ network

with the same hyperparameters but by di�erent random weight

initialization on the Cityscapes dataset and evaluated them on the

validation set calculating the mIoU per image distributions. The

resulting distributions of each model in the ensemble are then con-

verted into a CDF as is shown in Figure 4. When comparing CDFs,

and to reinforce the claim that the mIoU per image performance

distribution is constant when training a model on a dataset, we ap-

ply the two-sample Kolmogorov-Smirnov test [Massey Jr 1951] on

each pair of distributions in the ensemble. The resulting p-values of

the Kolmogorov-Smirnov tests are at least > 0.95, hence supporting

our hypothesis.

4 RESULTS AND DISCUSSION

4.1 Sensor Parameter Extraction

As a baseline for our sensor artifact simulation we analyzed images

from the Cityscapes training data and measured the parameters.

Sensor noise was extracted from images with uniformly coloured

areas ranging from dark to light colors. Chromatic aberration was

extracted from images with tra�c signs on the outmost edges of

the image in horizontal and vertical direction, due to their favorable

high contrast of black and white of the tra�c signs. Saturation was

measured as relative number of pixels in percent that are clipped

at the value 255 in all color channels in the RGB images.

The resulting measured parameters are then as follows:

saturation = 2.0%, noise ∼ N(0, 3), γ = 0.8, F = 4, and ca =

0.08. These parameters are later also used as a starting point of our

parameter optimization approach.

4.2 Sensor Artifact Optimization Experiment

As we want to show that by applying sensor lens artifacts we can

e�ectively decrease the domain discrepancy between synthetic and

real-world domain, we further utilize the EMD as dataset discrep-

ancy measure and the extracted sensor parameters from camera

images of Cityscapes, we then apply an optimization strategy to it-

eratively decrease the gap between the Cityscapes and the synthetic

dataset [Consortium 2021] receiving the optimal parameters for

the sensor simulation. For optimization, we chose to use the trust

region method. Speci�cally, we use the trust region re�ective (trf)

method as implemented in SciPy [Virtanen et al. 2020]. The trf is a

least squares minimization method to �nd the local minimum of a

cost function given certain input variables. As cost function we use

the EMD from synthetic model and real-world model predictions

on the target test set. The variables as input to the cost function are

the parameters of the sensor artifact simulation. The trf method

has the capability of bounding the variables to meaningful ranges

as this will prevent the parameters to increase into unreasonable

values, e.g., increase the additive gaussian noise to values > 10. The

stop criterion is met when the increase of parameter step size or

decrease of the cost function is below 10−6.

The overall description of our optimization method is depicted in

Figure 5. Step 1: Initial parameters from the optimization method

are applied in the sensor artifact simulation to the synthetic images.

Step 2: The DeeplabV3+ model with ResNet101 backbone is pre-

trained on 15 epochs on the original synthetic dataset is loaded and

trained for one epoch on the synthetic dataset with a learning rate

of 0.1. Step 3: The model parameters are frozen and set to evaluate.

Step 4: The model predicts on the validation set of the Cityscapes

dataset. Step 5: The remaining domain discrepancy is measured

by evaluation of the mIoU per image and calculation of the EMD

to the evaluations of a model trained on Cityscapes. Step 6: The

resulting EMD is fed as cost to the optimization method. Step 7:

New parameters are set for the sensor artifact simulation, or the

optimization ends if the stop criteria are met.

After iterating the parameter optimization with the trf method

we compare our optimized lens artifacts trained model with the

unmodi�ed synthetic trained model by their EMDs with a model

trained on the Cityscapes dataset. Figure 6 depicts the distribu-

tions resulting from this evaluation. The DeeplabV3+model trained

with the optimized sensor artifact simulation applied on the syn-

thetic dataset outperforms the baseline and achieves an EMD score

of 26.48, while decreasing the domain gap by 6.19. The result-

ing parameters are saturation = 2.11%, noise ∼ N(0, 3.0000005) ,

γ = 0.800001, F = 4 and ca = 0.008000005. The parameters changed

only slightly from the starting point, indicating the extracted pa-

rameters as good �rst choice as we can con�rm when we optimize

from a random initialized starting point.

An exemplary visual inspection of the results in Figure 7 helps

to understand the distribution shift and therefore the decreased

EMD.While the best prediction performance image (TOP) increased

only slightly from the synthetic trained model (c) to the sensor

artifact optimized model (d), the worst prediction case (Bottom)

shows improved segmentation performance for the sensor artifact

optimized model (d), in this case even better than the Cityscapes

trained model (b).

We compare the overall mIoU performance on the Cityscapes

datasets between models trained with the initial unmodi�ed syn-

thetic dataset, the synthetic dataset with random initialized lens

artifact parameters and the synthetic dataset with extracted pa-

rameters from Cityscapes with the baseline of a model trained on
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Table 1: Performance results as per class mIoU, overall mIoU and EMD domain divergence evaluated on Cityscapes with

models trained on Cityscapes, our synthetic, synthetic with random parameterized lens artifacts and synthetic extracted pa-

rameterized lens artifacts. For the latter two, there are models evaluated on Cityscapes with and without optimization of the

parameters for the sensor lens artifact simulation. The model trained with optimized extracted parameters achieves highest

performance on the Cityscapes dataset.
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Io
U
→

E
M
D
←

Cityscapes no 97.50 81.21 92.22 54.54 57.28 70.26 92.33 93.98 82.55 93.67 81.62 81.56 -

w/o artifacts no 60.46 23.51 71.99 10.70 26.00 13.47 75.72 74.70 51.27 34.46 1.74 40.37 32.67

w/ random artifacts no 77.86 20.56 60.66 8.21 17.83 7.36 72.18 68.21 50.53 74.01 4.68 41.58 30.03

w/ extracted artifacts no 80.65 27.17 66.54 10.43 21.64 11.87 68.82 67.99 59.22 70.06 7.39 44.71 29.84

w/ random artifacts yes 82.89 34.69 71.11 11.29 16.66 9.12 69.81 76.77 61.48 79.50 5.30 45.76 26.58

w/ extracted artifacts yes 79.62 30.30 75.74 16.30 28.31 13.86 78.75 70.88 59.74 64.06 6.42 47.63 26.48

the Cityscapes dataset and results are listed in Table 1. Addition-

ally, for the random and the extracted parameters we evaluate the

performance with initial and optimized parameters, where the pa-

rameters have been optimized by our EMD minimization. While

the model without any sensor simulation achieves the lowest over-

all and per class performance, the model with random parameter

initialization achieves slightly higher performance and is on its part

surpassed by the model with the Cityscapes extracted parameters.

For the optimized parameter trained models, they outperform all

non-optimized models on the evaluation with the model that has

been trained on the optimized extracted starting parameters out-

performing all other models. The model trained with optimized

random starting parameters achieves even higher performance on

classes road, sidewalk, human and even signi�cantly on the car

class but still falls behind on �ve of the remaining classes and the

overall performance on the Cityscapes dataset. Further, the random

parameter optimized model took over 22 iterations to converge to

its local minimum, whereas the optimization of extracted starting

parameters only took 6 iterations until reaching a local minimum,

making it more than 3 times faster to converge. Furthermore, it is
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Figure 6: EMD domain divergence calculation of synthetic and optimized synthetic data to real-world images. (a) Compar-

ison of synthetic data with Cityscapes data, (b) Synthetic sensor artifact optimized dataset compared to the target dataset

Cityscapes.

(a) Original (b) CS Pred (c) Synthetic Pred (d) Synthetic Optimized Pred

Figure 7: Top row: Best performance predictions. Bottom row:Worst Performance Predictions. Original (a), Cityscapes trained

model prediction (b), synthetic trained model prediction (c) and sensor artifact optimized trained model prediction (d). While

top performance increased only slightly, the optimization lead to more robust predictions in worst case, i.e., harder examples.

shown all models with applied sensor lens artifacts outperform the

model trained without additional lens artifacts.

4.3 EMD Cross-Evaluation

To examine if the domain divergence decreases with other real-

world and synthetic datasets with our sensor lens artifact simulation

as well, we evaluate our EMD results on a range of real-world and

synthetic datasets for semantic segmentation. Including real-world

datasets A2D2 [Geyer et al. 2020], Berkeley Deep Drive (BDD100K)

[Yu et al. 2020], Cityscapes [Cordts et al. 2016], as well as synthetic

GTAV [Richter et al. 2016], India Driving Dataset (IDD) [Varma

et al. 2019], Mapillary Vistas (MV) [Neuhold et al. 2017], the syn-

thetic Synscapes (SYNS) [Wrenninge and Unger 2018], our synthetic

(Synth) [Consortium 2021] and our synthetic with optimized sensor
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Table 2: Cross domain discrepancy results of models trained

with and without optimized lens artifacts, evaluated on dif-

ferent real-world and synthetic datasets. The domain diver-

gence is measured with our proposed EMD measure. The

model trained with optimized lens artifacts applied to the

synthetic images exhibits a smaller domain divergence than

the model trained without lens artifacts.

EMD ↓
Model trained on

Synthetic Synthetic Optimized

M
o
d
el
ev
al
u
at
ed

o
n A2D2 34.95 29.32

BDD100K 26.43 21.54

CS 32.66 26.48

GTAV 36.08 32.94

IDD 41.64 36.95

MV 30.35 27.03

SYNS 43.76 43.56

lens artifacts (SynthOpt) datasets. Therefore, for every considered

dataset a DeeplabV3+ model has been trained on its training set

and was then evaluated with the per-image mIoU on its test set to

get the target distributions. Then, all models are evaluated on each

of the other datasets test set they have not been trained with and

for each resulting distribution the EMD to the beforehand calcu-

lated datasets target distribution is calculated. In Table 2 the results

of this cross-domain analysis measured with the EMD score are

depicted. Each of the columns denote a DeeplabV3+ model that

has been trained on the corresponding dataset, whereas the rows

denote the target datasets, e.g., column entry Synthetic and row

entry A2D2 denote a model that was trained with our synthetic

data, then evaluated on the A2D2 test set and the EMD was calcu-

lated by comparison with the target distribution of a model trained

and evaluated on the A2D2 dataset. Bold results denote the lower

EMD score between our synthetic trained baseline model and our

optimized parameter applied sensor lens artifacts trained model.

Our model trained with optimized parameters applied to the syn-

thetic dataset achieves lower EMD scores on all considered datasets

compared to the synthetic trained baseline, and while the domain

discrepancy decrease is high on real datasets, the discrepancy only

decreased marginally for the other synthetic datasets, i.e., for the

GTAV and the Synscapes datasets. The lower EMD scores on the

real-world datasets can be attributed to the applied sensor lens

artifacts when training the model as these dataset all exhibit some

form of sensor lens artifacts due to the nature these images where

captured compared to the synthetic generated datasets.

CONCLUSIONS

In this paper we could demonstrate that we are able to decrease the

generalization distance and domain divergence between perceptive

AI models trained with synthetic datasets and models trained with

real-world datasets by realistically modelling sensor lens artifacts

on the synthetic dataset for training. To achieve this we utilize the

performance metric mIoU per image as a proxy distribution for a

dataset and the EMD as a domain discrepancy measure between

distributions and can then decrease visual di�erences of a synthetic

dataset through optimization, i.e., minimization of this EMD mea-

sure and altogether increase the viability of CGI for training and

cross domain validation purposes of perceptive AI. We reinforce

our argument for a per-image performance measure as a proxy

distribution and showed that training an ensemble of a �xed DNN

model with di�erent random initialized weights but with the same

hyperparameters, will lead to the same per-image performance

distributions when these ensemble models are evaluated on the test

set of the corresponding training dataset.

Furthermore, we show that by application of sensor lens arti-

facts on the source synthetic dataset the domain divergence can

e�ectively be decreased by either random initialized parameters

or parameters extracted from the target dataset. Further decreas-

ing the gap by optimization of the parameters with our proposed

method. Last, we showed that a model trained on synthetic images

with optimized sensor artifacts exhibits a smaller domain diver-

gence, measured by the EMD, on a range of real-world and other

synthetic datasets than a model trained solely with synthetic im-

ages. However, application of realistically modeled sensor artifacts

to synthetic images can reduce the domain divergence only to a

limited value, the remaining gap can only be closed by adaptation

of other factors such as color grading, object mismatches and scene

complexity.

When utilizing synthetic imagery for training and validation,

the domain gap, due to visual di�erences of real and computer gen-

erated images limits the applicability of the same. The introduced

sensor simulation and the domain discrepancy measure as well as

its application in minimization of the visual di�erence between

synthetic and real-world datasets is one step further towards fully

utilizing CGI for validation of perceptive AI functions.
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Artifact Simulation

Korbinian Hagn and Oliver Grau

Abstract Synthetic, i.e., computer-generated imagery (CGI) data is a key compo-

nent for training and validating deep-learning-based perceptive functions due to its

ability to simulate rare cases, avoidance of privacy issues, and generation of pixel-

accurate ground truth data. Today, physical-based rendering (PBR) engines simulate

already a wealth of realistic optical effects but are mainly focused on the human

perception system. Whereas the perceptive functions require realistic images mod-

eled with sensor artifacts as close as possible toward the sensor, the training data

has been recorded. This chapter proposes a way to improve the data synthesis pro-

cess by application of realistic sensor artifacts. To do this, one has to overcome the

domain distance between real-world imagery and the synthetic imagery. Therefore,

we propose a measure which captures the generalization distance of two distinct

datasets which have been trained on the same model. With this measure the data syn-

thesis pipeline can be improved to produce realistic sensor-simulated images which

are closer to the real-world domain. The proposed measure is based on the Wasser-

stein distance (earth mover’s distance, EMD) over the performance metric mean

intersection-over-union (mIoU) on a per-image basis, comparing synthetic and real

datasets using deep neural networks (DNNs) for semantic segmentation. This mea-

sure is subsequently used to match the characteristic of a real-world camera for the

image synthesis pipeline which considers realistic sensor noise and lens artifacts.

Comparing the measure with the well-established Fréchet inception distance (FID)

on real and artificial datasets demonstrates the ability to interpret the generalization

distance which is inherent asymmetric and more informative than just a simple dis-

tance measure. Furthermore, we use the metric as an optimization criterion to adapt a

synthetic dataset to a real dataset, decreasing the EMD distance between a synthetic

and the Cityscapes dataset from 32.67 to 27.48 and increasing the mIoU of our test

algorithm (DeeplabV3+) from 40.36 to 47.63%.
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1 Introduction

Validation of deep neural networks (DNNs) is increasingly resorting toward

computer-generated imagery (CGI) due to its mitigation of certain issues. First, syn-

thetic data can avoid privacy issues found with recordings of members of the public

and, on the other hand, can automatically produce vast amounts of data at high qual-

ity with pixel-accurate ground truth data and reliability than costly manually labeled

data. Moreover, simulations allow synthesis of rare cases and the systematic variation

and explanation of critical constellations [SGH20]—a requirement for validation of

products targeting safety-critical applications, such as automated driving. Here, the

creation of corner cases and scenarios which otherwise could not be recorded in a

real-world scenario without endangering other traffic participants is the key argument

for the validation of perceptive AI with synthetic images.

Despite the advantages of CGI methods, training and validation with synthetic

images still have challenges: Training with these images does not guarantee a similar

performance on real-world images and validation is only valid if one can verify

that the found weaknesses in the validation do not stem from the synthetic-to-real

distribution shift seen in the input.

To measure and mitigate this domain shift, metrics have been introduced with

various applications in the field of domain adaptation or transfer learning. In domain

adaptation, the metrics such as FID, kernel inception distance (KID), and maxi-

mum mean discrepancy (MMD) are applied to train generative adversarial networks

(GANs) to adapt on a target feature space [PTKY09] or to re-create the visual prop-

erties of a dataset [SGZ+16]. However, the problem of training and validation with

synthetic imagery is directly related to the predictive performance of a perception

algorithm on the target data, and these kinds of metrics struggle to correlate with

the predictive performance [RV19]. Additionally, applications of domain adaptation

methods often resort to specifically trained DNNs, e.g., GANs, which adapt one

domain to the other and therefore add an extra layer of complexity and uncontrol-

lability. This is especially unwanted if a validation goal is tested, e.g., to detect all

pedestrians, and the domain adaption by a GAN would add additional objects into

the scene (e.g., see [HTP+18]) making it even harder to attribute detected faults of

the model to certain specifics of the tested scene. Here, the creation of images via

a synthesis process allows to understand domain distance influence factors more

directly as all parameters are under direct control.

Camera-recorded images inherently show visual imperfections or artifacts, such

as sensor noise, blur, chromatic aberration, or image saturation, as can be seen in an

image example from the A2D2 [GKM+20] dataset in Fig. 1. CGI methods, on the

other hand, are usually based on idealized models; for example, the pinhole camera

model [Stu14] which is free of sensor artifacts.

In this chapter, we present an approach to decrease the domain divergence of syn-

thetic to real-world imagery for perceptive DNNs by realistically modeling sensor

lens artifacts to increase the viability of CGI for training and validation. To achieve

this, we first introduce a model of sensor artifacts whose parameters are extracted
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Fig. 1 Real-world images (here A2D2) exhibit sensor lens artifacts which have to be closely

modeled by an image synthesization process to decrease the domain distance of synthetic to real-

world datasets to make them viable for training and validation

from a real-world dataset and then apply it on a synthetic dataset for training and

measuring the remaining domain divergence via validation. Therefore, a new inter-

pretation of the domain divergence by generalization of the distance of two datasets

by the per-image performance comparison over a dataset utilizing the Wasserstein or

earth mover’s distance (EMD) is presented. Next, we demonstrate how this model is

able to decrease the domain divergence further by optimization of the initial extracted

sensor camera simulation parameters as depicted in Fig. 6. Additionally, we compare

our results with randomly chosen parameters as well as with randomly chosen and

optimized parameters. Last, we strengthen the case for the usability of our EMD

domain divergence measure by comparison with the well-known Fréchet inception

distance (FID) on a set of real-world and synthetic datasets and highlight the advan-

tage of our asymmetric domain divergence against the symmetric distance.

2 Related Works

This chapter is related to two areas: domain distance measures, as used in the field

of domain adaptation and synthetic data generation for training and validation.

Domain distance measures: A key challenge in domain adaptation approaches is

the expression of a distance measure between datasets, also called domain shift. A

number of methods were developed to mitigate this shift (e.g., see [LCWJ15, GL15,

THSD17, THS+18]).

To measure the domain shift or domain distance, the inception score (IS) has

been proposed [SGZ+16], where the classification output of an InceptionV3-
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based [SVI+16] discriminator network trained on the ImageNet dataset [DDS+09]

is used. The works of [HRU+17, BSAG21] rely on features extracted from the

InceptionV3 network to tune domain adaptation approaches, i.e., the FID

and KID. However, these metrics cannot predict if the classification performance

increases when adapted data is applied as training data for a discriminator [RV19].

Therefore, to measure performance directly, it is essential to train with the adapted

or synthetic data and validate on the target data, i.e., cross-evaluation as done by

[RSM+16, WU18, SAS+18].

Performance metrics: The mean intersection-over-union (mIoU) is a widely used

performance metric for benchmarking semantic segmentation [COR+16, VSN+18].

Adaptations and improvements of the mIoU have been proposed which put more

weight on the segmentation contour as in [FMWR18, RTG+19]. Performance metrics

as the mIoU are computed over the whole validation dataset, i.e., the whole confusion

matrix, but there are propositions to apply the mIoU calculation on a per-image basis

and compare the resulting empirical distributions [CLP13].

A per-image comparison mitigates several shortcomings of a single evaluation

metric on the whole dataset when used for comparison of classifiers on the same

dataset. First, one can distinguish multimodal and unimodal distributions, i.e., strong

classification on one half and weak classification on the other half of a set can lead

to the same mean as an average classification on all samples. Second, unimodal

distributions with the same mean but different shape are also indiscernible under a

single dataset averaged metric. This justification led to our choice of a per-image-

based mIoU metric as it allows for deeper investigations which are especially helpful

when one wants to understand the characteristics that increase or decrease a domain

divergence.

Sensor simulation for synthetic image training: The use of synthesized data for

development and validation is an accepted technique and has been also suggested for

computer vision applications (e.g., [BB95]). Recently, specifically for the domain of

driving scenarios, games engines have been adapted [RHK17, DRC+17].

Although game engines provide a good starting point to simulate environments,

they usually only offer a closed rendering set-up with many trade-offs balancing

between real-time constraints and a subjectively good visual appearance for human

observers. Specifically the lighting computation in the rendering pipelines is in-

transparent. Therefore, it does not produce a physically correct imagery; instead only

a fixed rendering quality (as a function of lighting computation and tone mapping),

resulting in output of images having a low dynamic range (LDR) (typically 8-bit per

RGB color channel).

Recently, physical-based rendering techniques have been applied to the generation

of data for training and validation, like Synscapes [WU18]. For our chapter we use

a dataset in high dynamic range (HDR) created with the physical-based Blender

Cycles renderer.1 We implemented a customized tone mapping to 8-bit per color

channel and sensor simulation, as described in the next section.

1 Provided by the KI Absicherung project [KI 20].
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While there is great interest in understanding the domain distance in the area of

domain adaptation via generative strategies, i.e., GANs, there has been little research

regarding sensor artifact influence on training and validation with synthetic images.

Other works [dCCN+16, NdCCP18] add different kinds of sensor noise to their

training set and report a degradation of performance, compared to a model trained

with no noise in the training set, due to training of a harder, i.e., noisier, visual task.

Adding noise in training is a common technique for image augmentation and can be

seen as a regularization technique [Bis95] to prevent overfitting.

Our task of modeling sensor artifacts for synthetic images extracted from camera

images is not aimed at improving the generalization through random noise, but to

tune the parameters of our sensor model to closely replicate the real-world images

and improve generalization on the target data.

First results of modeling camera effects to improve synthetic data learning on

the perceptive task of bounding box detection have been proposed by [CSVJR18,

LLFW20]. Lin et al. [LLFW20] additionally state that generalization is an asymmet-

ric measure which should be considered when comparing with symmetric dataset

distance measures from literature. Furthermore, Carlson et al. [CSVJR19] learned

sensor artifact parameters from a real-world dataset and applied the learned parame-

ters of their noise sources as image augmentation during training with synthetic data

on the task of bounding box detection. However, contrasting our approach, they apply

their optimization as style loss on a latent feature vector extracted from a VGG-16

network trained on ImageNet and evaluate the performance on the task of 2D object

detection.

3 Methods

Given a synthetic (CGI) dataset of urban street scenes, our goal is to decrease the

domain gap to a real-world dataset for semantic segmentation by realistic sensor

artifact simulation. Therefore, we systematically analyze the image sensor artifacts

of the real-world dataset and use this extracted parametrization for our sensor artifact

simulation. To compare our synthetic dataset with the real-world dataset we contrive

a novel per-image performance-based metric to measure the generalization distance

between the datasets. We utilize a DeeplabV3+ [CZP+18] semantic segmentation

model with a ResNet101 [HZRS16] backbone to train and evaluate on the different

datasets throughout this paper. To show the valuable properties of our measure we

compare it with the established domain distance, i.e., Fréchet inception distance

(FID). Lastly, we use our measure as optimization criteria for adapting the parameters

of our sensor artifact simulation with the extracted parameters as starting point and

show that we can further decrease the domain distance from synthetic images to

real-world images.
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3.1 Sensor Simulation

We implemented a simple sensor model with the principle blocks depicted in Fig. 2:

The module expects images in linear RGB space. Rendering engines like Blender

Cycles2 can provide these images as results in OpenEXR format.3

We simulate a simple model by applying chromatic aberration, blur, and sensor

noise, as additive Gaussian noise (zero mean, variance is a free parameter), followed

by a simple exposure control (linear tone mapping), finished by non-linear gamma

correction.

First, we apply blur by a simple box filter with filter size F × F and a chromatic

aberration (CA). The CA is approximated using radial distortions (k1, second order),

e.g., [CV14], as defined in OpenCV. The CA is implemented as a per channel (red,

green, blue) variation of the k1 radial distortion, i.e., we introduce an incremen-

tal parameter ca that affects the radial distortions: k1(blue) = −ca; k1(green) =

0; k1(red) = +ca. As the next step, we apply Gaussian noise to the input image.

Applying a linear function, the pixel values are then mapped and rounded to the

target output byte range [0, ..., 255].

The two parameters of the linear mapping are determined by a histogram evalu-

ation of the input RGB values of the respective image, imitating an auto exposure

of a real camera. In our experiments we have set it to saturate 2% (initially) of the

brightest pixel values, as these are usually values of very high brightness, induced

by sky or even the sun. Values below the minimum or above the set maximum are

mapped to 0 or 255, respectively.

In the last step we apply gamma correction to achieve the final processed synthetic

image:

x = (x̃)γ (1)

The parameter γ is an approximation of the sensor non-linear mapping function.

For media applications this is usually γ = 2.2 for the sRGB color space [RD14].

However, for industrial cameras, this is not yet standardized and some vendors do

Linear Mapping,
Rounding

+

Noise
Generator

Measurement of
Histogram Range

Gamma
Correction

Blur,
Chromatic Aberration

synthetic

image

x

x̃ ∈ [0, ..., 255]
"real"

image

x

Fig. 2 Sensor artifact simulation

2 https://www.blender.org/.
3 https://www.openexr.com/.
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(a) (b)

Fig. 3 Left a: Synthetic images without lens artifacts. Right b: Applied sensor lens artifacts,

including exposure control

not reveal it.4 We therefore estimate the parameter as an approximation. Figure 3

depicts the difference of an image with and without simulated sensor artifacts.

3.2 Dataset Divergence Measure

Our proposed distance quantifies per image performance between models trained on

different datasets but evaluated on the same dataset. Considering the task of semantic

segmentation we chose the mIoU as our base metric. We then modify the mIoU to be

calculated per image instead of the confusion matrix on the whole evaluated dataset.

Next, we introduce the Wasserstein-1 or earth mover’s distance (EMD) metric as

our divergence measure between the per-image mIoU distribution of two classifiers

trained on distinct datasets, i.e., synthetic and real-world datasets, but evaluated on

the same real-world dataset the second classifier has been trained with.

The mIoU is defined as follows:

m I oU =
1

S

∑

s∈S

T Ps

T Ps + F Ps + F Ns

× 100%, (2)

4 The providers of the Cityscapes dataset don’t document the exact mapping.
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with T Ps , F Ns , and F Ps being the amount of true-positives, false-negatives, and

false-positives of the sth class over all images of the evaluated dataset.

Here, S = {0, 1, ..., S − 1}, with S = 11, as we use the 11 classes defined in

Table 1. These classes are the maximal overlap of common classes in the real and

synthetic datasets considered for cross-evaluation and comparison of our measure

with the Fréchet inception distance (FID), as can be seen later in Sect. 4.3, Tables 3

and 4.

A distribution over the per-image IoU takes the following form:

I oUn =
1

S

∑

s∈S

T Ps,n

T Ps,n + F Ps,n + F Ns,n

× 100%, (3)

where n denotes the nth image in the validation dataset. Here, I oUn is measured in

%. We want to compare the distributions of per-image IoU values from two different

models; therefore, we apply the Wasserstein distance. The Wasserstein distance as an

optimal mass transport metric from [KPT+17] is defined for density distributions p

and q where inf denotes the infinium, i.e., lowest transportation cost, �(p, q) denotes

the set containing all joint distributions π, i.e., transportation maps, for (X ,Y ) which

have the marginals p and q as follows:

Wr (p, q) =

(

inf
π∈�(p,q)

∫

R×R

|X − Y |r dπ

)1/r

. (4)

This distance formulation is equivalent to the following [RTC17]:

Wr (p, q) =

(∫ ∞

−∞

|P(t) − Q(t)|r
)1/r

dt. (5)

Here P and Q denote the respective cumulative distribution functions (CDFs) of p

and q.

In our application we calculate the empirical distributions of p and q, which

simplifies in this case to the function of the order statistics:

Wr ( p̂, q̂) =

(

n
∑

i=1

| p̂i − q̂i |
r

)1/r

, (6)

where p̂ and q̂ are the empirical distributions of the marginals p and q sorted in

ascending order. With r = 1 and equal weight distributions we get the earth mover’s

distance (EMD) which, in other words, measures the area between the respective

CDFs with L1 as ground distance.

We assume a sample size of at least 100 to be enough for the EMD calculation to

be valid, as fewer samples might not guarantee a sufficient sampling of the domains.

In our experiments we use sample sizes ≥ 500.

7. Publications

98



Optimized Data Synthesis for DNN Training and Validation … 135

T
a
b

le
1

D
u

e
to

d
if

fe
re

n
ce

s
in

la
b

el
d
efi

n
it

io
n

o
f

re
al

-w
o

rl
d

d
at

as
et

s,
th

e
cl

as
s

m
ap

p
in

g
fo

r
tr

ai
n

in
g

an
d

ev
al

u
at

io
n

is
d
ec

re
as

ed
to

1
1

cl
as

se
s

th
at

ar
e

co
m

m
o
n

in
al

l
co

n
si

d
er

ed
d

at
as

et
s:

A
2

D
2

[ G
K

M
+

2
0

],
C

it
y

sc
ap

es
[C

O
R

+
1
6

],
B

er
k
el

ey
D

ee
p

D
ri

v
e

(B
D

D
1
0
0
K

)
[Y

C
W

+
2
0

],
M

ap
il

la
ry

V
is

ta
s

(M
V

)
[N

O
B

K
1
7

],
In

d
ia

D
ri

v
in

g
D

at
as

et
(I

D
D

)
[ V

S
N

+
1
8

],
G

T
A

V
[R

V
R

K
1
6

],
o

u
r

sy
n

th
et

ic
d

at
as

et
[K

I
2
0

],
an

d
S

y
n
sc

ap
es

[W
U

1
8

]

s
0

1
2

3
4

5
6

7
8

9
1
0

L
ab

el
r
o
a
d

s
i
d
e
w
a
l
k

b
u
i
l
d
i
n
g

p
o
l
e

t
r
a
f
f
i
c

l
i
g
h
t

t
r
a
f
f
i
c

s
i
g
n

v
e
g
e
t
a
t
i
o
n

s
k
y

h
u
m
a
n

c
a
r

t
r
u
c
k

7.3. Publication 3

99



136 K. Hagn and O. Grau

0 20 40 60 80 100

mIoU [%]

0.0

0.2

0.4

0.6

0.8

1.0

C
u
m

u
la

ti
v
e

co
u
n
t

Model 6

Model 5

Model 4

Model 3

Model 2

Model 1

Fig. 4 CDF of ensembles of DeeplabV3+ models trained on Cityscapes and evaluated on its val-

idation set. Applying the 2-sample Kolmogorov-Smirnov test to each possible pair of the ensemble,

we get a minimum p − value > 0.95

The FID is a special case of the Wasserstein-2 distance derived from (6) with

p = 2 and p̂ and q̂ being normally distributed, leading to the following definition:

FID = ||µ − µw||2 + tr(� + �w − 2(��w)1/2), (7)

where µ and µw are the means, and � and �w are the covariance matrices of the

multivariate Gaussian-distributed feature vectors of synthetic and real-world datasets,

respectively.

Compared to distance metrics such as the FID which by definition is symmetric,

our measure is a divergence, i.e., the distance from dataset A to dataset B can be

different to the distance from dataset B to dataset A. Being a divergence also reflects

the characteristic of a classifier having different generalization distance when trained

on dataset A and evaluated on dataset B or the other way around.

Because the ground measure of the signatures, i.e., the IoU per image, is bounded

to 0 ≤ I oUn ≤ 100, the EMD measure is then bounded to 0 ≤ E M D ≤ 100r with r

being the Wasserstein norm. For r = 1, the measure is bound with 0 ≤ E M D ≤ 100.

To verify whether the per-image IoU of a dataset is a good proxy of a dataset’s

domain distribution, we need to verify that the distribution stays (nearly) constant

when training from different starting conditions. Therefore, we trained six models

of the DeeplabV3+ network with the same hyperparameters but different random

initialization on the Cityscapes dataset and evaluated them on the validation set

calculating the mIoU per image. The resulting distributions of each model in the

ensemble are converted into a CDF as is shown in Fig. 4. To have a stronger empir-

ical evidence of the per-image mIoU performance distribution being constant for a

dataset, we apply the two-sample Kolmogorov-Smirnov test on each pair of distri-
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bution in the ensemble. The resulting p-values are at least > 0.95, hence supporting

our hypothesis.

3.3 Datasets

For our sensor parameter optimization experiments we consider two datasets. First,

the real-world Cityscapes dataset, which consists of 2,975 annotated images for

training and 500 annotated images for validation. All images were captured in urban

street scenes in German cities. Second, the synthetic dataset provided by the KI-

A project [KI 20]. This dataset consists of 21,802 annotated training images and

5,164 validation images. The KI-A synthetic dataset comprises urban street scenes,

similar to Cityscapes, and suburban to rural street scenes which are characterized by

less traffic and less dense house placements, therefore more vegetation and terrain

objects.

4 Results and Discussion

4.1 Sensor Parameter Extraction

As a baseline for our sensor simulation, we analyzed images from the Cityscapes

training data and measured the parameters. Sensor noise was extracted from about

10 images with uniformly colored areas ranging from dark to light colors. Chromatic

aberration was extracted from 10 images with traffic signs on the outmost edges of

the image, as can be seen in Fig. 5. The extracted values have been averaged over the

count of images. The starting parameters of our optimization approach are then as

follows: saturation = 2.0%, noise ∼ N (0, 3) , γ = 0.8, F = 4, and ca = 0.08.

4.2 Sensor Artifact Optimization Experiment

Utilizing the EMD as dataset divergence measure and the extracted sensor parame-

ters from camera images of Cityscapes, we apply an optimization strategy to itera-

tively decrease the gap between the Cityscapes and the synthetic dataset [KI 20]. For

optimization, we chose to use the trust region reflective (trf) method [SLA+15] as

implemented in SciPy [VGO+20]. The trf is a least-squares minimization method

to find the local minimum of a cost function given certain input variables. The cost

function is the EMD from synthetic model and real-world model predictions on the

same real-world validation dataset. The variables as input to the cost function are

the parameters of the sensor artifact simulation. The trf method has the capability
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Fig. 5 Exemplary manual extraction of sensor parameters from an extracted patch of a Cityscapes

image on a traffic sign in the top right corner. Diagrams clockwise beginning top left: vertical

chromatic aberration, noise level on black area, horizontal chromatic aberration, noise level on a

plain white area
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Fig. 6 Optimization of sensor artifacts to decrease divergence between real and synthetic datasets

of bounding the variables to meaningful ranges. The stop criterion is met when the

increase of parameter step size or decrease of the cost function is below 10−6.

The overall description of our optimization method is depicted in Fig. 6. Step 1:

Initial parameters from the optimization method are applied in the sensor artifact sim-

ulation to the synthetic images. Step 2: The DeeplabV3+ model with ResNet101

backbone is pre-trained on 15 epochs on the original unmodified synthetic dataset

and finetuned for one epoch on the synthetic dataset with applied sensor artifacts and
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Fig. 7 EMD domain divergence calculation of synthetic and optimized synthetic data to real-world

images. a Comparison of synthetic data with Cityscapes data, b synthetic sensor artifact optimized

dataset compared to the target dataset Cityscapes

a learning rate of 0.1. Step 3: The model parameters are frozen and set to evaluate.

Step 4: The model predicts on the validation set of the Cityscapes dataset. Step 5:

The remaining domain divergence is measured by evaluation of the mIoU per image

and calculation of the EMD to the evaluations of a model trained on Cityscapes.

Step 6: The resulting EMD is fed as cost to the optimization method. Step 7: New

parameters are set for the sensor artifact simulation, or the optimization ends if the

stop criteria are met.

After iterating the parameter optimization with the trf method, we compare our

optimized trained model with the unmodified synthetic dataset by their per-image

mIoU distributions on the Cityscapes dataset. Figure 7 depicts the distributions result-

ing from this evaluation. The DeeplabV3+ model trained with the optimized

sensor artifact simulation applied on the synthetic dataset outperforms the base-

line and achieves an EMD score of 26.48, while decreasing the domain gap by

6.19. The resulting parameters are saturation = 2.11%, noise ∼ N (0, 3.0000005) ,

γ = 0.800001, F = 4 and ca = 0.008000005. The parameters changed only slightly

from the starting point, indicating the extracted parameters as good first choice.

An exemplary visual inspection of the results in Fig. 8 helps to understand the

distribution shift and therefore the decreased EMD. While the best prediction per-

formance image (top row) increased only slightly from the synthetic trained model

(c) to the sensor artifact optimized model (d), the worst prediction case (bottom row)

shows improved segmentation performance for the sensor-artifact-optimized model

(d), in this case even better than the Cityscapes trained model (b).
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(a) Original (b) CS Pred (c) Synth Pred (d) Synth Opt Pred

Fig. 8 Top row: Best performance predictions. Bottom row: Worst performance predictions. a

Original, b Cityscapes-trained model prediction, c synthetically trained model prediction, and d

sensor artifact optimized trained model prediction. While top performance increased only slightly,

the optimization lead to more robust predictions in worst case, i.e., harder examples

We compare the overall mIoU performance on the Cityscapes datasets between

models trained with the initial unmodified synthetic dataset, the synthetic dataset with

random initialized lens artifact parameters, and the synthetic dataset with extracted

parameters from Cityscapes with the baseline of a model trained on the Cityscapes

dataset. Results are listed in Table 2 (rows 1–4). Additionally, for the random and

the extracted parameters, we evaluate the performance with initial and optimized

parameters, where the parameters have been optimized by our EMD minimization

(rows 5 and 6). While the model without any sensor simulation achieves the low-

est overall performance (row 2), the model with random parameter initialization

achieves a slightly higher performance (row 3) and is surpassed by the model with

the Cityscapes extracted parameters (row 4). Next, we take the models trained with

optimized parameters into account (rows 5 and 6). Both models outperform all non-

optimized experiment settings in terms of overall mIoU, with the model using opti-

mized extracted parameters from Cityscapes showing the best overall mIoU (row 6).

Concretely, the model trained with optimized random starting parameters achieves

higher performance on classes road, sidewalk, human, and even significantly on the

car class but still falls behind on five of the remaining classes and the overall perfor-

mance on the Cityscapes dataset (row 5). Further, the random parameter optimized

model took over 22 iterations to converge to its local minimum, whereas the opti-

mization of extracted starting parameters only took six iterations until reaching a

local minimum, making it more than three times faster to converge. Furthermore,

it is shown that all models with applied sensor lens artifacts outperform the model

trained without additional lens artifacts.

4.3 EMD Cross-evaluation

To get a deeper understanding of the implications of our EMD score, we evaluate our

EMD results on a range of real-world and synthetic datasets for semantic segmenta-

tion. Including real-world datasets A2D2 [GKM+20], Cityscapes (CS) [COR+16],
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Table 3 Cross-domain divergence results of models trained on different real-world and synthetic

datasets and evaluated on various validation or test sets of an average size of 1000 images. The

domain divergence is measured with our proposed EMD measure; boldface values indicate the

lowest divergence comparing our synthetic (Synth) and synthetic-optimized (SynthOpt) datasets,

whereas underlined values indicate the lowest divergence values over all the datasets. The model

trained with optimized lens artifacts applied to the synthetic images exhibits a smaller domain

divergence than the model trained without lens artifacts

EMD ↓ A2D2 BDD100K CS GTAV IDD MV SYNS Synth SynthOpt

A2D2 – 18.70 23.46 37.84 20.03 10.72 46.78 34.95 29.32

BDD100K 6.36 – 9.45 22.14 7.26 1.42 36.33 26.43 21.54

CS 10.90 12.09 – 36.42 13.01 4.08 20.62 32.66 26.48

GTAV 33.28 28.37 29.72 – 30.55 23.30 37.53 36.08 32.94

IDD 24.37 19.83 24.71 34.71 – 12.81 46.23 41.64 36.95

MV 10.63 10.36 14.34 28.35 9.20 – 35.97 30.35 27.03

SYNS 25.45 31.46 23.64 45.16 25.12 23.45 – 43.76 43.56

Berkeley Deep Drive (BDD100K) [YCW+20], Mapillary Vistas (MV) [NOBK17],

India Driving Dataset (IDD) [VSN+18], as well as synthetic GTAV [RVRK16], our

synthetic (Synth and SynthOpt) [KI 20], and Synscapes (SYNS) [WU18] datasets.

In Table 3 the results of cross-domain analysis measured with the EMD score are

depicted. The columns denote that a DeeplabV3+ model has been trained on the

corresponding dataset, i.e., the source dataset, whereas the rows denote the datasets

it was evaluated on, i.e., the target datasets. Our optimized synthetic dataset achieves

lower EMD scores, shown in boldface, than the synthetic baseline. While the domain

divergence decrease is high on real datasets, the divergence decreased only marginally

for the other synthetic datasets. Inspecting the EMD result on all datasets, the lowest

divergence values are indicated by underline; the MV dataset shows to be closest to

all the other evaluated datasets.

To set our measure in relation to established domain distance measures, we cal-

culated the FID from each of our considered datasets to one another. The results are

shown in Table 4. The FID, defined in (7), is the Wasserstein-2 distance of feature

vectors from the InceptionV3 [SVI+16] network sampled on the two datasets to

be compared with each other.

Again, boldface values indicate the lowest FID values between the synthetic

(Synth) and synthetic-optimized (SynthOpt) datasets, whereas underlined values

indicate the lowest values of all datasets. Here, only 4 out of the 7 datasets are

closer, measured by the FID, to the synthetic-optimized dataset than to the origi-

nal dataset. Furthermore, the FID sees the CS and the SYNS dataset closer to one

another than the EMD divergence measure, while the MV dataset shows the lowest

FID among the other evaluated datasets.

FID and EMD somewhat agree, if we evaluate the distance as minimum per-row

in both tables, that the Mapillary Vistas dataset is in most cases the dataset that is

closest to all other datasets.
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Table 4 Cross-domain distance results measured with the Fréchet inception distance (FID). Lowest

FID between synthetic (Synth) and synthetic optimized (SynthOpt) datasets are in boldface, whereas

the lowest FID values over all datasets are underlined

FID ↓ A2D2 BDD100K CS GTAV IDD MV SYNS Synth SynthOpt

A2D2 – 60.16 98.46 78.16 58.75 41.84 109.35 116.54 121.55

BDD100K 60.16 – 59.90 62.42 52.15 29.66 74.871 115.51 109.08

CS 98.46 59.90 – 85.81 68.92 59.69 43.87 119.97 112.42

GTAV 78.16 62.42 85.81 – 74.08 51.00 89.62 92.513 92.24

IDD 58.75 52.15 68.92 74.08 – 37.36 64.09 118.06 125.30

MV 41.84 29.66 59.69 51.00 37.36 – 70.24 74.46 78.66

SYNS 109.35 74.87 43.87 89.62 64.09 70.24 – 113.77 108.3

Now, calculating the minimum per-column in both tables, the benefit of our

asymmetric EMD comes to the light. The minimum per-column values of the FID

are unchanged due to the diagonal symmetry of the cross-evaluation matrix stem-

ming from the inherent symmetry of the measure. However, the EMD regards the

BDD100K as the closest dataset. An intuitive explanation for the different minimum

observations of the EMD is as follows: Training with many images exhibiting dif-

ferent geospatial and sensor properties of the Mapillary Vistas dataset covers a very

broad domain and results in good generalization capability and therefore evaluation

performance. Training with any of the other datasets cannot generalize well to the

vast domain of Mapillary Vistas but to the rather constrained domain of BDD100K,

which consists of lower resolution images with heavy compression artifacts, where

even a model that has been trained on BDD100K does not generalize well on.

The asymmetric nature of our EMD allows for a more thorough and complex

analysis of dataset discrepancies, when applied to the tasks of visual understanding,

e.g., semantic segmentation, which otherwise cannot be captured by inherently sym-

metric distance metrics such as FID. Contrasting to [LLFW20], we could with our

evaluation method not identify a consistency between FID and the generalization

divergence, i.e., our EMD measure.

5 Conclusions

In this chapter, we could demonstrate that by utilizing the performance metric per

image as a proxy distribution for a dataset and the earth mover’s distance (EMD)

as a divergence measure between distributions, one can decrease visual differences

of a synthetic dataset through optimization and increase the viability of CGI for

training and validation purposes of perceptive AI. To reinforce our argument for

per-image performance measures as proxy distributions, we showed that training an

ensemble of a fixed model with different random starting conditions but with the same
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hyperparameters leads to the same per-image performance distributions when these

ensemble models are evaluated on the validation set of the training dataset. When

utilizing synthetic imagery for validation, the domain gap, due to visual differences

between real and computer-generated images, is hindering the applicability of these

datasets. As a step toward decreasing the visual differences, we apply the proposed

divergence measure as a cost function to an optimization which varies the parameters

of the sensor artifact simulation, while trying to re-create the sensor artifacts that the

real-world dataset exhibits. As starting point of the sensor artifact parameters, we

extracted empirically the values from chosen images of the real-world dataset. The

optimization improved the visual difference between the real-world and the optimized

synthetic dataset measurably by the EMD and we could show that even when starting

with random initialized parameters we can decrease the EMD and increase the mIoU

on the target datasets. When measuring the divergence after parameter optimization

to other real-world and synthetic datasets, we could show that the EMD decreases

for all considered datasets but when measured by the FID only four of the datasets

are closer. As the EMD is derived from the mIoU per image, it is an indicator of

performance on the target dataset, whereas the FID fails to relate with performance.

Effective minimization of the visual difference between synthetic and real-world

datasets with the EMD domain divergence measure is one step further toward fully

utilizing CGI for validation of perceptive AI functions.
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A Variational Deep Synthesis Approach

for Perception Validation

Oliver Grau, Korbinian Hagn, and Qutub Syed Sha

Abstract This chapter introduces a novel data synthesis framework for validation

of perception functions based on machine learning to ensure the safety and func-

tionality of these systems, specifically in the context of automated driving. The main

contributions are the introduction of a generative, parametric description of three-

dimensional scenarios in a validation parameter space, and layered scene generation

process to reduce the computational effort. Specifically, we combine a module for

probabilistic scene generation, a variation engine for scene parameters, and a more

realistic sensor artifacts simulation. The work demonstrates the effectiveness of the

framework for the perception of pedestrians in urban environments based on various

deep neural networks (DNNs) for semantic segmentation and object detection. Our

approach allows a systematic evaluation of a high number of different objects and

combined with our variational approach we can effectively simulate and test a wide

range of additional conditions as, e.g., various illuminations. We can demonstrate

that our generative approach produces a better approximation of the spatial object

distribution to real datasets, compared to hand-crafted 3D scenes.

1 Introduction

This chapter introduces an automated data synthesis approach for the validation of

perception functions based on a generative and parameterized synthetic data genera-

tion. We introduce a multi-stage strategy to sample the input domain of the possible

generative scenario and sensor space and discuss techniques to reduce the required

vast amount of computational effort. This concept is an extension and generaliza-
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tion of our previous work on parameterization of the scene parameters of concrete

scenarios, called validation parameter space (VPS) [SGH20]. We extend this param-

eterization by a probabilistic scene generator to widen the coverage of the generated

scenarios and a more realistic sensor simulation, which also allows to variate and

simulate different sensor characteristics. This ‘deep’ synthesis concept overcomes

currently available systems (as discussed in the next section) or manually, i.e., by

human-operator-generated synthetic data. We describe, how our synthetic data val-

idation engine makes use of the parameterized, generative content to implement a

tool supporting complex and effective validation strategies.

Perception is one of the hardest problems to solve in any automated system.

Recently, great progress has been made in applying machine learning techniques

to deep neural networks to solve perceptional problems. Automated vehicles (AVs)

are a recent focus as an important application of perception from cameras and other

sensors, such as LiDAR and RaDAR [YLCT20]. Although the current main effort

is on developing the hardware and software to implement the functionality of AVs,

it will be equally important to demonstrate that this technology is safe. Universally

accepted methodologies for validating safety of machine learning-based systems are

still an open research topic.

Techniques to capture and render models of the real world have matured sig-

nificantly over the last decades and are now able to synthesize virtual scenes in a

visual quality that is hard to distinguish from real photographs for human observers.

Computer-generated imagery (CGI) is increasingly popular for training and valida-

tion of deep neural networks (DNNs) (see, e.g., [RHK17, Nik19]). Synthetic data

can avoid privacy issues found with recordings of members of the public and can

automatically produce ground truth data at higher quality and reliability than costly

manually labeled data. Moreover, simulations allow synthesis of rare scene constella-

tions helping validation of products targeting safety-critical applications, specifically

automated driving.

Due to the progress in visual and multi-sensor synthesis, building systems for

validation of these complex systems in the data center becomes feasible now and

offers more possibilities for the integration of intelligent techniques in the engineer-

ing process of complex applications. We compare our approach with methods and

strategies targeting testing of automated driving [JWKW18].

The remainder of this chapter is structured as follows: The next section will give

an outline of related work in the field. In Sect. 3 we give an overview of our approach.

Section 4 describes an outline of our synthetic data validation engine, our parame-

terization, including a realistic sensor simulation, and the effective computation of

the required variations. In Sect. 5 we present evaluation results, followed by Sect. 6

with some concluding remarks.
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2 Related Work

The use of synthesized data for development and validation is an accepted tech-

nique and has been also suggested for computer vision applications (e.g., [BB95]).

Several methodologies for verification and validation of AVs have been developed

[KP16, JWKW18, DG18] and commercial options exist.1 These tools were origi-

nally designed for virtual testing of automotive functions, such as braking systems,

and then extended to provide simulation and management tools for virtual test drives

in virtual environments. They provide real-time-capable models for vehicles, roads,

drivers, and traffic which are then being used to generate test (sensor) data as well as

APIs for users to integrate the virtual simulation into their own validation system.

What is getting presented in this chapter is focusing on the validation of perception

functions, which is an essential module of automated systems. However, by sepa-

rating the perception as a component, the validation problem can also be decoupled

from the validation of the full driving stack. Moreover, this separation allows, on the

one hand, the implementation of various more specialized validation strategies and,

on the other hand, there is no need to simulate dynamic actors and the connected

problem of interrelations between them and the ego-vehicle. The full interaction of

objects is targeted by upcoming standards like OpenScenario.2

Recently, specifically in the domain of driving scenarios, game engines have been

adopted for synthetic data generation by extraction of in-game images and labels

from the rendering pipeline [WEG+00, RVRK16]. Another virtual simulator system,

which gained popularity in the research community, is CARLA [DRC+17], also

based on a commercial game engine (Unreal4 [Epi04]). Although game engines

provide a good starting point to simulate environments, they usually only offer a

closed rendering setup with many trade-offs balancing between real-time constraints

and a subjectively good visual appearance to human observers. Specifically, the

lighting computation in this rendering pipelines is limited and does not produce

physically correct imagery. Instead, game engines only deliver fixed rendering quality

typically with 8 bit per RGB color channel and only basic shadow computation.

In contrast, physical-based rendering techniques have been applied to the genera-

tion of data for training and validation, as in the Synscapes dataset [WU18]. For our

experimental deep synthesis work, we use the physical-based open-source Blender

Cycles renderer3 in high dynamic range (HDR) resolution, which allows realis-

tic simulation of illumination and sensor characteristics increasing the coverage of

our synthetic data in terms of scene situations and optical phenomena occurring in

real-world scenarios.

The effect of sensor and lens effects on perception performance has not been

studied a lot. In [CSVJR18, LLFW20], the authors are modeling camera effects to

improve synthetic data for the task of bounding box detection. Metrics and parameter

estimation of the effects from real camera images are suggested by [LLFW20] and

1 For example, Carmaker from IPG or PreScan from TASS International.
2 https://www.asam.net/standards/detail/openscenario/.
3 https://www.blender.org/.
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[CSVJR19]. A sensor model including sensor noise, lens blur, and chromatic aberra-

tion was developed based on real datasets [HG21] and integrated into our validation

framework.

Looking at virtual scene content, the most recent simulation systems for validation

of a complete AD system include simulation and testing of the ego-motion of a

virtual vehicle and its behavior. The used test content or scenarios are therefore

aimed to simulate environments spanning a huge virtual space and are then virtually

driving a high number of test miles (or km) in the virtual world provided [MBM18,

WPC20, DG18]. Although this might be a good strategy to validate full AD stacks,

one remaining problem for validation of perception systems is the limited coverage

of data testing critical scene constellations (sometimes called ‘corner cases’) and

parameters that lead to drop in performance of the DNN perception.

A more suitable approach is to use probabilistic grammar systems [DKF20,

WU18] to generate 3D scenarios which include a catalog of different object classes,

and places them relative to each other to cover the complexity of the input domain.

In this chapter we demonstrate the effectiveness of a simple probabilistic grammar

system together with our previous scene parameter variation [SGH20] with a novel

multi-stage strategy. This approach allows to systematically test conditions and rel-

evant parameters for validation of perceptional function in a structured way.

3 Concept and Overview

The novelty of the framework introduced in this chapter is the combination of mod-

ules for parameterized generation and testing of a wide range of scenarios and scene

parameters as well as sensor parameters. It is tailored towards exploration of factors

that (hypothetically) define and limit the performance of perception modules.

A core design feature of the framework is the consequent parameterization of

the scene composition, scene, and sensor parameters into a validation parameter

space (VPS) as outlined in Sect. 4.2. This parameterization only considers the near

proximity of the ego-car or sensor; in other words, only the objects visible to the

sensor are generated. This allows a much more well-defined test of constellations

involving a specific number of object types, environment topology (e.g., types and

dimensions of streets), and relation of objects, usually as an implicit function of

where objects are positioned relative in the scene.

This leads to a different data production and simulator pipeline than for conven-

tional AV validation which typically provides a virtual world with a large extent to

simulate and test the driving functions down to a physical level, inspired by real-world

validation and test procedures [KP16, MBM18, DG18, JWKW18, WPC20].

Figure 1 shows the building blocks of our VALERIE system. The system runs

an expansion of the VPS specified in the ‘validation task’ description. Our current

implementation is based on a probabilistic description of how to generate the scene
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Fig. 1 Block diagram of the proposed validation approach

and defines the parameter variations in the parameter space. In the future, the vali-

dation task should also include a more abstract target description of the evaluation

metrics.

The data synthesis block consists of three sub-components: The probabilistic

scene generator generates a scene constellation, including a street layout, and places

three-dimensional objects from the asset database according to probabilistic place-

ment rules laid out in the scenario preparation. The parameter variation generator

produces variations of that scene, including sun and light settings and variations of

the placement of objects (see Fig. 2 for some examples). The sensor & environment

simulation is using a rendering engine to compute a realistic simulation of the sensor

impressions.

Further, ground truth data is provided through the rendering process, which can be

used for a pixel-accurate depth map (distance from camera to scene object) or meta

data, like pixel-wise label identifiers of classes or object instances. Depending on

the perception task, this information is specifically used for training and evaluation

of semantic segmentation (see Sect. 4.5).

The output of the sensor simulation is passed to the perception function under test

and the response to that data is computed. An evaluation metric specific to the valida-

tion task is based on the perception response. The ground truth data, as generated by

the rendering process is usually required here, e.g., to compute the similarity to the

known appearance of objects. In the experiments presented in this chapter we used

known performance metrics for DNNs, such as the mean intersection-over-union

(mIoU) metric, as introduced by [EVGW+15].

The parameterization along with the computation flow are described in detail in

the next section.
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4 VALERIE: Computational Deep Validation

The goal of validation is usually to demonstrate that the perception function (DNN)

is performing to a level defined by the validation goal for all cases included and

specified in the ODD (operational design domain) [SAE18].

The framework presented in this contribution supports the validation of perception

with the data synthesis modules outlined above. Further, we suggest to consider three

levels or layers, which are supported in our framework:

1. The scene variation generates 3D scenes using a probabilistic grammar.

2. The scene parameter variation generates variations of scene parameters, such as

moving objects or changing the illumination of the scene by changing the time of

the day.

3. The sensor variation generates sensor faults and artifacts.

For an actual DNN validation, an engineer or team would build various scenarios

and specify variations within these scenarios. The variations can contain lists of

alternative objects (assets), different topology and poses (including position and

orientation of objects) and expansions of streets and object and global parameters

such as direction of the sun. Our modular multi-level approach enables strategies

to sample the input space, typically by applying scene variation and this can be

then combined with more in-depth parameter variation runs and variation of sensor

parameters, as required.

Specifically, the ability to either combine two or all three levels of our frame-

work allows to cover a wider range of object and scene constellations. In particular,

with our integrated asset management approach, a validation engineer can ensure

that certain, e.g., known critical object classes are included in the validation runs,

i.e., he can explicitly control the coverage of these object classes. By combination

with our parameter variation sub-system, local changes are varied, including relative

positioning of critical objects, the positioning of the ego-vehicle or camera, global

scene parameters such as the sun angle, etc. can be achieved.

4.1 Scene Generator

In computer graphics, a scene is considered as a collection O = {o1, o2, . . .} of

objects oi and these are usually organized in scene graphs (see, e.g., [Wer94]) and

this model is also basis for file format specifications to exchange 3D models and

scenes, e.g., VRML4 or glTF.5

Each object in this graph can have a position and orientation and scale in a (world)

coordinate system. These are usually combined into a transformation matrix T. Sev-

eral parameterizations for position and orientations are possible, for the position

4 ISO/IEC 14772-1:1997 and ISO/IEC 14772-2:2004 https://www.web3d.org.
5 www.khronos.org/gltf.
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Table 1 Example placement description (json format)

{ "class_id" : "tree",

"copies" : 5,

"target": { "v1" : [59.0, 20.0, 0.15], "v2": [59.8, 72.50, 0.15] },

"rot_range" : [0.0, 360.0],

"asset_list" : [

"e649326c-061e-4881-b0a8-f2ad6297124c",

"3a742848-4166-4256-a045-c4a8f8ef94bc",

"4e153905-0ed6-4077-be33-74ef4c7509f5" ] }

usually a Cartesian 3D vector for orientation notations such as Euler angles or quater-

nions are common.

Objects oi are described as geometry, e.g., as a triangular mesh and appearance

(material).

Sensors, such as a camera, can also be represented in a scene graph and so can be

light sources. Both also have a position and orientation, and accordingly, the same

transformation matrices as for objects can be applied (except scaling).

The probabilistic scene generator (depicted in Fig. 1) places objects oi according

to a grammar file that specifies rules for placements and orientations in specific areas

of the 3D scene. The example json file in Table 1 specifies the placement of tree

objects in a rectangular area of the scene: The tree objects are randomly drawn from

a database, the field assets_list specifies a list of possible assets in universally

unique identifier (UUID) notation. The 3D models in the database are tagged with a

class_id, which specifies the type of objects, e.g., humans or buildings. The class

information will be used in the generation of meta-data, semantic class labels, and an

instance object identifier which allows to determine on a pixel level the originating

3D object.

The placement and orientation are determined by a pseudo random number gen-

erator, with a controlled seed for the ability to exactly re-run experiments if required.

The scene generator handles other constraints, such as specific target densities in

specific areas, distant ranges between objects, and it finally checks that the placed

object neither collides nor intersects with other objects in the scene.

The street base is also part of the input description for the scene generator. A street

can be varied in width, type of crossings, and textures for street and sidewalk. In the

current simplistic implementation, the street base is limited to a flat ‘lego world’, i.e.,

only rectangular structures are implemented. Each call of the scene generator gener-

ated a different randomized scene according to the rules in the generation description.

Figure 2 shows scenes generated by a number of runs of the scene generator.
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Fig. 2 Examples scenes with randomly selected and placed objects

4.2 Validation Parameter Space (VPS)

Another core aspect of our validation approach is to parameterize all possible varia-

tions of scene, sensor parameters, and states in a unified validation parameter space

(VPS): Objects in a scene graph can be manipulated by considering their properties

or attributes as a list of variable parameters. A qualitative overview of those param-

eters is given in Table 2. Most attributes are of geometrical nature, but also materials

or properties of light sources can be varied, as depicted in Fig. 3.

In addition to static properties, a scene graph can include object properties that vary

over time. Some of them are already included in Table 2, such as the trajectories of

objects and sensors, indicated as T = (T(t)), with discrete time instants t . Computer

Table 2 Overview of parameters to vary in a scene

Object class Variable parameters

Static object, e.g., buildings Limited to position, orientation, and size

Streets, roads Geometry (e.g., position, size of lanes, etc.), friction (as

function of weather conditions)

Vehicles Tv = (position, orientation), trajectory Tv = (Tv(t))

Humans (pedestrian) Tp = (position, orientation), trajectory Tp = (Tp(t))

Environment Light, weather conditions

Sensors Ts = (position, orientation), trajectory Ts = (Ts(t)), sensor

attributes
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Fig. 3 Example of scene parameter variation; in this case the time of the day is varied, causing

dramatic changes in the scene illumination according to contrast variations

graphic systems handle these temporal variations, also known as animations, and in

principle, any attribute can be varied over time by these systems.

We introduce an important restriction in the current implementation of our valida-

tion and simulation engine: Our animations are fixed, i.e., they do not change during

the runtime of the simulation in order to allow deterministic and repeatable object

appearance, like poses of characters. This could be different for example when a com-

plete autonomous system is simulated, as the actions of the system might change the

way other scene agents react. We will include these aspects in the discussion and

outlook and will discuss how these aspects could be mitigated.

For the use in our validation engine, as described in the next section, we augment a

description of the scene in a scene graph (the asset) as outlined above, with an explicit

description of those parameters which are variable in a validation run. Currently, our

engine considers a list of numerical parameters with the following attributes:

parameter_name, scene_graph_ref, type, minimum, maximum

A specific example to describe variations of the position of a person in a 2-D plane

in pseudo markup notation is

{p1, scene.person-1.pos.x, FLOAT, 0.0, 20.0}
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Parameters, such as p1, are unique parameter identifiers used in the validation

engine to produce and test variations of the scene.

4.3 Computation of Synthetic Data

Synthetic data is generated using computer graphics methods. Specifically for color

(RGB) images, there are many software systems available, both commercially and

as open source. For our experiments in this chapter, we are using Blender,6 as this

tool allows importing, editing, and rendering of 3D content, including scripting.

The generation of synthetic data involves the following steps: First, a 3D scene

model with a city model and pedestrians is generated using the probabilistic scene

generator and is stored in one or more files.

The scene files are loaded into one scene graph and objects have a unique identifier

and can be addressed by the following naming convention:

root_object.{subcomponent}.attribute

For the example used in Sect. 4.2, scene.person-1.pos.x refers to a

path from the root object scene to the object person-1 and addresses the

attribute pos.x in person-1. The object names are composed of

ObjectClass-ObjectInstanceID. These conventions are used to assign a

class or instance labels during ground truth generation.

The labels for object classes will be mapped to a convention used in annotation

formats (i.e., as used with in the Cityscapes dataset [COR+16]) for training and

evaluation of the perception function. The 2D image of a scene is computed along

with the ground truth extracted from the modeling software rendering engine.

Using a second parameter pos.y, as included in the example in Sect. 4.2, would

allow the positioning of the person in a plane, spanned by x- and y-axis of the

coordinate system defined by the scene graph.

4.4 Sensor Simulation

We implemented a sensor model with the function blocks described in the chapter

‘Optimized Data Synthesis for DNN Training and Validation by Sensor Artifact Sim-

ulation’ [HG22], Sect. 3.1 ‘Sensor Simulation’, and depicted in Fig. 2. The module

expects images in linear RGB space and floating point resolution as provided by the

state-of-the-art rendering software.

We simulate a camera error model by applying sensor noise, as additive Gaussian

noise (with zero mean and freely selectable variance) and an automatic, histogram-

6 www.blender.org.
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Fig. 4 Realistic sensor effect simulation: Standard Blender tone-mapped output (left), and the

sensor simulation output (right)

based exposure control (linear tone-mapping), followed by non-linear Gamma cor-

rection. Further, we simulate the following lens artifacts chromatic aberration and

blur. Figure 4 shows a comparison of the standard tone-mapped 8-bit RGB output of

Blender (left) with our sensor simulation. The parameters were adapted to match

the camera characteristic of Cityscape images. The images do not only look more

realistic to the human eye, they also are closing the domain gap between the syn-

thetic and real data (for details see the chapter ‘Optimized Data Synthesis for DNN

Training and Validation by Sensor Artifact Simulation’ [HG22]).

4.5 Computation and Evaluation of Perceptional Functions

Perception functions consist of a multitude of different approaches considering the

wide range of different tasks. For experiments presented in this chapter, we are

considering the tasks of semantic segmentation and 2D bounding box detection. In

the first task, the perception function segments an input image into different objects

by assigning a semantic label to each of the input image pixels. One of the main

advantages of semantic segmentation is the visual representation of the task which

can be easily understood and analyzed for flaws by a human.

For semantic segmentation we consider two different topologies: DeeplabV3+

as proposed in [CPK+18] and Detectron2 [WKM+19], both are utilizing

ResNet101 [HZRS16] backbones.

These algorithms are trained on three different datasets to create three different

models for evaluation. The first dataset is the Cityscapes dataset [COR+16], a collec-

tion of European urban street scenes during daytime with good to medium weather

conditions. The second dataset is A2D2 [GKM+20]. Similar to the Cityscapes dataset

it is a collection of European urban street scenes and additionally it has sequences

from driving on a motorway. The last dataset, KI-A tranche 3, is a synthetic dataset
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provided by BIT-TS, a project partner of the KI-Absicherung project,7 consisting of

urban street scenes inspired by the preceding two real-world datasets. All of these

datasets are labeled on a subset of 11 classes which are alike in these datasets to pro-

vide comparability between the results of the different trained and evaluated models.

For the second task, the 2D-bounding box detection, we utilize the single-shot

multibox detector (SSD) by [LAE+16], a 2D-bounding box detector trained on the

synthetic data for pedestrian detection. This bounding box detector is applied on our

variational data in Sect. 5.

To measure the performance of the task of semantic segmentation, the mean

intersection-over-union (mIoU) from the COCO semantic segmentation benchmark

task is used [LSD15]. The mIoU is denoted as the intersections between predicted

semantic label classes and their corresponding ground truth divided by the union

of the same, averaged over all classes. Another performance measure utilized is the

pixel accuracy (p Acc) which is defined as follows:

p Acc =
T P + T N

T P + F P + F N + T N
. (1)

The number of true positives (TP), true negatives (TN), false positives (FP), and

true negatives (TN) are used to calculate p Acc, which can also be seen as a measure

for correctly predicted pixels over all pixels considered for evaluation.

For the 2D-bounding box detection we are interested in cases where, according to

our definition, the performance-limiting factors are within bounds where the network

should still be able to correctly predict a reasonable bounding box for each object

to detect. For each synthesized and inferred image, the true positive rate (TPR) is

calculated. The TPR is defined as the number of correctly detected objects (TP) over

the sum of correctly detected and undetected objects (TP+FN). As we are interested

in prediction failure cases we can then filter out all images with a true positive rate

(TPR) of 1 and are left with images where the detection has omitted objects to detect.

4.6 Controller

The VALERIE controller (as depicted in Fig. 1, validation flow control) executes the

validation run. This run can be configured in multiple ways depending on how much

synthetic data is generated and evaluated. Two aspects have a major influence on

this: First, the specification of parameters to be varied, and second, the used sampling

strategy, which also depends on the validation goal. Both aspects are briefly described

in the following.

Specification of variable validation parameters: As outlined in Sect. 4.2, the

approach depends on the provision of a generative scene model. This consists of

a parameterized 3D scene model and includes 3D assets in the form of static and

7 https://www.ki-absicherung-projekt.de/.
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dynamic objects. On top of this, we define variable parameters in this scene as an

explicit list, as explained in Sect. 4.2.

For the specification of a validation run, all or a subset of these parameters are

selected and a range and sampling distribution for that specific parameter is added.

For example, to vary the x-position of a person in the scene along a line with the

uniform or homogeneous distribution and a step size of 1 m, we define

{p1, UNIFORM, 1.5, 5.5, 1.0}

The parameters refer to the following: Parameter p1 refers to parameter declara-

tions of x position of person-1 in the example of Sect. 4.2. The field UNIFORM

refers to a uniform sampling distribution. Other modes include GAUSSIAN (Gaus-

sian distribution). The parameters 1.5, 5.5, 1.0 refer to the parameter range [1.5...5.5]

and the initial step size of 1m.

Sampling of variable validation parameters: The actual expansion or sampling

of the validation parameter space can be further configured and influenced in the

VALERIE controller by selecting a sampler and validation strategy or goal.

The sampler object provides an interface to the controller to the validation param-

eter space, considering the parameter ranges and optionally the expected parameter

distribution. We support uniform and Gaussian distributions.

In our current implementation, the controller can be configured to either sample

the validation parameter space by a full grid search, or by a Monte-Carlo random

sampling.

However, the step size can be iteratively adapted depending on the validation goal.

One option here is to automatically refine the search for edge cases (or corner cases)

in the parameter space: As an edge case, we consider here a parameter instance,

where the evaluation function is changing between an ‘acceptable’ state to a ‘failed’

state (using a continuous performance metric). For our use case of person detection,

that means a drop in the performance metric below a threshold.

Other validation goals we are planning to implement could be the automated

determination of sensitive parameters or (ultimately) more intelligent search through

high-dimensional validation parameter spaces.

4.7 Computational Aspects and System Scalability

Our approach is designed for execution in data centers. The implementation of the

components described above is modular and makes use of containerized modules

using docker.8 For the actual execution of the modules we use the Slurm9 schedul-

ing tool, which allows running our validation engine with a high number of variants

in parallel, allowing the exploration of many states in the validation parameter space.

8 www.docker.com.
9 https://slurm.schedmd.com.
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The results presented here are produced on an experimental setup using six dual

Xeon server nodes, each equipped with 380 GB RAM. The runtime of the rendering

process as outlined above is mainly determined by the rendering and in the order

of 10...15 min per frame, using the high-quality physically based rendering (PBR)

Cycles render engine.

5 Evaluation Results and Discussion

To evaluate the effectiveness of our data synthesis approach, we conducted exper-

iments in generating scenes, variation of a few important parameters, and then we

evaluated the perception performance including an analysis of performance-limiting

factors, such as occlusions and distance to objects.

We used our scene generator to generate variations of street crossings, as depicted

in Fig. 2. For these examples a base ground is generated first, with flexible topology

(crossings, t-junction) and dimensions of streets, sidewalks, etc. In the next step,

buildings, persons, and objects, including cars, traffic signs, etc. , are selected from

a database and randomly placed by the scene generator, taking into account the

probabilistic description and rules. The approach can handle any number of object

assets. The current experimental setup includes a total of about 500 assets, with about

60 different buildings, 180 different person models, and other objects, including

vegetation, vehicles, and so on.

Scene parameter variation: Within the generated scenes, we vary the position and

orientations of persons and some occluding objects.

Further, we change the illumination by changing the time of the day. This has two

main effects: First, it is changing the illumination intensity and color (dominant at

sunset and sunrise), and second, it is generating a variation of shadows casted into

the scene. In particular, from our experience, the latter creates challenging situations

for the perception.

Comparison of object distribution: Fig. 5 shows the spatial distribution of persons

in a) the Cityscapes dataset, b) KI-A tranche 3 dataset, and c) a dataset using our

generative scene generator, as depicted in Figs. 2 and 3. The diagrams present a top-

view of the respective sensor (viewing cone) and the color encodes the frequency of

persons within the sensor viewing cone, i.e., they give a representation of distance and

direction of persons in all considered frames of the dataset. The real-world Cityscapes

dataset has a distribution that corresponds with most persons located left and right of

the center, i.e., the street. There are slightly more persons on the right side, which can

be explained by the fact that often sidewalks on the left hand are occluded by vehicles

from the other road side. The distribution of our dataset resembles as expected this

distribution, with slightly less occupation in the distance. In contrast, the distribution

of the KI-A tranche 3 dataset shows a very sharp cumulation of the distribution on

what corresponds to a narrow band on the sidewalks of their 3D simulation.

7. Publications

126



A Variational Deep Synthesis Approach for Perception Validation 373

(a)

(b) (c)

Fig. 5 Pedestrian distribution over horizontal angle and distance. a: Cityscapes. b: KI-A tranche

3. c: Our synthetic data

Influence of different occluding objects on detection performance: A number of

object and attribute variations are depicted in Fig. 6. On the left side, the SSD bound-

ing box detector [LAE+16] is applied to the three images with different occluding

objects in front of a pedestrian. In all three images, two bounding boxes are pre-

dicted for the same pedestrian. While one bounding box includes the whole body,

the second bounding box only covers the non-occluded upper part of the pedestrian.

On the right side, the DeeplabV3+ model trained on the KI-A tranche 3 is used to

create a semantic map of the same three images. Besides the arms, the pedestrian is

detected, even partially through the occluding fence. However, another interesting

observation can be made: The ground the pedestrian stands on is always labeled

as sidewalk. We interpret this as an indication to a bias in the training data, as the

training data does not include enough images of pedestrians on the road, just on the

sidewalk. This hypothesis can be further strengthened when we inspect the pedes-

trian distributions in Fig. 5b, where the pedestrians are distributed narrowly left and

right off the street in the middle. Additionally, both bounding box prediction and the

7.4. Publication 4

127



374 O. Grau et al.

Fig. 6 Scene with variation of occluding objects. Left: 2D bounding box detection. Right: semantic

segmentation

semantic segmentation do not include the pedestrian’s arms in their predictions. This

can also be attributed to a bias in the training data.

Influence of noise on detection performance: An experiment demonstrating our

sensor simulation determines the influence of sensor noise on the predictive perfor-

mance. In Fig. 7, Gaussian noise with increasing variance is applied to an image, and

three DeeplabV3+ models trained on A2D2, Cityscapes, and a synthetic dataset,

respectively, are used to predict on the data. While image color pixels are repre-

sented in the range xi ∈ [0, 255], the noise variance is in the range of σ 2 ∈ [0, 20]

with a step size of 1. For each noise variance step, the mIoU performance metric on

the image prediction per model is calculated. While initially the models trained on

Cityscapes and the synthetic dataset increase in performance, all models’ predictive
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Fig. 7 Top: mIoU performance decreases with increasing noise variance. Bottom (left to right):

segmentation maps with increasing noise variance σ 2 ∈ {0, 10, 20}, image pixels xi ∈ [0, 255]

performance ultimately decreases with an increasing level of sensor noise. The initial

increase can be explained to stem from the domain shift of training to validation data,

where in the training data a small noise variance can be observed.

Analysis of performance-limiting factors: Some scene parameters have a major

influence on the perception performance. This includes the occlusion rate of objects,

with totally occluded objects that are obviously not detectable or the object size (in

pixels) in the images, also with a natural boundary where detection breaks up if

the object size is too small. Other performance-limiting factors include contrast and

other physically observable parameters.

To measure the influence or sensitivity of perception functions against

performance-limiting factors we designed an experiment using about 30,000 frames

containing one person each. The person is moved and rotated on the sidewalk and

on the street. The occlusions are determined by rendering a mask of the person and

comparison with the actual instance mask considering occluding objects. A degree of

100% represents a fully occluded object. Figure 8 shows results of this experiment,

each gray dot representing one frame and the colored curves showing regression

plots with differently clothed persons.

The figure shows a p Acc downwards trend with increasing occlusion rates. The

Detectron2 model (trained on Cityscapes) is comparatively more robust than
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Fig. 8 Polynomial regression curves (of order 3) on pedestrian detection rate p Acc of

DeeplabV3+ (left) and Detectron2 (right) for various occlusion rates of a pedestrian wearing

dark or bright clothes

DeeplabV3. The plot shows that Detectron2 offers stable detection with occlu-

sion rates <35% and then the performance drops. DeeplabV3�s (also trained on

Cityscapes) performance drops after 15% occlusion rate. The curves are not linearly

following a trend due to the fact that there are other scene parameters (sunlight,

shadow, direction of pedestrian) which are not constant across the rendered images.

What can also be seen in the figures is that, despite the trend of the regression

curves, there is a great variation in the data—visible by the widely scattered grey

points. That means that the performance depends also on other factors besides the

occlusion rate. Figure 8 is showing one example of analysis possible with the meta-

data provided by our framework. More parameters are considered in our previous

work [SGH20].

Data bias analysis: Another experiment we conducted considers failure cases, i.e.,

false negatives (FN) of the SSD 2D-bounding box detector regarding pedestrian

detection. To accomplish this, we rendered 2640 images with our variational data

synthesis engine. These images are then inferred by the SSD model and evaluated.

Only pedestrians with a bounding box width greater than 0.1 × image width and a

height of 0.1 × image height are considered valid for evaluation. Additionally, only

objects with an occlusion rate below 25% are considered valid. These restrictions

guarantee that pedestrians in the validation are of sufficient size, i.e., close to the

camera, and clearly visible due to little occlusion and would therefore be easy to

detect.
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Fig. 9 Count of detected and non-detected pedestrians for different pedestrian assets, i.e., different

clothing, ethnicity, and gender

With these restrictions in place we found that from all the pedestrian assets the

synthesis engine placed in the scene, there were six assets that were omitted by the

SSD model as can be seen in Fig. 9.

The asset ID 1 is an Arabian woman wearing traditional clothes effectively veiling

the person. Asset ID 2 is a Caucasian woman clothed in summer casual, i.e., short

pants and short sleeves, revealing parts of her skin. The second Arabian ethnicity

asset with the ID 3 is similar to asset 1 clothed in traditional veiling clothes but of

male gender. The remaining assets 4, 5, and 6 are of male gender and Caucasian

ethnicity wearing different work clothes, i.e., a blue paramedical outfit for ID 4,

business casual jeans and jacket for ID 5, and white physician clothes for ID 6.

The asset ID 2 with the summer casual clothed woman is only miss-detected a few

times, in most cases the detection worked well, indicating no data bias for this asset.

In contrast, the pedestrian asset ID 6 of a physician dressed in white hospital clothing

has not been detected at all. Additionally, two of the assets that were relatively most

often overlooked by the network are the Arabian clothed woman with asset ID 1, as

well as an Arabian clothed man with the ID 3. This result would suggest that these

kind of pedestrian assets, i.e., IDs 1, 3, and 6, were not present in the data for training

the model and adding them to it will lead to a mitigation of this exact failure case.
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6 Outlook and Conclusions

This chapter has introduced a new generative data synthesis framework for the vali-

dation of machine learning-based perception functions. The approach allows a very

flexible description of scenes and parameters to be varied and systematical tests of

parameter variations in our unified validation parameter space.

The conducted experiments demonstrate the benefits of splitting the validation

process into scene variation that looks into randomized placement of objects and a

variation of scene parameters and sensor simulation. Our simple probabilistic scene

generator is scalable and able to produce scenes with a high number of different

objects—as provided by an asset database. The spatial distribution of the positioned

objects, as demonstrated for persons in Fig. 5, is more realistic compared to manually

crafted 3D scenes. Along with our sensor simulation (results discussed in the chapter

‘Optimized Data Synthesis for DNN Training and Validation by Sensor Artifact

Simulation’ [HG22]), we present a step to close the domain-gap between synthetic

and real data. Future work will continue to analyze the influence of other factors,

such as rendering fidelity, scene complexity, and composition, to further improve the

capabilities of the framework and make it even more applicable for the validation of

real-world AI functions.

Our experiments with performance-limiting factors, as shown for occlusion rates

and object size (as a function of distance to the camera) in the previous section gives

clear evidence that the performance of perception functions cannot be characterized

by only a few factors. It is, however, a complex function of many parameters and

aspects, including scene complexity, scene lighting and weather conditions, and the

sensor characteristics. The deep validation approach described in this chapter is

addressing this multi-dimensional complexity problem and we designed a system

and methodology for flexible validation strategies to span all these parameters at

once.

Our validation parameterization, as demonstrated in the results section, is an

effective way to detect performance problems in perception functions. Moreover, it

allows in its flexible design the sampling and a practical computation at scale allowing

for deep exploration of the multi-variate validation parameter space. Therefore, we

see our system as a valuable tool for the validation of perception functions.

Moving forward we are looking into using the deep synthesis approach to imple-

ment sophisticated algorithms to support more complex validation strategies. As

another key direction we target improvements in the computational efficiency of our

validation approach, allowing coverage of more complexity and parameter dimen-

sions.
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Abstract. Validation of AI based perception functions is a key corner-
stone of safe automated driving. Building on the use of richly annotated
synthetic data, a novel pedestrian detector validation approach is pre-
sented, enabling the detection of training data biases, like missing poses,
ethnicities, geolocations, gender or age.We define a range of visual impair-
ment factors, e.g. occlusion or contrast, which are deemed to be influen-
tial on the detection of a pedestrian object. A classifier is trained to dis-
tinguish a pedestrian object only by these visual detection impairment
factors which enables to find pedestrians that should be detectable but
are missed by the detector under test due to underlying training data
biases. Experiments demonstrate that our method detects pose, ethnicity
and geolocation data biases on the CityPersons and the EuroCity Persons
datasets. Further, we evaluate the overall influence of these impairment
factors on the detection performance of a pedestrian detector.

1 Introduction

Fig. 1. A classifier can be trained to distinguish detectable from non-detectable pedes-
trians according to a set of visual impairment factors. Objects in the detectable set
which have not been detected indicate a data bias of the pedestrian detector.

Modern deep learning-based object detectors are capable of detecting objects
with unprecedented accuracy. The detection boundary of a vision task is often

Supplementary Information The online version contains supplementary material
available at https://doi.org/10.1007/978-3-031-25072-9 33.
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L. Karlinsky et al. (Eds.): ECCV 2022 Workshops, LNCS 13805, pp. 476–491, 2023.
https://doi.org/10.1007/978-3-031-25072-9_33

7.5. Publication 5

137



Validation of Pedestrian Detectors 477

compared to human detection capabilities. While closing in on reaching this
detection limit it is necessary to understand what properties of an object in an
image does make it difficult for a human to detect this very object and how we
are able to exploit this detection boundary for validation. In Fig. 1 we argue that
for a set of pedestrian objects in a dataset, there is (i) a non-detectable subset,
defined as persons that are not detectable due to their visual impairment factors
that we will introduce in the course of this paper, (ii) the detectable subset,
which is the set of pedestrian objects that are detectable by a human observer
or state-of-the-art object detector trained on a global super set without any data
biases, and (iii) a subset consisting of objects that are detected by a state-of-
the-art detector trained on a Geo specific domain with likely data biases.

The difference between detectable and detected subsets is then mainly defined
due to differences in the training data of the detector. The boundary of the
detectable subset itself is defined by visual detection impairment factors, like
occlusion and contrast. If for example the contrast is close to 0 or the occlusion
is close to 100% then the object, while still being present in the image, simply
cannot be detected even by a human observer.

Our validation approach makes use of all these three subsets by identify-
ing pedestrians that should be detectable according to their visual impairment
factors, i.e., classifying if a pedestrian object is in the non-detectable or the
detectable set. We then evaluate the difference between the detectable subset
and the actually detected subset which we receive from predictions of a pedes-
trian detector. We demonstrate by investigation of this difference that we can
reveal data biases in the pedestrian detector under test, like missing poses, eth-
nicity or geolocations originating from the used training dataset.

This validation strategy is majorly enabled by the recent progress in synthetic
data generation giving new possibilities to produce high-realism data for com-
puter vision tasks. Especially for understanding the prediction decision-making
of a detector, the pixel-accurate ground-truth and the rich meta-data that can be
extracted from the data generation process are highly beneficial to find relations
of a visual factor, e.g., contrast, of an object and its detection.

The contributions of this paper are as follows:

– We identify factors that are impairing the visual detection capability
of a pedestrian object and investigate each factor’s importance to the
detectability.

– We demonstrate the usage of these factors by training a classifier to dis-
tinguish detectable from non-detectable pedestrian objects and utilizing this
classifier to validate a pedestrian detector for biases of its underlying training
dataset.

2 Related Works

Validation Strategies. A validation strategy of a perception function which
is part of the automotive driving stack is of high importance to guarantee a safe
driving function. Our method hereby detects pedestrian detection faults, i.e. a
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functional insufficiency as defined by [12], addressing the lack of generalization as
defined by [22]. To validate for a functional insufficiency, the detection, creation
and testing with corner cases has been addressed by several previous works
[1,2]. Bolte et al. [3] define a corner case as a “non-predictable relevant object

in relevant location”. By this definition, we propose a new method validating a
pedestrian detector through the detection of corner cases by learning to classify
the “non-predictable” property from visual detection impairment factors.

Validation with Synthetic Data. Several synthetic datasets for automotive
perception functions have been proposed [19,21,25]. While these datasets are
very valuable for benchmarking, methods for validation should allow to directly
control the generation of synthetic data, especially for automotive tasks like
pedestrian detection, and here the most notably to mention are Carla [10] and
the LGSVL Simulator [20]. But, instead of a whole simulation of an automotive
driving scenario also variational automotive scene creation approaches have been
introduced for detector evaluation [11,18,23]. These works could already show
validation results with detecting training and validation dataset domain shifts.
Our method not only detects data biases with semantic relevance, i.e. geoloca-
tion, ethnicity, etc., but also missing pose information in the training data by
utilizing a classifier to distinguish detectable from non-detectable pedestrians
through analyzing the proposed visual detection impairment factors.

Visual Detection Impairing Factors. Besides label noise and sensor noise,
detection impairing factors such as occlusion rate and contrast were analyzed
for their effect on object detection performance. While there are factors that
are believed to have no influence on the detection, for example contrast [26], we
found evidence that contrast is still relevant to the object detection performance.
Distance and occlusion on the other side is acknowledged to be one of the most
influential factors and has already been addressed by several works [7,8] and
incorporated into a safety relevance distance metric [17]. We not only address
these factors and their influence on the detection performance, but add several
new factors relevant to the detection performance and investigate their influence.

Pedestrian Detection Models. While there is a recent popularity increase
of models based on the Transformer architecture [9], most automotive detection
benchmarks1,2 are still dominated by convolutional neural network (CNN) based
methods. In this work we are using the Cascade R-CNN [5] pedestrian detector,
a development from the R-CNN [14] and Faster R-CNN [13] model. The HRNet
[24] feature extraction backbone is pre-trained on ImageNet [6].

1 CityPersons: https://github.com/cvgroup-njust/CityPersons.
2 EuroCity Persons: https://eurocity-dataset.tudelft.nl/eval/benchmarks/detection.
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3 Methodology

Our method is described in several sub steps: First, the generation of synthetic
training and validation data. Next, the definition of the visual detection impair-
ment factors and their extraction from synthetic data. Last, the definition and
training of a detectability classifier and validation of a pedestrian detector for
data biases.

3.1 Synthetic Data Generation

The synthetic data used in this contribution is generated by a data synthesis
pipeline and includes special modules to compute meta- or ground-truth data
which is hard or impossible to observe and measure in real data. One example is
the pixel-accurate occlusion rate of an object, by differencing the mask of the un-
occluded object, computed in a separate rendering pass from the occluded object
in the complete scene. To achieve a representative calibration of the detector, the
synthetic data should have similar characteristics than real scenes. This is also
described as domain gap between the real and synthetic data. We achieve highly
realistic synthetic data by three levels: i) An automated scene generator pro-
duces scenes with similar complexity as those in real data, ii) we use similar 3D
objects from an asset database and iii) a realistic sensor simulation building on
the work described in [15]. The rendering process delivers realistic scene illumi-
nation in linear color space with floating accuracy based on the Blender Cycles
path-tracing rendering engine3, followed by a sensor simulation that includes
simulation of effects like sensor noise, lens distortions, and chromatic aberra-
tions and a tone mapping to integer sRGB color space. The parameters of the
sensor simulation are tuned to match the characteristics of the Cityscapes data
similar to [16].

For the purpose of this paper, we synthesize a dataset that contains complex
urban street scenes with a variation of objects (about 300), such as different
houses, vehicles, street elements, and about 150 different human characters auto-
matically placed from an asset database. Figure 2 depicts some example frames
from that data set. The synthetic data generation pipeline also computes various
metadata and ground-truth, including semantic and instance segmentation, the
distance of objects to the camera, occlusion rates, 2D + 3D bounding boxes,
radiometric object features including contrast measures as introduced above.
The dataset is split into a training set to calibrate the detectability classifier
and a validation set to detect data biases of the pedestrian detector under test.

One of the advantages of synthetic data in our method is the precision and
deterministic nature of the label and bounding box meta-data, which is free from
noise, as all the generated labeling data is pixel accurate.

For evaluations with this dataset, the pedestrians in the images are pre-
filtered to guarantee that only the considered impairment factors are influential
on a pedestrian detection. This means that pedestrians that are too close to

3 blender.org.

7. Publications

140



480 K. Hagn and O. Grau

Fig. 2. Our fully parameterizable generation pipeline allows rendering pedestrians at
any size, occlusion, time of day, and distance to the camera.

one another cannot be detected due to non-maximum suppression (NMS) and
are therefore ignored. The resulting synthetic dataset Dsynth consists of 17012
images of pedestrians for training and 26745 images of pedestrians for evaluation.

3.2 Visual Detection Impairing Factors

The major factors of a pedestrian object we consider to be influential of the
detection capability of a detector are visualized in Fig. 3. Beginning with the
placement of a pedestrian in an image. This information is extracted from the
bounding box coordinates of the ground-truth. The coordinates are defined by
the center ocx, ocy coordinate and the width ow and height oh of the box in
pixels.

Next, distance to the observer od, i.e., camera, in [m] and the number of
visible pixels ovp of the object. The distance to the observer is extracted from
the 3D placement in the rendered scene. The information about the number of
visible pixels is extracted from the instance segmentation label, by counting the
pixels that belong to the person.

Determining the occlusion rate oocl, i.e., the ratio of visible pixels to the
whole pixels of an object, is done by extracting the number of occluded and
non-occluded pixels from the instance segmentation ground-truth pixels with,
and without occluding objects.

Last, we define different contrast measures as visual impairment factors. The
first contrast measure ocfull is defined as the euclidean distance of the mean
object RGB color to its surrounding background. This is done by dilating the
instance segmentation mask of the person and subtract the undiluted segmen-
tation mask so that we get the surrounding 5 pixel border of the object. The
contrast is now calculated by the euclidean distance of the mean object color
to the mean surrounding background color. Another contrast measure ocmean

is defined by segmenting the object into 12 smaller segments and calculate the
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Fig. 3. The potential detection performance impairing factors we consider in this work:
(a) bounding box coordinates (ocx, ocy, oh, ow), (b) distance and number of visible pixels
of a pedestrian (od, ovp), (c) rate of occlusion (oocl), (d) contrast of a pedestrian (red)
to its background (blue) calculated by the full pedestrian silhouette (ocfull), segment
wise (ocmean) and edge wise (ocedge).

mean RGB color of a segment and the euclidean distance to its neighboring mean
background color. The resulting contrast measure is then derived by averaging
over all segments. The last considered contrast measure ocedge is calculated with
only the 5 pixels on the edge of the instance label, then calculating the mean
color and the euclidean distance to the mean of the surrounding background.

3.3 Classification of Detectable Pedestrians

We define the classification loss to train a classifier to distinguish persons being
detectable or not. This classifier is then used to analyze a pedestrian detector
for data biases due to missing data in the training data.

Classification Loss. We begin with a synthetic image dataset of pedestrian
objects o ∈ Ω = {o1, . . . ,oO} where O is the number of pedestrians in a set of
all pedestrian objects defined as Ω. Each pedestrian was either detected (1) or
missed (0) by the pedestrian detector under test. In the accumulation step each
pedestrian object is enriched with the previously defined detection impairment
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factors, and thus we obtain the sample vector of the objects metadata o defined
as follows:
o = (ocx, ocy, oh, ow, od, ovp, oocl, ocfull, ocmean, ocedge), where every entry in this
vector is normalized to µ = 0 and σ2 = 1 and equals to the detection impairment
factors previously described.

With the enriched pedestrian objects and their corresponding target class
(detected, missed) we then train a supervised deep neural network as classifier.
The classification loss is the default cross entropy loss defined as,

Jcls(p, u) = −
∑

i∈S

uilog(pi). (1)

The classification output is a discrete probability distribution p = (p0, . . . ,
ps), i.e. confidence, computed by a softmax with s being the predicted class
s ∈ S = {0, . . . , S − 1}, Here, S = 2, i.e., the pedestrian is detectable (s = 1) or
the pedestrian is non-detectable (s = 0). The respective target class is defined as
u = (u0, . . . , us), with the detectable class defined as 1 and the non-detectable
target class as 0.

The overall function g of our classifier is then described as follows,

g : Ω → S. (2)

The classifier learns a mapping of pedestrian objects Ω to a corresponding
detectability class S.

Fig. 4. Training a classifier to distinguish between detectable and non-detectable pedes-
trian objects.

Training the Classifier. Our approach to train a classifier to distinguish
between detectable and non-detectable pedestrian objects is sketched in Fig. 4.
We use the synthesized training dataset Dtrain

Synth as described in Sect. 3.2. These
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images are inferred by a state-of-the-art Cascade R-CNN [5] pedestrian detec-
tor with a HRNet [24] backbone pretrained on ImageNet [6]. This detector was
further trained on a sub-set of our synthetic dataset. In parallel to the infer-
ence process, we extract our defined visual detection impairment factors on a
per pedestrian object basis from each synthetic data frame. Next, the inference
results of the detector and the extracted impairment factors are accumulated to
the pedestrian object set Ω and target class set S. Ω is the classification input
with each row being a pedestrian object with its visual impairment factors o

vectorized and a corresponding detectability class s in S as target class. These
inputs are then used to train a fully connected deep neural network with 5 hid-
den layers to learn the mapping g(.), i.e. the detectability classification. Training
this classifier results in a high classification F1 score of 0.93. The F1 score is the
harmonic mean of precision and recall and regularly used to evaluate binary
classification tasks.

Detection of Validation Samples. The trained detectability classifier is used
to validate another pedestrian detector as described in Fig. 5. The detectors
under test in our validation experiments are Cascade R-CNN detectors trained
on the CityPersons [27] (CP) dataset and another trained on the EuroCity Per-
sons [4] (ECP) dataset. For validation, we use the previously rendered synthetic
validation dataset Dval

Synth. In this dataset we integrated our validation samples,
i.e., if we want to validate a pedestrian detector for biases due to geolocation of
the training data we have to add different pedestrian assets from various other
geolocations. Similar we can add different posed pedestrians, gender, age-group
or ethnicity assets to the validation images. The Pedestrian detector under test
generates inference results on the validation set images. In parallel the visual
impairment factors per pedestrian object are extracted from each image. The
detections and the impairment factors are accumulated into the sets Ω and S.
The previously trained classifier g(.) classifies the input objects into detectable
or non-detectable. The results, i.e. confidence score, per object prediction and
target detectability class, are stored in the validation result dataset Dval cl

Synth. The
validation results are then enhanced by the per pedestrian meta information from
Dval

Meta which we obtain from the image synthesis process. This meta information
consists of the asset ID, the geolocation, pose, gender, age-group and ethnicity
and is useful to draw conclusions of underlying data biases in the training data.

The validation result Dval cl
Synth is now used to find detection biases of the

pedestrian detector under test. Therefore, we simply filter the dataset for pedes-
trian objects that are classified as detectable (prediction=1) but were missed by
the pedestrian detector under test (detectability=0). From this filtered valida-
tion result the data biases are extracted by statistical analysis of occurrences as
described in section Results & Discussion.
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Fig. 5. Generation of validation data to detect data biases in the pedestrian detector.

4 Results and Discussion

We present two different results: First, we analyze the validation results from
pedestrian detectors trained on the CityPersons (CP) and on the EuroCity Per-
sons (ECP) dataset. This step is separated into the detection of geolocation,
gender, age-group and ethnicity data biases and into the detection of data biases
due to missing poses.

Last, we analyze the influence of each individual visual detection impairment
factor on the detection performance, i.e. miss rate.

4.1 Evaluation of Pedestrian Detection Data Biases

Found data biases in our approach can mainly be categorized in two categories.
The first category are data biases attributed to missing semantic characteristics
in the training dataset and therefore resulting data bias. These errors can occur
due to differences in pedestrians from different geolocations, missing gender,
ethnicity or age-group in train and validation set. The second category of data
biases are missing poses, which may not only originate from missing training
data, but also due to incapability of the detector, i.e. missing aspect ratios of
anchor boxes.

Validation of Data Bias Characteristics. To generate meaningful results
from the validation result set Dval cl

Synth we filter all pedestrians according to their
frequency. We deem a pedestrian to be meaningful if the ratio of frequency in
the result set to overall frequency in the synthetic validation data is above 10%.
Following the pre-filtering of the validation results we can plot the frequency of
each pedestrian for the (a) CP and the (b) ECP dataset, as depicted in Fig. 6.

For the CP dataset 23 persons cause a data bias error comparing to only
15 persons for the ECP dataset. In the CP dataset we found that pedestrians
from non-European geolocation and with a different ethnicity than Caucasian
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Fig. 6. Distribution of found data biases.

will have a significant influence to miss-detections due to the data bias in the
training data. This bias is very prominent if the person wears clothing typical for
its geolocation but uncommon in Europe as can be seen with ID 2, a male veiled
in traditional Arabian clothing. A similar observation can also be made with
the ECP dataset. While many occurrences of persons with female gender can
be observed, the originating cause is often in combination with an uncommon
pose as in ID 19 with the waving hand or in ID 23 carrying an additional trolley.
Sitting or kneeling poses, especially in combination with the child age-group, are
the most common sources of data bias found in both datasets as can bee seen
with the IDs 11, 13 and 21. For the child age-group as well as for the kneeling and
sitting poses the overall height of the person is smaller than usual. This strongly
suggests there are too few persons in sitting or kneeling pose included in both
datasets. Comparing the observations from the CP and the ECP datasets we see
the CP dataset to have a marginally smaller data bias on sitting and kneeling
children but a higher data bias on uncommon poses of standing persons.

Validation of Pose Data Bias. To further filter the observations of found
data biases we can evaluate the persons in the previous result set if they have
at least a bounding box prediction with a ground-truth intersection over union
(IoU) of > 0.25. Because a detection is only counted as a valid detection with an
IoU threshold of > 0.5 we can lower this threshold in the validation to inspect if
there was at leas at partial detection of a person. Exemplary predictions where
the person was not counted as detected, but a partial detection was predicted
nonetheless can be seen in Fig. 7.
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Fig. 7. Non-detected persons (blue) with partial predictions (red), i.e. 50% > IoU
> 25%. (Color figure online)

If we now further filter the previous validation result sets to only include
persons with a partial detection of IoU > 0.25 we get the frequency distributions
as depicted in Fig. 8.

Fig. 8. Distribution of found data biases due to missing pose data.

Again, the IDs 11, 13, 14 and 23 can be found in both datasets, suggesting
that the characteristics, i.e. geolocation, age-group, gender and ethnicity, are
known by the detector but the pose information is missing. The ID 19 and 21
were partially detected with the ECP dataset, but they are missing entirely
now in the CP dataset, i.e. while the ECP dataset suffers from missing pose
information on these persons, the CP dataset suffers from a data bias because
not even a partial prediction was made. Similarly, the ID 1 and 10 are partially
detected with the CP dataset but not with the ECP dataset.

Additionally, with the ID 23 person we found that the CP dataset did miss
the detections because the luggage trolley is defined to be part of the bounding
box of this person. While the ECP prediction would, in most cases, predict a
loose bounding box for the person that is sufficient to count as detected, the

7.5. Publication 5

147



Validation of Pedestrian Detectors 487

CP bounding box prediction was tighter on the person. Careful evaluation and
definition of the ground-truth is therefore a key to produce meaningful validation
results without any ambiguity.

Summarizing, the CP dataset is missing more pedestrian characteristics than
the ECP dataset. Both datasets have a strong bias to European persons and both
datasets are missing pose information on kneeling, sitting or bent over persons
especially if they are children.

4.2 Detection Impact of Visual Impairment Factors

To understand if the visual impairment factors are meaningful for a detectable
or non-detectable classification we have to investigate the relation of detection
performance and each individual factor. Therefore, the predictions on the syn-
thetic training set Dtrain

Synth are evaluated along with each individual impairment
factor visualized as a histogram. Figure 9 shows the count of detected (blue) and
non-detected (red) persons per bin. Additionally, the miss rate of each factor is
calculated per bin and plotted into each histogram. The miss rate is defined as
the number of missed detections (detected = 0) over the number of all persons,
i.e., detected and non-detected.

A major influence factor is obviously the size of an object and therefore the
number of visible pixels of a pedestrian in the image which is evident in several
interrelated impairment factors. Small height, small width, high distance and a
low number of visible pixels lead to a high miss rate. Increasing the occlusion rate
leads to a reduced number of visible pixels and increased miss rate as well. The
contrast measures show a decreasing tendency for increased values of contrast
but not as pronounced as the other size related factors and with occasional
outliers at higher values. Calculating the Spearman correlation of miss rate and
the individual impairment factors emphasizes these observations as shown in
Table 1. The size related factors (oh, ow, od, ovp, oocl) show high positive or
negative correlations, where the width ow has the lowest absolute correlation
to the miss rate. For the contrast measures we see a high negative correlation
on the ocfull contrast measure and lower negative correlations for the other two
contrast measures.

Table 1. Spearman correlation of the visual impairment factors and miss rate.

oh ow od ovp oocl ocfull ocmean ocedge ocy ocx

ρs −0.886 −0.744 0.995 −0.995 0.993 −0.953 −0.451 −0.343 0.093 0.017

Last, we visualize the remaining factors ocy and ocx, i.e. the horizontal and
vertical placement of a person in the image, on a heatmap with their individual
marginal distributions and the corresponding miss rate plots in Fig. 10.
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Fig. 9. Influence of visual impairing factors of a pedestrian on the detection perfor-
mance, i.e. miss rate (gray).

The horizontal placement has no influence on the miss rate, which is con-
firmed by the Spearman correlation of 0.017. The vertical placement with a
similar low correlation however shows several high miss rate values closer to
the bottom of the image which we attribute to outliers. Additionally, a strong
increase of the miss rate at the center of the image can be observed. This is
due to persons at great distances which are hard to detect aligning at a vertical
position around the horizon. Similarly, the sharp distribution of ocy at around
0.42 stems from the fixed vertical camera angle in our synthetic data. Finally,
due to missing data at lower ocy values we cannot conclude that this factor has
no influence.
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Fig. 10. Influence of person center point position in the image on detection perfor-
mance, i.e. miss rate (gray).

5 Conclusions

Validation of AI based perception functions is an essential building block for safe
automated driving. A failed pedestrian detection due to an underlying data bias
in the training data can lead to grave consequences. In this work we presented
a method to find data biases of a detector and its underlying real-world dataset
by classifying a person according to several visual detection impairment factors
into a detectable and non-detectable class through the use of rich annotated
synthetic data. We demonstrated the effectiveness of this approach for the real-
world datasets CityPersons (CP) and EuroCity Person (ECP) by detecting 23
ethnicity and geolocation based data biases in the CP and 15 in the ECP dataset.
Further, 6 missing pedestrian poses were identified in both datasets. Here we
remarked that the ground-truth of the validation data has to be carefully defined
to generate meaningful data bias findings. Last, we investigated the influence of
each visual impairment factor on the overall pedestrian detection performance
and came to the conclusion that the visible pixels and distance to the observer
have the highest influence with very high Spearman correlations (|ρs| = 0.995)
to the miss rate. The contrast measure ocfull showed a very good correlation
(|ρs| = 0.953) while the horizontal position in the image has no effect (|ρs| =
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0.017). The influence of the vertical position indicates no influence as well, but
due to a lack of data the result is inconclusive.
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Figure 1: Improving pedestrian detectors for objects at low contrast, medium occlusion and greater distance. Previous methods

(green boxes) missed pedestrians are now detected with our method (blue & green boxes).

ABSTRACT

Object detection is a matured technique, converging to the detec-

tion performance of human vision. This paper presents a method

to further close the remaining gap of detection capability by in-

vestigating visual factors impairing the detectability of objects. As

some of these factors are hard or impossible to measure in real

sensor data, a detector is trained on synthetic data making perfect

measurements and ground truth data available at a large scale. The

resulting detector is then used to calibrate an empirical weighting

loss, which weights samples of real training data and their corre-

sponding detection impairing factors. The method is applied to

the task of pedestrian detection in tra�c scenes. The e�ectiveness

of the empirical detection impairment weighting loss (DIW loss)

is demonstrated on a detector trained on the CityPersons dataset

and reaches a new state-of-the-art detection performance on this

benchmark, improving the previous by 1.88%.
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1 INTRODUCTION

Modern deep learning-based object detectors are capable of detect-

ing objects with unprecedented accuracy. The detection boundary

of a vision task is often compared to one of the human detection

capabilities. While closing in on reaching this detection limit it is

necessary to understand what properties of an object in an image

make it di�cult for a human to detect this very object. In Figure 2

we argue that for a set of data objects in a dataset, there is (i) a

non-detectable subset, de�ned as objects that are not detectable

due to visual impairment factors introduced in the course of this

paper, (ii) the detectable subset, which is the set of objects that

are detectable by a human observer, and (iii) the set of detectable

objects consisting of objects that can be detected by state-of-the art

approaches.
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This detectable subset marks the region of improvement that we

try to achieve by investigating the factors that objects in this subset

have in common, e.g., occlusions, contrast, and other measures, and

we argue that by retraining a detector to be speci�cally aware of

these factors will improve the detection performance.

Pedestrian Objects o ∈ Ω

Detectable

Detected

Non-
Detectable

Figure 2: The detected subset can be improved to equal the

detectable subset.

Driven by recent progress in synthetic data generation, new pos-

sibilities to produce high-realism data for computer vision tasks are

given. Automotive applications especially bene�t from the genera-

tion of rare cases and can potentially augment their training data to

improve their performance at correctly detecting them. Especially

for understanding the prediction decision-making of a detector,

the pixel-accurate ground truth and the rich meta-data that can

be extracted from the synthetic data generation process are highly

bene�cial to �nd relations of a visual factor, e.g., contrast, of an

object and its detection.

The contribution of this paper are as follows:

• We de�ne factors that are impairing the visual detection

capability of an object and identify the in�uence of each

factor in an ablation study of our method

• We build an empirical loss function taking these factors into

account by weighting objects and their associated impair-

ment factor according to their vicinity on a set of objects that

are in the detectable region of a dataset. We demonstrate

the e�cacy of our method by evaluating the trained pedes-

trian detector performance on the CityPersons benchmark.

Further, we compare our approach to two popular weight

sampling methods and show that we can outperform both

these methods.

2 RELATEDWORKS

2.0.1 Sample weighting. The weighting of training samples is a

well-researched topic in the literature. Importance sampling [25]

for example, is a well-known statistical method assigning weights

to samples to match distributions. Hard examples mining [33, 39], is

another representative of sample weighting done by oversampling

harder, i.e., higher gradient samples or boosting algorithms as Ad-

aBoost [12] sample harder examples for subsequent classi�er train-

ing. Another method giving attention to special or harder samples

is done through the focal loss [30], by disentangling close objects in

the repulsion loss [45] and the aggregation loss [50] which enforces

object proposals to locate compactly to the designated ground truth

object.

Contrasting these loss terms is self-paced learning [27], where

sample weights are obtained through optimizing the weighted train-

ing loss to encourage learning of easier examples �rst.

To prevent these methods over�tting various regularization tech-

niques have been explored [23, 27, 31]. These strategies were found

to have the advantage of being more robust against the training set

bias [38].

The class imbalance problem, which is tackled by using dataset

resampling [4, 9] or cost-sensitive weighting [26, 42] is not a con-

cern in our work as for the case of pedestrian detection, we only

have two di�erent classes, pedestrian and background. Multi-stage

detectors, as we are utilizing in this work, implement a region pro-

posal network (RPN) with a subsequent sampling of foreground

and background proposals, e�ciently balance the classes that are

used for training the detector.

Annotated real-world data is subject to inaccuracies introduced

by human annotators, which can be described as noise and has

been thoroughly studied [34] and mitigation strategies have been

proposed [24, 29, 37], [21, 43]. For synthetically generated datasets,

as we are utilizing in this work, the noisy label problem is not

relevant.

Contrasting our weighting approach to meta-learning [38, 41],

[1, 28] we are not adapting the weights in an online fashion but

rather steer the attention of the network to train, i.e., the weighting

of samples, towards samples that are hard to detect by de�nition of

their visual impairment factors.

Di�ering from the previous approaches, our weighting method

not only considers hard examples, found by �ltering a detector

false negatives but combines these with a new range of visual

impairment factors. The weights are computed o�ine and adding

this weighting loss term to the overall loss only requires simple

weight multiplication with the per-object loss term without tuning

any additional hyperparameters.

In other words, our approach puts the training focus on objects

that are hard to detect by measures that re�ect the human vision.

2.0.2 Synthetic data generation. Recent methods have evolved that

allow for the generation of synthetic data, especially for automotive

tasks, i.e. pedestrian detection, most notably tomention is Carla [11].

Instead of a whole simulation of an automotive driving scenario

also variational automotive scene creation approaches have been

introduced for detector evaluation [13].

2.0.3 Detection models. While there is a recent popularity increase

of models based on the Transformer architecture [10], stemming

from Natural Language Processing (NLP), that are applied to visual

computing tasks, most automotive detection benchmarks are still

dominated by convolutional neural network (CNN) based methods.

More recent and advancing the R-CNN [15] and Faster R-CNN [14]

model is the Cascade R-CNN [3] we are using throughout this work.

These multi-stage detector architectures commonly utilize back-

bones trained on ImageNet [6], such as HRNet [44] or MobileNet

[22].

2.0.4 Detection impairing factors. Besides label noise and sensor

noise, detection impairing factors such as occlusion rate and con-

trast were analyzed for their e�ect on object detection performance.
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While there are factors that are believed to not in�uence the de-

tection performance, for example, contrast [48] of an object, we

found evidence that contrast is still relevant to the object detection

performance. Occlusion on the other side is acknowledged to be

one of the most in�uential factors and has already been addressed

by several works [7, 8]. While we not only address these factors

as in�uential for detection performance, we also add several other

factors with relevance to the detection performance, albeit being

correlated, and investigate their in�uence.

3 METHODOLOGY

3.1 Detection impairing factors

The major factors of an object we consider to be in�uential of

the detection capability of a detector are visualized in Figure 3.

Beginning with the placement of a pedestrian in an image, we

get this information from the bounding box coordinates from the

ground truth labels of the dataset. The coordinates are de�ned by

the center >2G , >2~ coordinated and the width >F and height >ℎ of

the bounding box in [?8G4;B].

Next, distance to the observer >3 , i.e., camera, in [<] and the

number of visible pixels >E? of the object. The distance to the

observer is extracted for the synthetic data from the 3D placement

in the rendered scene. The information about the number of visible

pixels is extracted from the instance segmentation label, by counting

the pixel that belong to the object. For real-world datasets without

any additional sensor information, e.g., LIDAR or Radar, the distance

can be estimated by �rst normalizing the bounding box diagonal

of an object by the diagonal of the image. Then, the focal length

in [<], that we get from multiplying the focal length in pixel by

the size of a pixel on the sensor, is divided by the product of the

normalized bounding box diagonal and the diagonal of the sensor

measured in [<]. The result is multiplied by an estimated average-

sized pedestrian of 1.75< height. The intuition behind this method

is following a simple intercept theorem, i.e., the ratio of the object

on the sensor diagonal to the focal length is equivalent to the ratio

of an average-sized pedestrian with 1.75< over the distance to

the camera. This method is used in this work to extract distance

information for the real-world dataset.

For determining the occlusion rate >>2; , i.e., the ratio of non-

occluded pixels to the whole pixels of an object, it is again advan-

tageous to use synthetic data. Here, one can extract the number

of occluded and non-occluded pixels by counting the instance seg-

mentation ground truth pixels with, and without occluding objects.

For real-world images, an estimation of this value is necessary. The

ground truth of the dataset should provide two di�erent bounding

box annotations, one which annotates only the visible part of the

object and a second one which annotates the estimated whole ob-

ject. Now, the occlusion rate can be estimated by the quotient of

the visible bounding box over the whole bounding box.

Last, we extract di�erent contrast measures of an object. The �rst

contrast measure >2 5 D;; is de�ned by calculation of the euclidean

distance of the mean object color to its surrounding background.

This is done by dilating the instance segmentation mask of the

object and subtracting the undiluted segmentation mask so that

we get the surrounding 5 pixel border of the object. The contrast is

calculated by the euclidean distance of the mean RGB object color

to the mean surrounding background color. A more sophisticated

contrast measure >2<40= is by segmenting the object into 12 smaller

segments and again calculating the mean color of a segment and the

euclidean distance to its neighboring mean background color. The

resulting measure is then derived by averaging over all segments.

Another considered contrast measure >24364 is calculated by taking

only the 5 pixels on the edge of the instance label, then again

calculating the mean color and the euclidean distance to the mean

of the surrounding background.

3.2 Synthetic data generation

The synthetic data used in this contribution is generated by a data

synthesis pipeline and includes special modules to compute meta-

or ground truth data which is hard or impossible to observe and

measure in real data. One example is the pixel-accurate occlusion

rate of an object, by di�erencing the mask of the un-occluded object,

computed in a separate rendering pass from the occluded object in

the complete scene.

To achieve a representative calibration of the detector, the syn-

thetic data should have similar characteristics than real scenes. This

is also described as domain gap between the real and synthetic data.

We achieve highly realistic synthetic data by three levels: i) An au-

tomated scene generator produces scenes with similar complexity

as those in the used real data, ii) we use similar 3D objects from

an asset database and iii) a realistic sensor simulation building on

the work described in [16]. The rendering process delivers realis-

tic scene illumination in linear color space with �oating accuracy

based on the Blender Cycles path-tracing rendering engine1, fol-

lowed by a sensor simulation that includes simulation of e�ects

like sensor noise, lens distortions, and chromatic aberrations and

a tone mapping to integer sRGB color space. The parameters of

the sensor simulation are tuned to match the characteristics of the

Cityscape data similar to [17, 18].

For the purpose of this paper, we use a dataset that contains com-

plex urban street scenes with a variation of objects (about 300), such

as di�erent houses, vehicles, street elements, and human characters

(about 150) automatically placed from an asset database. Figure 4

depicts some example frames from that data set. The synthetic data

generation pipeline also computes various metadata and ground

truth, including semantic and instance segmentation, the distance

of objects to the camera, occlusion rates, 2D + 3D bounding boxes,

radiometric object features including contrast measures as intro-

duced above.

One of the advantages of synthetic data in our method is the

precision and deterministic nature of the label and bounding box

meta-data, which is free from noise, as all the generated labeling

data is pixel accurate. For evaluations with this dataset, the pedestri-

ans in the images are �ltered to guarantee that only the considered

impairment factors are in�uential on the detection performance.

This means that pedestrians that are too close to one another and

would not be detected due to non-maximum suppression (NMS) are

ignored. The resulting synthetic dataset DB~=Cℎ consists of 17012

pedestrians for training and 26745 pedestrians for evaluation.

1blender.org
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cx
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(a) Bounding Box Coordinates
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5 · 104pxl
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(b) Distance and Visible Pixels

(c) Occlusion (d) Contrast Measures

Figure 3: The potential detection performance impairing factors we consider in this work are from top left (a) to bottom right

(d): (a) bounding box coordinates (>2G , >2~, >ℎ, >F ), (b) distance and number of visible pixels of a pedestrian (>3 , >E? ), (c) rate of

occlusion (>>2; ), (d) contrast of a pedestrian (red) to its background (blue) calculated by the full pedestrian silhouette, segment

wise and edge wise(>2 5 D;; , >2<40=, >24364 ).

We are utilizing the 2D bounding box enhancement of the auto-

motive segmentation dataset of Cityscapes (CS) [5] named CityPer-

sons (CP) [49]. CS is an inner-city automotive real-world dataset,

recorded mainly in Germany and some smaller parts in Austria,

Switzerland, and France. CP consists of 19654 pedestrians for train-

ing and 3938 pedestrians for evaluation. The reasoning behind

choosing this dataset is the availability of instance segmentation

labels, which are essential to calculate the contrast factors and

the precise number of pixels. To the best of our knowledge, the

combination of CS and CP labels are the only pedestrian detection

datasets with instance and bounding box labels, including occlusion

information. BDD100k [46] would be another viable candidate for

our method but is missing occlusion information.

3.3 Sample weighting

Following, we de�ne the distance measure and the weighing loss

that we utilize to improve the detection capability of a 2D bounding

box detector.

3.3.1 Distance Measure. We begin with a dataset of pedestrian

objects o ∈ Ω = {o1, . . . , o$ } where$ is the number of pedestrians

in a dataset. To get all the objects that were missed by the detector,

i.e., false negatives, we �lter these pedestrians to Ω< = f (Ω). A

sample vector of the objects metadata o is de�ned as follows:

o = (>2G , >2~, >ℎ, >F , >3 , >E? , >>2; , >2 5 D;; , >2<40=, >24364 ), with ev-

ery entry in this vector normalized to ` = 0 and f2 = 1 and

equaling to the detection impairment factors previously described.

The weighting of a new object o is then done by calculating

the Mahalanobis distance [32] from its impairment factors to the

objects in Ω< . The distance for a new object sample is then de�ned

as follows:

o< =

1

|Ω< |

∑

8∈Ω<

o8 , (1)

3<ℎ (o, o<) =

√

(o< − o))+ −1
< (o< − o). (2)

With + −1
< being the inverse covariance matrix of Ω< .

3.3.2 Detection impairment weighting loss (DIW loss). The classi�-

cation output is a discrete probability distribution ? = (?0, . . . , ?B )

computed by a softmax with B being the predicted class B ∈ S =

{0, . . . , ( − 1} and here, ( = 2, i.e., we di�erentiate between pedes-

trian (B = 1) and background class (B = 0). The respective target
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Figure 4: Our fully parameterizable generation pipeline allows rendering pedestrians at any size, occlusion, time of day, and

distance to the camera.

class is de�ned as D = (D0, . . . , DB ) where the target class is again 1

and background classes are set to 0.

The categorical cross entropy loss, i.e, classi�cation loss is then

de�ned as follows:

�2;B (?,D) = −
∑

8∈S

D8;>6(?8 ). (3)

The bounding box regression outputs for a prediction of class B

is de�ned as CB = (CBG , C
B
~, C

B
F , C

B
ℎ
) and the respective target bounding

box is de�ned as E = (EG , E~, EF , Eℎ). Now, using these two to

calculate the bounding box regression loss, i.e., localization loss:

� ;>2 (CB , E) =
∑

8∈{G,~,F,ℎ}

B<>>Cℎ!1 (C
B
8 − E8 ), (4)

in which the B<>>Cℎ!1 loss from [14] is de�ned as

B<>>Cℎ!1 (G,~) =

{

0.5 · (G − ~)2/V, if |G − ~ | < V

|G − ~ | − 0.5 · V, otherwise.
(5)

We apply V =
1
9 as was used in training Mask R-CNN [20].

Adding the localization loss and the classi�cation loss together

with the distance measure to our detection impairment weighting

loss (DIW loss):

� C>C0; (?,D, CB , E) = U · (�2;B (?,D) + _[B = 1] � ;>2 (CB , E)),

Fℎ4A4 U =

{

1
1+3<ℎ (oB ,o< )

, if B = 1

W, otherwise.

(6)

True positives (TP) and false negatives (FN) with their respective

impairing factors oB receive higher weights the smaller the distance

to the missed observations o< . The weighting of false positives

(FP) and true negatives (TN) can be steered by W and is throughout

this paper set to W = 0.5. _ is a weighting parameter for weighting

the contribution of classi�cation and localization loss, here _ = 1.

[B = 1] indicates the iverson bracket, evaluating to 1 if the predicted

class is correctly classi�ed.

3.3.3 Weight computation. Figure 5 shows the experimental setup

for the weight computation. First, we use our synthetic valida-

tion dataset and extract the detection impairing factors on a per-

object level from the individual images. This synthetic dataset is

pre-�ltered to only include pedestrians of height above 33 pixels,

occlusion rates below 0.8, and overlapping by less than 0.5 with
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Figure 5: Generation of the training weights for pedestrian objects of a real-world CityPersons dataset.

one another to guarantee that only the detector capabilities are

signi�cant for the detection of an object and not other criteria, such

as non-maximum suppression (NMS). In parallel, we use a detector

that has been trained on the synthetic training dataset to generate

bounding box predictions on this validation set. Next, both the pre-

dictions and the extracted impairment factors are presented to the

detection �lter f (.), which sorts out all TP objects. The remaining

object’s impairment factors, are stored in the �ltered Objects set Ω< .

The distribution of the set Ω< could at this stage be approximated

by a multidimensional distribution function and used to compare

and weight new samples to it. But due to the added complexity and

inaccuracies of the approximation to the real distribution function

of Ω< we apply the straightforward approach to use the samples

in the set to calculate the weighting. Now, we take our real-world

training dataset CityPersons (DCA08=
�%

) and extract the detection

impairing factors per-object. This per-object information is now

weighted according to its distance to the non-detected samples of

the synthetic dataset as de�ned in 2. The resulting bounding box

information with the corresponding weights are fed into a new

Dataset D��,
�%

and then used for training a detector.

3.3.4 Visualization of weight surface. In Figure 6 the weighting

surface, i.e., 1
1+3<ℎ (oB ,o< )

, for two of the ten considered factors is

exemplary depicted. The factors occlusion and visible pixels per-

object are normalized. The peak, i.e., the highest weight is where

occlusion and number of visible pixels in the synthetic validation

set were decisive for a missed detection, here we can see high

occlusions and a low number of visible pixels. Descending from the

oocl
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Figure 6: Visualizing the weight distribution surface with

two of the visual impairment factors.

peak the occlusions diminish until the whole pedestrian is visible
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with a high number of visible pixels. At this point, the weighting

of the pedestrian lowered to around 0.1.

3.3.5 Training the detector. The detector we are utilizing in this

work is the Cascade R-CNN [3] detector. The training was per-

formed on 2 Nvidia Quadro RTX 6000 graphics cards and a batch

size of 4 images per GPU. The learning rate was set to ;A = 0.02,

with a weight decay of 0.0001 and momentum of 0.9 for the sto-

chastic gradient descent (SGD) optimizer. Image augmentations like

random �ipping and cropping, as well as brightness and saturation

distortions, were used, as is common practice. To stabilize training

we apply weight averaging as introduced by [40].

3.3.6 Evaluation. When evaluating the CP dataset, we are distin-

guishing between four di�erent subsets as were de�ned in [49]. To

evaluate the performance we use the log-average miss rate [2, 8]

that is computed by averaging the miss rate (laMR) at nine false

positive per image (FPPI) rates which are evenly spaced in log-space

in the range 10−2 to 100.

3.3.7 Evaluation metric definition. In the main paper we use the

log-average miss rate (laMR) as performance metric to compare

our approach to state-of-the-art detectors. This evaluation metric

is commonly used for automotive datasets such as CityPersons.

Following de�nitions utilize the false positive (�% ), false negative

(�# ), true positive ()% ) and false positive (�% ) at di�erent evalua-

tion con�dence thresholds 2 . The de�nition of the miss rate (MR)

for di�erent con�dence thresholds 2 is as follows:

MR(2) =
FN(2)

TP(2) + FN(2)
, (7)

and following the de�nition of FPPI per con�dence threshold 2:

FPPI(2) =
FP(2)

#
. (8)

For = ∈ N = {1, . . . , # } and here # is the number of images

in the respective evaluation set. Combining these measures to the

log-average miss rate (laMR):

laMR = 4G? (
1

9

∑

5 ∈F

;>6(MR( argmax
FPPI(2 )≤ 5

(FPPI(2))))) . (9)

With 5 being equally spaced in the interval 5 ∈ F = [10−2, 100].

4 RESULTS AND DISCUSSION

A comparison of our method to state-of-the-art results on the

CityPersons (CP) test set benchmark2 is shown in Table 1. Reaching

state-of-the-art results we utilized the EuroCity Persons (ECP) [2]

dataset for pre-training the detector and then �ne-tune the model

on the weighted CP training set. The performance improves 1.08%

on the Reasonable subset with our method compared to the recent

best detector APD [47] pre-trained on ECP. On the Reasonable Small

and All subset, our DIW loss improves 1.80% and 1.88% respectively

against the previous leader Pedestron [19], which applies the same

backbone, detector and pre-training datasets. With a decrease of

1.29% on the Heavy subset, the performance compared to Pedestron

is worse.

2https://github.com/cvgroup-njust/CityPersons

4.1 Pre-training in�uence

State-of-the-art results were achieved by pre-training the detector

on the ECP dataset, however, we can show improvements with

our method compared to the non-weighted baseline even without

pre-training the detector as is shown in Table 2.

Improvements of up to 2% on the All subset are achieved by our

method if the detector is not pre-trained on a similar automotive

dataset.

4.2 Backbone in�uence

The DIW loss method improves the detection performance inde-

pendent of the used backbone as can be seen in Table 3.

Performance gains are achieved in all CP subsets for the Mo-

bileNet backbone and on three of the four subsets on the HRNet

backbone.

4.3 Ablation Study

To investigate the in�uence of each considered factor an ablation

study was conducted with the results presented in Table 4. When

the bounding box coordinates (>2G , >2~, >ℎ, >F ) are removed from

the weight calculation, the overall performance on the All subset

decreases only slightly, indicating the rather small in�uence of

this factor. Further, removing the distance (>3 ) from weight cal-

culation leads to a slightly more drastic decrease in the overall

performance which decreases even further when we remove the

contrast measures (>2 5 D;; , >2<40=, >24364 ) from weight calculation.

When only the visible pixel count (>E? ) is used for weight calcu-

lation, i.e. removing the occlusion (>>2; ), the overall performance

gain compared to the Baseline is still around 1% which gives a clear

indication for the visible pixel count being the most in�uential

performance factor.

4.4 Comparison with sampling losses

We compare our DIW loss with the two widely applied sampling

losses for two-stage detectors: online hard example mining (OHEM)

[39] and IoU balanced negative sampling [35]. Results are shown in

Table 5. Again a pre-trained HRNetV2p backbone in combination

with the Cascade R-CNN detector were trained and evaluated.

Our DIW loss outperforms both considered sampling losses on

three subsets by at least 1% laMRwhile it su�ers only a 0.4% decrease

in performance on the Heavy subset. Both sampling losses lead to

a slightly worse performance compared to regular training.

4.5 Training Performance

Figure 7 depicts the training progress when evaluated on the four

CP subsets. While the Reasonable and Reasonable Small subsets

performance improve measured by decreasing laMR, the Heavy

subset sees a strong incline in laMR and with it the performance

on the All subset as well.

The strong incline on the Heavy subset, and overall worse per-

formance on this subset, can be attributed to the pre-�ltering of

the synthetic dataset to only contribute pedestrian objects at pixel

height above 33, occlusion rates below 0.8 and no pedestrian in-

stances with an overlap greater than 0.5 to one another to prevent

NMS causing missed predictions. This leaves us with a subset more

similar to the Reasonable and the Reasonable Small subsets and
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Table 1: We can show that our approach improves the state-of-the-art on three of the four subsets on the CityPersons test set

benchmark.

laMR %

Model Pre-trained Reasonable ↓ Reasonable Small ↓ Heavy ↓ All ↓

Adapted Faster R-CNN [49] × 12.97 37.24 50.47 43.86

OR-CNN [50] × 11.32 14.19 51.43 40.19

MGAN [36] × 9.29 11.38 40.97 38.86

Cascade R-CNN [3] × 11.62 13.64 47.14 37.63

APD [47] × 8.27 11.03 35.45 35.65

APD-Pretrain [47] ✓ 7.31 10.81 28.07 32.71

Pedestron [19] ✓ 7.69 9.16 27.08 28.33

Cascade R-CNN & DIW loss ✓ 6.23 7.36 28.37 26.45

Table 2: Performance can be improved on pre-trained and

non-pre-trained networks.

laMR %

Dataset Pre-trained Reasonable ↓ Reasonable Small ↓ Heavy ↓ All ↓

DCA08=
�%

× 12.92 16.24 46.08 37.24

D��,
�%

× 12.39 14.63 44.60 35.23

DCA08=
�%

✓ 7.55 8.55 27.47 26.89

D��,
�%

✓ 6.51 7.10 28.39 25.35

Table 3: Measured performance increase by our method for

di�erent backbones.

laMR %

Dataset Backbone Reasonable ↓ Reasonable Small ↓ Heavy ↓ All ↓

DCA08=
�%

MobileNet v2 10.24 11.91 36.03 31.48

D��,;>BB
�%

MobileNet v2 9.60 11.71 36.62 30.81

DCA08=
�%

HRNetV2p-W32 7.55 8.55 27.47 26.89

D��,;>BB
�%

HRNetV2p-W32 6.51 7.10 28.39 25.35

therefore samples from these subsets will receive higher weights

than from the Heavy subset. Another in�uence on this behavior

are the impairment factor estimations for the real-world data, these

tend to be imprecise the less visible, i.e., smaller or more occluded,

the pedestrian gets. Therefore, high-quality annotations and meta-

data, such as from the synthetic dataset, are a key for our method

to work optimally.

Our Training results ultimately suggest that the overall best train-

ing method can be found by utilization of a pre-trained backbone

on ImageNet, pre-training the detector on a di�erent automotive

pedestrian detection dataset, i.e., ECP, and then �ne-tune for a few

epochs on the weighted target dataset.

Further visualizations and also evaluation results regarding in�u-

ence of the used backbone, as well as the in�uence of pre-training a

network can be found in the Appendix. We show that for both cases

our loss still increases the detection performance independent of

these factors. Monitoring the detection performance in the course

of the training leads to overall recommendation of �ne-tuning with

our method for few epochs to receive best results.

1 2 3 4 5

10

20

30

40

50

epoch

la
M
R

%
Reasonable

Reasonable Small

Heavy

All

Figure 7: Training progress measured by evaluation on the

Reasonable, Reasonable Small, Heavy and All subset.

5 CONCLUSIONS

In this paper, we show by de�ning and extracting detection impair-

ing factors, i.e., occlusion rate, number of visible pixels, distance

to the camera, three di�erent contrast measures, and the bounding

box coordinates per object, can be used to implement a new form

of a sample weighting loss. Utilizing synthetic data for rich and

precise metadata extraction, a new loss is implemented by weight-

ing the samples of a real-world dataset CityPersons (CP) according

to their distance of extracted detection impairment factors to the

false negatives ones of objects on the synthetic dataset. Showing

the extraction of detection impairment factors is also possible on

real-world data, but it has to rely on several approximations. Last,

we evaluated the performance gain of our method after training on

the weighted CP automotive pedestrian detection dataset on the CP

benchmark and could improve the current state-of-the-art on 3 out

of 4 detection subsets. We analyzed the performance gain of our

method on di�erent backbones and with pre-trained or non-pre-

trained backbones and could show that for each of these backbones

the performance improved. An ablation study of our detection im-

pairment factors showed the most in�uential factor is the number

of visible pixels of an object. Last, we investigated the training
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Table 4: Performance on the validation set decreases when the CNN is trained with lesser factors for the distance calculation.

laMR %

>2G >2~ >ℎ >F >3 >2 5 D;; >2<40= >24364 >>2; >E? Reasonable ↓ Reasonable Small ↓ Heavy ↓ All ↓

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 6.51 7.10 28.39 25.35

✓ ✓ ✓ ✓ ✓ ✓ 6.67 7.49 28.78 25.41

✓ ✓ ✓ ✓ ✓ 6.85 7.15 29.52 25.62

✓ ✓ 6.95 7.14 29.93 25.82

✓ 7.01 7.22 30.10 25.93

7.55 8.55 27.47 26.89

Table 5: Comparison of our DIW loss with other sampling losses on the CP val set.

laMR %

Method Reasonable ↓ Reasonable Small ↓ Heavy ↓ All ↓

OHEM [39] 7.61 8.75 27.99 26.70

IoUBalanced Negative Sampling [35] 7.66 8.63 28.40 26.84

DIW loss 6.51 7.10 28.39 25.35

performance and recommend our method as a �ne-tuning method

to get the best results.
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ABSTRACT

We introduce the Synthetic Pedestrian Dataset (SynPeDS) which

was designed to support a systematic safety analysis for pedes-

trian detection tasks in urban scenes. The dataset was generated

synthetically with a real-time and a physically-based rendering

pipeline and provides camera frames and in part associated LiDAR

point clouds. It contains ground truth for semantic segmentation,

instance segmentation, 2D and 3D bounding boxes, and in part,

pose information and bodypart segmentation. In particular, it comes

with a large amount of meta information for in-depth performance

and safety analysis, e.g. addressing semantic properties of the pedes-

trians and their environment in the frames. Some scenarios were

speci�cally designed to systematically cover certain safety-relevant

or performance-reducing dimensions of the input space, de�ned in

project KI Absicherung. The dataset does not claim to be complete

or free of bias, but to support coverage and data distribution studies.
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1 INTRODUCTION

The ability to ensure safety of AI based computer vision functions

is a central prerequisite for automated driving. One of the key re-

quirements to reach this goal, is to analyze and to mitigate possible

generalization insu�ciencies of an AI-based function, especially for

safety critical situations by using training and assurance data that

targets at covering the domain in which it is to be used. Therefore

the publicly funded projectKI Absicherung has created the Synthetic

Pedestrian Dataset (SynPeDS)1 that explicitly targets at supporting

performance and safety analyses for pedestrian detection in urban

tra�c scenarios. It is going to be published under a license that

allows usage by academic and commercial parties.

While we think that currently synthetic data is only complemen-

tary to real data when it comes to development of environment

perception for automated vehicles, it o�ers a set of important fea-

tures. Being based on 3D scene models, �rstly variations, coverage

and bias of the data can be controlled explicitly. Secondly, it al-

lows for in-depth "performance to metadata correlation analyses".

Thirdly, it allows to simulate new sensor variants and mounting

positions before they become available and fourthly compliance

with the General Data Protection Regulation (GDPR) is easily con-

trollable. W.r.t. safety, the ability to construct safety-relevant corner

1https://www.ki-absicherung-projekt.de/

7.7. Publication 7

165



CSCS ’22, December 8, 2022, Ingolstadt, Germany Stauner et al.

cases not easily obtainable in reality is a great bene�t. Further-

more, it is possible to vary single scene parameters, which can be

semantic parameters like spatial object distribution and physical

parameters like illumination, and to compute data for any combina-

tion of parameters. For safety assurance this is important in order

to systematically analyse performance limiting in�uence factors.

A further vital property is that high-quality ground truth and rich

meta information can be automatically generated for synthetic data.

Examples are light properties of the scene, the occluded-by relation

and �ne-grained attributes of objects, like appearance and pose of

pedestrians.

The di�erentiating property of our dataset is its focus on meta-

data and scenes supporting safety analyses. It contains over 200k

frames. Ground truth includes semantic segmentation, instance

segmentation, 2D and 3D bounding boxes for all data. For parts of

the data, pose information and bodypart segmentation, respectively,

are available. A large part of the pedestrian poses was collected

via motion capturing. Sensor data is provided for a front camera

and, in parts of the dataset, for LiDAR. Moreover, rich meta infor-

mation is available. For instance, knowing the sun direction and

elevation in the scene and the contrast to background of every

pedestrian allows a detailed analysis of the in�uence of lighting

conditions on pedestrian detection. The data has been created by

two di�erent toolchains: (1) real-time rendering with Epic’s Unreal

Engine 4 (UE4) [7], see example in Fig. 1, and (2) physically-based

rendering (PBR) with Blender Cycles [8], see example in Fig. 2.

Within the project a third toolchain with PBR with OSPRay [28] has

been developed that uses a realistic camera and LiDAR model. Pro-

viding data from this toolchain is future work in the sister project

KI Data Tooling. With the publication of the dataset we want to

stimulate research on methods for safe AI and for safety assurance

of AI in computer vision.

The paper is structured as follows. Section 2 provides an overview

of related work. In Section 3 we explain the ground truth format

and meta information the dataset provides. Section 4 describes main

design principles of the dataset, the tooling used for its production

and essential aspects of its structure. The quality of the dataset in

relation to other datasets and an example application from safety

assurance are given in Section 5.

2 RELATEDWORK

Synthetic data generation received broad interest in the last years.

The Synthia dataset [24] is based on real-time rendering in Unity [26]

and provides semantic segmentation for 13k single frames and a

large further amount of frames from four sequences of driving

through a virtual city. [23] introduce an approach of using the

GTA V video game as basis to mine camera frames as well as corre-

sponding semantic segmentation information. The dataset contains

25k frames of game engine quality. VKITTI [9] also uses Unity and

models �ve scenes from the KITTI real dataset [10]. Standards as-

sets from the Unity library are used. Pedestrians are not included in

this dataset. In [30] the authors introduce the Synscapes dataset con-

sisting of 25k procedurally generated single frames and rendered

with PBR. The dataset shows that scene variance and rendering can

be addressed as separate problems. Synscapes provides semantic

segmentation, 2D and 3D bounding boxes. It also contains addi-

tional meta information and gives an example on how it can be

used to study in�uence factors on the ML algorithm. Our dataset is

partially created with real-time rendering and partially with PBR.

Procedural generation is only applied to parts of the scene layout,

which is based on �ve di�erent junction geometries. While the

dataset o�ers ground truth beyond that of related work, its main

point of distinction is its focus on pedestrians and safety assurance.

A large part of the pedestrian poses is based on motion capturing

that we conducted and comprehensive meta information to support

safety analysis of deep neural networks (DNNs) is available.

W.r.t. synthetic LiDAR [17] extends [23] by calculating pseudo-

LiDAR data based on instance segmentation and depth information.

[5] uses the CARLA simulator [6] to generate a synthetic KITTI-like

dataset that also contains LiDAR point clouds. The sensor physics is

approximately considered in the sense that simulated objects move

further during rotation of the sensor, which is broken down into

100 simulation steps. Our dataset provides pseudo-LiDAR point

clouds similar to [17] for a part of the dataset.

Recent GAN-based approaches o�er to augment and thereby

advance existing real and synthetic datasets to increase its size and

degree of variation [29]. Note that in this work, we have focused

on synthetic data generation only, and have not considered GAN-

based approaches, due to the high degree of controllability needed

for safety analysis.

3 GROUND TRUTH & META INFORMATION

The dataset provides RGB camera images in the OpenEXR and

png �le formats. Images have a resolution of 1920 × 1280 pixels

and represent a camera system with a 60◦ horizontal �eld-of-view,

except for few selected sequences that additionally contain di�erent

camera parameters for domain adaption and domain gap analysis.

The LiDAR point clouds are produced corresponding to a Velodyne

HDL-64E model and stored in a PCD format.

Each sequence contains a ground truth directory with annota-

tions and meta information in a JSON �le format, both on a per

frame and per sequence level. Speci�cations and characteristics of

the annotations and meta information are described in Sections 3.1

and 3.2.

3.1 Ground truth

The annotation format for our dataset is a super set derived from

widely used datasets like CityScapes [3], KITTI [10], COCO [19]

and OpenPose [1]. By using a super set, deriving the annotation

format of prior datasets is possible. However, our data contains

more detailed annotations, e.g. even fully occluded objects are an-

notated pixel-accurate and provide a value of occlusion and how

many pixels are visible. Similarly for human pose annotations even

occluded joints are annotated correctly allowing models to learn

correct priors for occluded joints. Using the advantage of perfect

ground truth in simulated data, the annotations in our dataset anno-

tate every single instance pixel-accurate. For example, in groups of

pedestrians each pedestrian is annotated – not only the group as a

whole. This allows us to follow various object detection benchmark

protocols. When required group annotations can be derived from

individual annotations automatically.
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Figure 1: SynPeDS example frame and ground truth information from Accenture Song Content GmbH: camera sensor image

with 2D bounding boxes, semantic segmentation, depth channel, and skeletal information. ©Accenture Song Content GmbH

The overall structure of the annotations is to split them into

task speci�c JSON �les (2D bounding boxes, 3D bounding boxes,

etc.). In each of the �les is a dictionary mapping InstanceIDs to

the annotation per frame. By giving each annotated instance in

the scene a unique ID, which is constant over time, annotations

can be combined between tasks and frames easily, thus allowing

for �exible use and extension of the annotations. An exception

form pixel-based annotations, i.e. semantic segmentation, instance

segmentation, and depth. These are stored in image �les, with the

InstanceIDs in the instance segmentation matching the InstanceIDs

in the JSON �les.

A full speci�cation of the annotation format and the �le structure

is provided together with the dataset.

3.2 Meta information

High-quality labeling and meta information are key enablers for

DNN training and testing as well as for in-depth data and coverage

analyses. Moreover, they are a vital prerequisite for producing data-

related evidences for a safety argumentation. In KI Absicherung, an

ontology [16] has been developed systematically to structure the

input space, to identify performance relevant factors and to de�ne

an operational design domain. The meta information which the

dataset provides has been deduced from the ontology.

As shown in Fig. 3, in SynPeDS, we use a meta information con-

cept based on �ve key IDs to uniquely describe a pedestrian and

its context: ImageID, InstanceID, AssetID, MoCapID, and SensorID.

Each pedestrian in an image has a unique InstanceID, which is

linked to an AssetID from the asset catalogue describing the pheno-

logical appearance of an asset. The MoCapID in combination with

a time stamp describe the motion and pose of an asset in the image

based on a recorded motion sequence. The SensorID identi�es the

ego-sensor and its characteristics as well as applicable coordinate

transformations.

The meta information contains more than 50 additional entries

to further characterize each pedestrian and his/her context. These

have been either aggregated directly, such as the pedestrian position

or orientation in terms of hip or head direction, or are the result of

a post-processing, such as the RGB contrast of the pedestrian to the

background. Othermeta information regarding visibility include the

total degree of occlusion, the number of visible and occluded joints,

or the type of occluding objects. We have found that a simpli�ed,

but useful dimension to represent pedestrian pose is the di�erence
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Figure 2: SynPeDS example frame and ground truth information from BIT Technology Solutions GmbH: camera sensor image

with 2D bounding boxes, semantic segmentation, LiDAR point cloud with 3D bounding boxes, bodypart segmentation. ©BIT

Technology Solutions GmbH

of height between the shoulder and toe joints. The direction and

elevation of the sun as well as weather and road wetness conditions

further allow to study the in�uence of lighting. We additionally

provide the pedestrian position in the car coordinate system and in

a semantic map, which allows to assess the pedestrian relevance

for a potential automated breaking function.

Fig. 4 shows some exemplary images for four pedestrian meta

information dimensions and their possible value ranges.

4 DATASET GENERATION

The dataset has been produced in an interative manner in order to

incorporate learnings and re�ned user requirements in later data

deliveries. During the creation of the dataset, the tool capabilities

have been continuously extended and a large number of new assets

was introduced.

4.1 Design principles

After a starting phase, assets have been selected according to the

ontology used in the project, including both public libraries as

well as self-created assets – the latter to satisfy speci�c require-

ments, e.g. regarding pose animation or speci�c asset attributes.

Some assets only appear in the test data in order to enable experi-

ments on detection of assets unknown to the neural network. In

the progress of the project, scenes have been extended iteratively

and new tool-features were added, thereby addressing user require-

ments on complexity and variance. This also included composition

of the scenes, e.g. regarding pedestrian or vehicle distribution and

variation. Frame-to-frame variations were introduced early in the

project in order to further boost variance. These variations con-

cerned multiple features within the scene design which are com-

posed according to the user needs and include e.g. the variation

of the clothing of pedestrians, their orientation, or sky and sun

properties.

The iteratively produced data tranches correspondingly have

di�erent characteristics, as listed in Table 1. In order to raise syner-

gies between toolchains, the glTF �le format [13] has been selected

as common format for the assets produced. The amount of person

assets has been continuously increased from 13 to 89 (52, if di�erent

clothing is not considered). Despite this continuous improvement,
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Figure 3: Linking of data sources and destinations to obtain

meta information.

Table 1: Features added per data tranche and data pipeline

(PBR: physical-based rendering pipeline, RT: real-time en-

gine based pipeline). Tranches 1, 2 and 7 (PBR) are not part

of the published dataset.

Tranche New Features PBR RT

1, 2, 3 Preperation for large-scale data production × ×

4

Frame-to-frame variations × ×

Meta information on AssetIDs × ×

Bodypart segmentation ×

Procedural sun model ×

5

Sensor noise as post-processing ×

Procedural clouds model ×

Ground truth for pose estimation ×

Meta information on occlusion ×

6
Environmental e�ects: wetness and sun glare ×

Out-of-distribution assets ×

Variatios of camera sensor parameters ×

7

Camera and LiDAR sensor models
using PBR with OSPRay and ×

di�erent LiDAR sensor parameters
Meta information on AnimationID ×

Environmental e�ects: fog, vignetting ×

8 Night scenes with arti�cial light ×

9 Speci�c user requests for contrast or material ×

there is a common speci�cation for sensor data, annotations, and

meta information to achieve a consistent dataset for all users.

4.2 Data generation with a real-time engine

As it can be witnessed in modern video games, the underlying en-

gines enable the creation of realistic and highly complex virtual

worlds – a requirement for datasets for automated driving appli-

cations. State-of-the-art game engines o�er high quality lighting,

powerful material systems, animation tools, and �exible applica-

tion programming interfaces (APIs). Thus, as another toolchain for

data generation we chose UE4. Because real-time frame rates as in

computer games are not required we select high-quality settings

(a) Yaw angle to camera

(b) RGB contrast to background

(c) Occlusion rate

(d) Shoulder-toe height di�erence

Figure 4: Example images for four pedestrian meta informa-

tion dimensions and their possible value ranges.

for rendering, including (starting with tranche 6) ray tracing for

global illumination, shadows, re�ections, and translucency.

Based on an initial scene generation, scenarios are automatically

generated by prede�ned or randomized parameters. We also im-

plemented an interface to load scenario de�nitions with JSON �les

that allow for setting parameters on a frame level, see Section 5.3

for an application.

Natural lighting is one of the key elements in virtual environ-

ments. For this, UE4 already features a �exible, procedural sun and

sky model that allows real-world settings for location, time and

date, and a realistic simulation of atmosphere. For increased real-

ism and more variety in light scenarios, we created a procedural

volumetric cloud model based on 3D noise textures.

Furthermore, additional environmental and surface e�ects are

used: a simple fog model and shader-based wet materials. This

results in not only di�erent surface appearances but also introduces

e�ects such as re�ections of light, pedestrians, or objects and puddle

formation on the road. With the last two data tranches, there are

also individual sequences in a night environment with arti�cial

light sources.
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As stated in Section 1, a large amount of typical and untypical

pedestrian motions were recorded using inertial motion capture.

The motion capture data is applied to the character assets using

Unreal Engines skeletal meshes. This allows usage for animations

such as walking or running motions on prede�ned trajectories with

avoiding obstacles as well as automated assignment of special or

challenging poses.

4.3 Data generation with physically-based
rendering

It is currently unclear what level of �delity of synthetic image gener-

ation is needed to provide adequate data for training and validation

of pedestrian detection systems. To rule out those uncertainties

we decided that one toolchain should strive for an accurate sim-

ulation of light transport within the virtual scene. Therefore we

selected the open source software Blender [8] as rendering core,

which supports accurate soft and hard shadows, correct re�ections

and transparency, indirect illumination, and complex materials and

light sources. Such a ray-tracing based PBR system also provides

the base for accurate simulation of sensors (here LiDAR and camera,

where images are post-processed by the sensor module from [14]).

The generation of ground truth and meta information is largely

straightforward, it can be computed and derived from the internal

hierarchical scene structure or renderer internals. However, some

details are worth discussing. Many di�erent objects can be “visible”

in a single pixel, for example due to antialiasing, depth of �eld

e�ects and motion blur. Therefore we disable those e�ects when

computing ground truth segmentation or 2D bounding boxes. Con-

structing most-tight oriented 3D bounding boxes is a non-trivial

optimization problem and is also not wanted, because that may

lead to discontinuous jumps in orientation between frames. Instead,

we choose the orientation beforehand and then compute the axis-

aligned bounding box in a accordingly rotated, local coordinate

system. For rigid objects the orientation is given by its placement

into the scene, for pedestrians the bounding box is additionally

tilted to be perpendicular to the ground.

As outlook, further work on the PBR data generation pipeline is

pursued in the project KI Data Tooling: For the PBR render engine

we are currently switching to the open source, scalable ray tracing

engine Intel OSPRay [28] to improve rendering performance and

to add volumetric e�ects to the scenes to handle di�erent weather

conditions. Furthermore, the use of the application OSPRay Stu-

dio [25] allows us �ne control of the generation of the ground truth

and the meta information, and an easy integration of advanced

sensor modules. Based on OSPRay’s thinlens camera model with

support for motion blur from a global or rolling shutter as well as a

panoramic 360 degree camera the integration of the following new

components show promising early results:

(1) A camera module from Robert Bosch GmbH, which uses pre-

simulated, up to four-dimensional point-spread functions

(PSF) to compute response of the optical system based on

lens/image position, depth, and color/wavelength.

(2) A LiDAR module from Valeo Schalter und Sensoren GmbH,

which produces realistic and idealized point clouds (includ-

ing associated meta information) based on the properties of

Table 2: Cross-domain generalization performance results of

DeeplabV3+ models trained on our SynPeDS, synthetic GTAV,

SYNS and datasets, evaluated with the mIoU on real-world

datasets and on synthetic datasets. Higher values indicate bet-

ter generalization performance, bold are highest and under-

lined second-highest. Performance results for CS are added

as reference.

Evaluated Dataset
mIoU [%]

Trained model

GTAV SYNS SynPeDS CS

Synthetic

GTAV - 28.71 40.72 38.74

SYNS 48.83 - 60.00 73.04

SynPeDS 50.41 50.25 - 69.30

Real-
World

A2D2 34.69 22.67 45.76 51.35

BDD100K 42.56 25.00 44.73 59.18

CS 39.07 59.33 55.94 81.27

IDD 45.17 29.59 43.87 61.72

MV 48.30 35.03 55.15 64.69

the IR receivers of the simulated LiDAR device; the inter-

action of moving objects with the scanning nature of the

LiDAR are correctly captured by the rolling shutter e�ect.

5 QUALITY OF THE DATASET

5.1 Comparison to other datasets

To demonstrate the quality of our synthetic dataset we conducted

several cross-domain performance analyses with other real-world

automotive and synthetic datasets. This cross-domain performance

analysis is also commonly referred to as generalization distance.

Our experiments consider the task of semantic segmentation with

a DeeplabV3+ [2] segmentation model, utilizing a ResNet101 [15]

for low-level feature extraction, pre-trained on the ImageNet [4]

dataset. We trained a DeeplabV3+ model on our SynPeDS dataset,

i.e., tranches 1 to 7, as well as for the GTA V [23] and Synscapes

(SYNS) [30] dataset. Next, we evaluated the segmentation perfor-

mance on the same synthetic datasets and further on real-world

datasets A2D2 [11], BDD100K [31], Cityscapes (CS) [3], India Driv-

ing Dataset (IDD) [27] and Mapillary Vistas (MV) [22]. For these

real-world and synthetic datasets we have to train the segmentation

network on a subset of 11 labels per dataset to ensure consistency of

classes across all datasets. These labels are road and sidewalk which

incorporate the road-markings and the curb respectively. Further,

the building, sky, car and truck classes which are consistent across

these datasets. Pole, tra�c light and tra�c sign classes are mapped

from similar sub-classes in the datasets, such as utility pole in MV.

The vegetation class consists of the CS subclasses terrain, i.e. plants

covering the ground, and the original vegetation class, i.e. trees

and bushes. Last, the person class is de�ned as all humans in the

dataset, i.e. pedestrians, riders etc.

Measuring the performance of the segmentation model is done

by calculating the mean intersection over union (mIoU) over all con-

sidered classes on the image predictions. The mIoU cross-domain

generalization results over all classes are listed in Table 2.

Overall the SynPeDS performance reaches highest mIoU values

on the real-world datasets A2D2, BDD100K and MV as well as
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Table 3: Cross-domain generalization performance of class

person results of DeeplabV3+models trained on our SynPeDS

dataset, synthetic GTAV and Synscapes (SYNS) datasets eval-

uated on real-world datasets. Higher values indicate better

generalization performance. Boldmarked are highest and un-

derlined second-highest performance values. Performance

results for CS are added as reference.

Evaluated Dataset
Person mIoU [%]

Trained model

GTAV SYNS SynPeDS CS

Synthetic

GTAV - 4.29 16.91 22.37

SYNS 66.57 - 72.33 78.70

SynPeDS 76.15 69.24 - 71.83

Real-
World

A2D2 47.26 15.04 42.88 45.75

BDD100K 47.04 21.47 35.98 46.68

CS 53.71 73.41 73.31 78.51

IDD 76.67 43.52 58.65 71.77

MV 60.69 20.60 53.03 64.95

on the synthetic datasets GTAV and Synscapes. Additionally, the

model trained on SynPeDS reaches second-highest mIoU values

on CS and IDD datasets with only a few percent distance to the

top performing model on these datasets. Compared to a CS trained

model the remaining generalization distance on the A2D2 and MV

datasets is as low as 9%. The GTAV trained model performs only

marginally better on the IDD dataset. As expected, the performance

on the CS dataset is highest with the Synscapes trained model,

as the Synscapes images are targeted to closely resemble the CS

images.

As our datasets targets the safety-related aspects of pedestrian de-

tection the person class generalization performance is of increased

interest. Results of our cross-domain performance analysis on the

person class can be seen in Table 3.

Again, performance on real-world datasets is second-highest for

our synthetic dataset and highest for all cross-evaluated synthetic

datasets. The models trained on the synthetic datasets perform on

par and better than a model trained on the CS dataset. We attribute

the high performance of the GTAV dataset on the overall higher

availability of person assets compared to our dataset even though

the �delity of the assets is higher in our synthetic dataset.

To emphasise the importance of this pedestrian asset diver-

sity on generalization performance we conducted further cross-

domain pedestrian class performance analysis experiments on the

CS dataset. Training the segmentation network with a combination

of tranche 1 and tranche 2 data and adding data tranches to the

training set until we reach the overall SynPeDS dataset. Before new

data is added to the training, the cross-domain person class perfor-

mance is evaluated. The results of this experiment are depicted in

Fig. 5.

We found with increasing unique person assets in the dataset

tranches, the cross-domain performance on the CS dataset contin-

uously increases from 40.78% and 13 unique person assets with

tranches 1 and 2 combined to 73.31% and 89 unique person assets

with the overall SynPeDS dataset. The remaining di�erence to the

Figure 5: Cross-domain pedestrian class performance on the

Cityscapes dataset in relation to the number of unique person

training assets.

DeeplabV3+ CS trained baseline which reaches 78.51% mIoU on the

person class, are only 5.21%.

Summarizing the semantic-segmentation cross-domain gener-

alization performance, we deliver a dataset that yields good real-

world as well as very good synthetic domain segmentation perfor-

mance. The dataset suits for real-world and synthetic automotive

detection or segmentation experiments as well as for pre-training

before �ne-tuning on the target automotive domain. Note that fur-

ther studies and measures to increase transferability and decrease

the domain gap to real-world data are outside the scope of this

paper and are addressed in [14].

5.2 Pose analysis

Since complete coverage of the pose space is important, we con-

ducted a study to evaluate the coverage of the pose variance. To

achieve this, we clustered the annotated poses using k-means clus-

tering and analysed the frequency of pose assignments to the cluster

centers.

Our analysis shows large variance in the poses and a comparison

to the results of the same analysis on the public real world dataset

PedX [18] with human pose annotations con�rms the superior

variance in overall poses of our dataset (see Fig. 6). While the

�gure indicates that our dataset has lower variance in upper body

articulation, speci�cally arm movement, than PedX, there are many

poses such as lying, crawling and sitting in our dataset which our

analysis could not �nd in PedX. We consider the existence of such

poses that occur rarely in real drives as speci�cally relevant for

safety analysis.

Studying the performance in�uence of poses in a real-world

dataset comes with di�culties, since other e�ects such as the con-

trast of the pedestrian, the relative size within the image or the

degree of occlusion also have large e�ects on the detection perfor-

mance. We therefore designed a subset of SynPeDS to speci�cally

support the isolated evaluation of the e�ect of di�erent pedestrian

poses. This pose subset consists of a training set (≈4000 images) and

two test sets (≈5300 images). To isolate the in�uence of each pose,

parameters were de�ned and varied around speci�c values. The
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Figure 6: Pose clusters for our synthetic dataset (bottom) show more variance then real poses from PedX (top).

subset contains all combinations of the parameters in individual

images. Following parameters were varied:

• pedestrian asset or clothing

• pose of the asset

• rotation of the asset to the ego camera

• position of the asset in the base context

• sun position with regards to the relative azimuth and eleva-

tion

• position of the ego camera within the base context

5.3 Usage for systematic testing of AI

For advanced driver assistance systems, the Euro NCAP speci�-

cations are an important reference. These scenarios are deemed

representative and re�ect actual accident statistics. We focus espe-

cially on the speci�cation for autonomous emergency braking for

vulnerable road users (AEB VRU test protocol). Even though these

scenarios are de�ned for and assessed on a vehicle system level,

they also rely on a well-functioning perception. On the basis of

this test protocol, several safety-related Euro NCAP-like scenarios

were de�ned and simulated as part of this dataset. These include

the following:

• Pedestrian crosses the street between two cars

• Pedestrian crosses a four-lane road occluded by a car

• Pedestrian and cyclist cross the street

• Pedestrian crosses the street when a car turns left

• Pedestrian crosses the street when a car turns right

We focus on the pedestrian perception based on single images, so

we simulate single relevant pedestrians in each image, and systemat-

ically vary selected discrete dimensions which a�ect the pedestrian

detection performance. The structural concept of the �rst Euro

NCAP-like scenario and the variation of selected discrete dimen-

sions is illustrated in Fig. 7.

To be precise, we use the following 13 dimensions for test data

variation in the �rst Euro NCAP-like scenario: the position of the

ego car with the camera, the position, pose, and rotation of the

pedestrian, the pedestrian asset, the type and color of the �rst

parked car, the type, color, and position of the second parked car,

the illumination, and the direction and elevation of the sun. These

dimensions were each discretized into a set of discrete states using

a Zwicky box approach [12, 16]. This structure was further used to

create a 3-wise combinatorial test plan, resulting in more than 16k

Figure 7: Euro NCAP-like scenario de�nition and test data

variations.

independent frames. The process of systematically generating ap-

propriate combinations of variations of the descriptive dimensions

and optimizing the number of images to produce, was automated

using the software tool PICT [21] and a self-programmed wrapper

in Python.

In KI Absicherung, extensive experiments have been carried out

with the 16k test frames of the Euro NCAP-like scenarios. To this

end, mainly an SSD [20] has been used, which constitutes a tradi-

tional anchor-based network for object detection with known limi-

tations. Important insight has been generated to better understand

the performance of pedestrian detectors and their optimization in

safety-related scenarios. In particular, w.r.t. the presented examples

in Figure 4, it could be veri�ed that the contrast between the pedes-

trian and its background in�uences the detection performance, and

that it is very crucial which part of the pedestrian is visible, either

due to occlusion, or special poses or orientation. Here, the availabil-

ity of meta information, as described in Section 3.2, has proven very

valuable for a detailed analysis. During the project, we were able to

use this knowledge to iteratively improve the performance of the

SSD. We conclude that using Euro NCAP-like scenarios in combi-

nation with rich meta information can be used, on the one hand,

to carefully design a training dataset so that a pedestrian detector

performs satisfactory in rare critical events. On the other hand, it

7. Publications

172



SynPeDS: A Synthetic Dataset for Pedestrian Detection in Urban Tra�ic Scenes CSCS ’22, December 8, 2022, Ingolstadt, Germany

can be used for systematic testing and can thereby contribute to a

safety assessment of an automated driving component.

6 CONCLUSION AND FUTUREWORK

We have introduced the SynPeDS dataset which o�ers a wide range

of ground truth and comprehensive meta information that sup-

ports safety analysis in pedestrian detection tasks. Among others,

the meta information in particular supports to systematically ex-

amine a DNN’s performance under di�erent, controlled lighting

conditions, for di�erent pedestrian attributes, like poses or body

size, and occlusion degrees and occlusion situations. The gener-

alization performance of the dataset is similar or better to other

synthetic datasets (Sec. 5.1). Due to the construction from captured

motions, the poses in the dataset are more diverse than in real-

world datasets (Sec. 5.2). With the pose analysis example of Sec. 5.3

we demonstrated how it can be used for safety analysis. The dataset

is intended to serve as a basis for future research on techniques

that contribute to the safety assessment of pedestrian detection in

automated driving.

From the data generation experience we note that the real-time

and PBR pipelines have di�erent focus and strengths. Real-time

game engines support many visual e�ects and allow for fast data

generation, but require carefully optimized scene assets. PBR en-

ables highly accurate sensor simulations and can easily handle a

huge number and size of assets, but need more computation time.

Since game enginesmore andmore apply ray tracing and physically-

based rendering techniques and since PBR production renderers

are increasingly ported to GPU to take advantage of hardware-

accelerated ray tracing the gap in feature set between the pipelines

may shrink in the future.
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