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Zusammenfassung

Schlagwörter Framework, Selbstadaption, Selbstorganisation, Metriken, Konfiguratio-
nen, Fehler-Ursache-Analyse, Systemverhalten, Verkehrsanalyse.

In vielen Bereichen unseres Lebens treffen wir auf technische Geräte, die immer mehr
in der Lage sind, selbstständig Entscheidungen zu treffen und ohne das Eingreifen eines
Menschen ihr Verhalten an sich ändernde Umweltbedingungen anzupassen. Ein beson-
ders prominentes Beispiel dafür sind selbstfahrende Autos, die mitlerweile jeder große
Fahrzeughersteller im Angebot hat.

Der nächste Schritt der Entwicklung autonomer Systeme ist ihr Zusammenwirken,
also die Vernetzung von mehreren autonomen Geräten, die gemeinsam gegebene Auf-
gaben bewältigen. Ein Beispiel sind hier intelligente, vernetzte Kameras, die über ein
großes Areal Objekte verfolgen können.

Wenn ein System Entscheidungen selbsttätig trifft, dann wird es um so wichtiger, dass
ein menschlicher Benutzer das Verhalten des Systems versteht. Denn Unverständnis führt
sehr häufig zu Ablehnung. Insbesondere betrifft dies Situationen, in denen eine Änderung
des Systemverhaltens unerwartet auftritt.

Ausgehend von der Hypothese, dass unerwartete Änderungen im Verhalten ein Re-
sultat von ungewöhnlichem Adaptionsverhalten sind, stellt sich die Frage, wie sich unge-
wöhnliches Adaptionsverhalten erkennen lässt. Als Antwort darauf stellt diese Arbeit ein
Framework aus verschiedenen Metriken vor, welche Änderungen in den Konfigurationen
des Systems in eine Bewertung des Adaptionsverhaltens überführen und dieses messbar
machen. Dafür werden die Metriken des Frameworks formal definiert, detailliert erklärt
und mit existierenden Metriken verglichen. Im Anschluss werden verschiedene Szenarien
aus unterschiedlichen Domänen vorgestellt und ausgewertet. Ein besonderes Augen-
merk liegt hier auf spezielle Ereignisse, die zu ungewöhnlichen Selbstadaptionsverhalten
führen. Die Ergebnisse werden dann ausgewertet und eingeordnet. Abschließend wird
eine Erweiterung des Frameworks dargestellt, mit in Fehler-Ursache-Analysen Hilfestel-
lung geben kann. Das Vorgehen dafür wird dann verschiedenen Szenarien veranschaulicht
und dabei gezeigt, dass das Framework dafür geeignet ist.

iii



Abstract

Keywords Framework, self-adaptation, self-organisation, metrics, configurations, root
cause analysis, system behaviour, traffic analysis.

In many areas of our lives, we find technical devices that are able to autonomously
make decisions and adapt their behaviour to changing conditions without the interven-
tion of a human being. A particularly prominent example is self-driving cars, which
every major car manufacturer offers today. The ability to drive fully autonomously in
any traffic situation is being worked on intensely.

The next step in the evolution is the collaboration of multiple autonomous devices
that collectively manage a given task. Examples include smart cameras that can trace
objects in large areas.

When a system makes decisions autonomously, then it becomes even more important
that the user understands the system’s behaviour. A lack of understanding often leads
to rejection. This particularly applies to situations where the system behaviour changes
unexpectedly.

Starting from the hypothesis that unexpected changes in behaviour result from un-
usual self-adaptations, the question arises as to how unusual self-adaptations can be
detected. As an answer to this question, this thesis presents a framework of different
metrics that translates change in configuration parameters in a system to an assess-
ment and quantification of the self-adaptation behaviour. The metrics contained in the
framework are formally defined, explained in detail and compared to existing metrics.

Then, several evaluation scenarios from different domains are presented and evaluated
with the framework. Here, a focus is set on specific events in the scenarios that lead to
unusual self-adaptation behaviour. The results are then evaluated and brought into
context.

The thesis then closes with a presentation of an extension to the framework that
can aid in root cause analysis. The procedure for such an analysis is then illustrated in
different scenarios, showing that the framework is eligible for this application.
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Chapter 1

Introduction

1.1 Motivation - ”The Rise of Complexity”

In 1965, Gordon Moore observed that integrated circuits were becoming increasingly
complex and established the underlying mathematical rule, which later would be called
Moore’s law: the number of transistors in a dense integrated circuit doubles about ev-
ery two years [145]. While this law is slowly reaching physical limits for integrated
circuits [155], its quintessence still holds: technical systems tend to become more and
more complex [25]. One example of this phenomenon is the internet. Counting the as-
signed IPv4 addresses, there were about 72 million devices connected to the internet in
2000. Twenty years later, all of the 4.294.967.296 possible addresses are considered allo-
cated [265]. But not only the number of participating devices grows continuously. Since
2000, the number of published RFC documents – which describe methods, behaviours,
research, or innovations applicable to the working of the internet and internet-connected
systems – is at an average of about 280 per year. And while the first electronic engine
control unit for cars was introduced in the 1950s [258], contemporary cars can have more
than 100 electronic control devices, are connected to the internet, and run with millions
of lines of software code [267, 150].

Another observation on complexity is given by Glass, who states that IT complexity
is indirectly related to functionality in that a 25% increase in functionality increases
complexity by 100% [70].

The ever-growing complexity can reach dimensions where classical approaches to sys-
tem designs are highly problematic or even impossible to apply. This regards the mod-
elling of such systems [170], their implementation [91] or their maintenance [110]. And
not only technical systems are becoming more complex, but also their applications. Traf-
fic management systems [144], autonomous driving [173], and the Internet of Things [253]
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2 CHAPTER 1. INTRODUCTION

are examples of this progression. Also, the increment of complexity on the application
side reveals the limits of classical systems. There are applications for which monolithic
system designs are inapplicable. Rao & Georgeff show this with an air traffic management
system [182].

Based upon ideas from cybernetics [104], in the early 2000s, different research initia-
tives such as Proactive Computing [220], Autonomic Computing [105], Complex Adaptive
Systems [119], Pervasive/Ubiquitous Computing [156, 238] or Organic Computing [229]
presented concepts to cope with these problems. Big monolithic systems were replaced
with sets of smaller, interacting, and more and more autonomous systems that work to-
gether to reach the system goal. Such systems are able to autonomously make decisions
at runtime that previously were made by the developer at design time. These decisions
are typically not made by a central instance, but the decision process is distributed to
the subsystems. The subsystems have knowledge about their local environment and their
own state. All mentioned research initiatives propose methods that allow these systems
to adapt their behaviour and to organise with each other. In this thesis, we will refer to
such systems as self-adaptive and self-organising (SASO).

Due to these capabilities, SASO systems can react to unforeseen events such as
changes in the environment, hardware defects, communication problems, internal prob-
lems, and others. While classical system designs will usually face a heavy decrease in
the system performance or might even fail completely, a SASO system will make de-
cisions about its behaviour and structure with the goal of maintaining an acceptable
performance under such circumstances. We will see some examples of such systems in
Chapter 2.3.1 and 2.3.2.

1.2 The Problem - ”Should it do this?”

When humans use a technical system, they have specific expectations about what should
happen. The main expectation is that the system reaches its designated system goal
and creates the desired outcome. When using a refrigerator, the expectation is that the
groceries are cooled, and a navigation device is expected to find an acceptable route to
the destination. Another expectation is replicability: the refrigerator should maintain its
cooling capability and keep the set temperature, and the navigation device should deliver
the same route when asked repeatedly under the same traffic conditions. Systems that do
not conform to the expectations are perceived as unreliable or even defective and might
no longer be accepted by the user. Thus, user acceptance is an essential property of
technical systems interacting with humans. Scientific insight into these aspects is given
by the research field of human computer interaction [50].
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An important part of user acceptance is the user experience [95]. This deals with the
user’s perception of the interactions with the system and questions like: ”How easy is the
system to use?”, ”Is it convenient?” or ”Do I understand what the system does and why
it does that?”. Especially the last question becomes significant when interacting with
systems that make decisions [207]. So, humans interacting with decision-making systems
on a regular basis will create expectations of what these decisions look like based on their
experience. And if these expectations are suddenly no longer met, user acceptance will
decrease. The best way to maintain the level of user acceptance is to give explanations
of what is happening [19]. A simple example will illustrate that: Imagine driving to
work in your car through a city with a smart traffic control system. You see a traffic
light in the distance becoming red, and you stop your car. From your daily commute
on this route, you know that this specific light will stay red for about 20 seconds. But
today, it is already over a minute. You wonder if the traffic light is broken. You think
about continuing your way even if it is still red. Nobody is watching. Now, suppose the
traffic control system informs you that there is a major accident three blocks ahead, and
your traffic light is red to allow the ambulance to go through. In that case, you might
reconsider your possible actions, and you might understand that the smart traffic control
is, in fact, working as wanted.

In this example, the user only observes the system and still has control of his actions.
He still can decide to continue his drive. In scenarios where the user does not have
this freedom, the acceptance becomes crucial. An example of this case are autonomous
ferries [5]. Once the user is on board, he is at the mercy of the system. The only
choice for the user is between using the ferry or not. In this case, unexplained deviations
from the expected behaviour can lead to decreasing passenger numbers and, eventually,
commercial problems for this ferry business.

We see that changes in the observed behaviour of a technical system should be ex-
plained. But to give a self-explanation, the system needs to be aware of when it should
do that. In SASO systems, two major factors can lead to a change in the observable
behaviour: emergence and self-adaptation/self-organisation [19], where, in some cases,
emergence will lead to self-adaptation [96]. Therefore, one indicator for an event that
should trigger the self-explanation process is the detection of a noteworthy self-adaptation
event.

Another reason to have indicators for unusual self-adaptation events is the choice of
adaptation strategy within a SASO system. The question here is to decide whether the
current adaptation strategy is still appropriate or at what point the strategy should be
changed. An increase in noteworthy self-adaptation events in the system can be a pointer
towards the necessity for a new strategy.



4 CHAPTER 1. INTRODUCTION

This leads us to the problem that this thesis tries to approach:

How can noteworthy self-adaptation events be detected on a system-
wide level at runtime and without deep system knowledge?

During normal operation, a SASO system will either undergo no self-adaptation at all
or will show some basic noise of self-adaptation. Therefore, a noteworthy self-adaptation
event is one that is clearly distinguishable from the observed self-adaptation efforts dur-
ing normal operation. Self-adaptation events that are limited to a single subsystem may
or may not affect the behaviour of the whole system. Since we are interested in the
observable behaviour of the whole system, we want to identify those events that eventu-
ally are not limited to single subsystems. That is what system-wide level means. Such
adaptations should be detected without any substantial delay. This is the only way the
user can decide whether an intervention is necessary. This is what detection at runtime
means. Furthermore, an approach to detect the events that uses no deep knowledge
about the system can be easily transferred to other system without the need for major
modification.

1.3 Scientific Focus and Contribution

The scientific focus of this thesis and its contribution to scientific knowledge is as follows:
• Metrics: This thesis presents several new metrics that are based on the analysis of

configuration changes of SASO systems at runtime. The metrics aim to give insight
into the self-adaptation process of the system and to identify unusual events on a
system-wide scale. They can be applied to various system types and do not require
special domain knowledge. In detail, they meet the following requirements:

– Req1: They do not require expert knowledge. They can be implemented
without knowledge about the system goal, the application domain and other
aspects of expert knowledge.

– Req2: They do not require knowledge about internal system states.
– Req3: They do not require knowledge about the structure of the system or

the dependencies of its components.
– Req4: They do not require knowledge about the outcome of self-adaptation

processes.
– Req5: They can be evaluated at runtime. The metrics identify unusual events

with no or an acceptable delay.
• Measurement Framework: The thesis analyses the behaviour of the metrics in

several SASO systems and shows that metrics for themselves seldom detect such
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events with sufficient precision in every situation. To cope with this, the thesis
illustrates how a measurement framework containing several metrics increases the
detection rate.

• Root Cause Analysis: Finally, the thesis shows how the measurement framework
can aid a root cause detection system in finding sources of problems in a SASO
system. This is done by combining the calculation of the metrics with a scoring
system that assigns each subsystem a root cause score. Such root causes can then
be presented to the user as a basis for future self-explaining SASO systems.

1.4 Contained Publications

This thesis is based on the following publications by the author:
1. Sven Tomforde and Martin Goller: To Adapt or Not to Adapt: A Quantifi-

cation Technique for Measuring an Expected Degree of Self-Adaptation
– In MDPI Computers, Special Issue on Applications in Self-Aware Computing
Systems and Their Evaluation 2020 [222].
This position paper shows the necessity for a measurement framework, and de-
scribes the challenges of defining such a framework.

2. Martin Goller and Sven Tomforde: Towards a Continuous Assessment of Sta-
bility in (Self-)Adaptation Behaviour – 2020 IEEE International Conference
on Autonomic Computing and Self-Organizing Systems Companion (ACSOS-C) [74].
In this paper, the Configuration Stability metric (Chapter 4.3.4) is defined and
evaluated in the Flocking scenario (Chapter 5.1.1) and the Artificial Road Network
- Road Block scenario (Chapter 5.1.3). This contributes to the task of defining
metrics that fulfil Req 1 to Req 5.

3. Martin Goller and Sven Tomforde: On the Stability of (Self-)Adaptive Be-
haviour in Continuously Changing Environments: A Quantification Ap-
proach – In Elsevier Array 2021 [77].
This paper provides a deeper evaluation of the Configuration Stability and intro-
duces the Artificial Road Network - Rush Hour scenario (Chapter 5.1.4).

4. Martin Goller and Sven Tomforde: Assessment of Configuration Stability
and Variability in Collections of Self-Adaptive Systems – 2021 IEEE Inter-
national Conference on Autonomic Computing and Self-Organizing Systems Com-
panion (ACSOS-C) [75].
Here, the Configuration Variability (Chapter 4.3.5) is defined and evaluated in the
Flocking scenario and the Artifical Road Network - Rush Hour scenario. This,
again, contributes to the task of defining metrics that fulfil Req 1 to Req 5.

5. Martin Goller and Sven Tomforde: Beyond Homeostasis: A Novel Approach
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for Assessing the Stability and Coherence of Self-Adaptive Systems –
2021 IEEE Intl Conf on Dependable, Autonomic and Secure Computing, Intl Conf
on Pervasive Intelligence and Computing, Intl Conf on Cloud and Big Data Com-
puting, Intl Conf on Cyber Science and Technology Congress (DASC / PiCom /
CBDCom / CyberSciTech) [76].
This paper establishes the Coherence Metrics (Chapter 4.3.6) and evaluates them
in the Flocking scenario, the Artificial Road Network - Rush Hour scenario, and
the Game of Life scenario (Chapter 5.1.7). This is another contribution to the task
of defining metrics that fulfil Req 1 to Req 5.

6. Martin Goller and Sven Tomforde: Identifying Adaptation Changes in Col-
lections of Self-Adaptive Systems – 2022 IEEE International Conference on
Autonomic Computing and Self-Organizing Systems Companion (ACSOS-C) [78].
In this paper, we present the extension of the framework for the application in a
root cause analysis (Chapter 6). Here, we see how the framework contributes to
our central problem statement: Identifying noteworthy self-adaptation events on a
system-wide level at runtime in different systems.

7. Martin Goller and Sven Tomforde: Runtime Assessment of the Parameter
Utilisation in Adaptive Systems – 2022 IEEE International Conference on
Pervasive Computing and Communications Workshops and other Affiliated Events
(PerCom Workshops) [79].
The Global Parameter Usage and Average Parameter Usage metrics (Chapter 4.3.7)
are introduced in this paper together with an evaluation in the Artificial Road
Network - Rush Hour scenario and the Smart Camera scenario (Chapter 5.1.2).
This is one more contribution to the task of defining metrics that fulfil Req 1 to
Req 5.

8. Martin Goller, Ingo Thomsen, Ghassan Al-Falouji, and Sven Tomforde: Abnormal
Behaviour Detection of Self-Adaptive Agents in Traffic Environments –
2023 IEEE International Conference on Autonomic Computing and Self-Organizing
Systems Companion (ACSOS-C) [73].
This paper presents the evaluation of the Configuration Stability, the Configuration
Coherence, and the Global Parameter Usage in the Life-Like Road Network scenario
(Chapter 5.1.5) and the Maritime Traffic scenario (Chapter 5.1.6). Again, this con-
tributes to our central problem statement: Identifying noteworthy self-adaptation
events on a system-wide level at runtime in different systems. In this case with a
focus on real-world applications.
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1.5 Organisation of the Thesis

The core parts of the train of thought in this thesis are shown in Figure 1.1: the description
of the system model that we use, the measurement framework that uses the output from
the system, and the evaluation and application of the framework.

Figure 1.1: The main parts of the thesis: a measurement framework (Chapter 4)
collects data from a SASO system (Chapter 2), creates several time series as output,
which are then evaluated with a focus on event detection (Chapter 5) and finally ap-
plied in a root cause analysis (Chapter 6).

In detail, the thesis is structured as follows: In Chapter 2, we will give the overall con-
text that this thesis lies within. In Chapter 2.1, we will learn about complexity, followed
by self-adaptation and self-organisation in Chapter 2.2, an overview of related research
fields (Chapter 2.3), and our system model in Chapter 2.4. Chapter 3 gives an overview
of existing metrics for self-adaptation and self-organisation and other assessment ap-
proaches for self-adaptive systems. Then, we come to the theoretic core in Chapter 4,
where we will introduce our metrics. With the formulae at hand, we will evaluate the
metrics in several scenarios in Chapter 5. Chapter 6 shows the application of the frame-
work in a root cause detection scenario. For this, we will have a short introduction to
the domain of root cause detection in Chapter 6.1, followed by the actual application in
Chapter 6.3 and a comparison with other approaches (Chapter 6.5). Chapter 7 concludes
the thesis with a summary (Chapter 7.1), an outlook on future work and open questions
(Chapter 7.2).



Chapter 2

Background

At its core, this thesis deals with complex technical systems. Therefore, we will inves-
tigate what complexity is in Chapter 2.1 first. Then, to set the stage for the SASO
assessment (i.e. the assessment of the self-adaptation behaviour of the SASO system),
we need to talk about the basic context we are in and the underlying notions. For this,
Chapter 2.2 will give a short introduction to self-adaptation and self-organisation. After
that, we will take a look at two research initiatives that have a major impact on SASO
system designs: Autonomic computing (Chapter 2.3.1) and Organic Computing (Chap-
ter 2.3.2). Next, we will glance at the field of multi-agent systems in Chapter 2.3.3 and
a few other research fields (Chapter 2.3.4). All this leads to the system model we will
use in this thesis. We will discuss it in Chapter 2.4.

2.1 Complexity

What is complexity, and what is complex? The Merriam-Webster online dictionary de-
fines the adjective complex as ”hard to separate, analyse, or solve” [266] and as the
opposite of simple. A synonym would be complicated. Researchers either stick with this
definition or create one that suits their purposes. Therefore, there is no unique definition
of complexity among scientists [101].

2.1.1 Complex Systems

SASO systems are built to handle complexity, either the complexity of its environment
or the complexity of the problem to solve. If it is the environment, then we could see
that environment as a complex adaptive system [63]. Such systems are characterised by
several properties [36], such as non-linear interactions, but a strict definition for the term
complex is not given. A (not very strict) definition based on the interactions is given by

8
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H. Simon, who defines a complex system as a large set of elements that interact in a non-
trivial way [209]. Here, the emphasis is on the non-triviality. Other definition approaches
to complex systems are based on the presence of emergence in the system. That means
the system has properties that are only observable at the macro level. Cotsaftis argues
that it is the emergence that distinguishes complex systems from complicated ones [37].
Standish states that complexity in complex systems can have two connotations: quality
and quantity. If seen as quality, the complexity of a system refers to the presence of
emergence. If seen as quantity, complexity refers to the amount of information needed
to specify the system [215].

For this thesis, the complexity of a system is of minor importance. Therefore, we
accept any definition of complex systems that defines distributed control systems as
complex.

2.1.2 Complex Problems

The actual control problem that the SASO system should solve is given by its goal or
utility function. From this point of view, the complexity of the problem refers to its
computational complexity [203], where we have strict definitions at hand. Examples
here are the Kolmogorov complexity of strings or the time complexity of algorithms.
Basically, the Kolmogorov complexity of a string is the length of the shortest algorithm
that produces that string [112]. The time complexity of an algorithm, on the other hand,
describes the relation between the size of the input of the algorithm and the time it needs
to run [211].

If we step back and take a look from a distance, we see that the utility function
is given by the system designer. The designer interprets the real-world problem and
translates it into a computational problem. At this point, we have to note that the term
complexity in ”real-world problems” is usually not the same as computational complexity.
A mathematical definition of problem complexity at this abstraction level is given by
Saladoa & Nilchiania [198], who define the complexity of a problem as a function of the
size of the solution space, which takes the requirements of the problem and their conflicts
into account.

Another point of view on problem complexity is given by agile project management
methods. Here, a problem is defined as complex if there are sufficient uncertainties about
the requirements or the possible approaches to solve the problem. Problems that can be
solved with upfront planning and expert knowledge are considered complicated [140]. For
complex problems, agile management methods (e.g. Scrum [269]) propose project teams
that are self-organising and self-adaptive – a SASO system consisting of humans.

A general overview of different notions and the etymology of the words complex and
complexity can be found in [6].
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2.2 Self-Adaptation & Self-Organisation

Self-adaptation and self-organisation are processes within systems that are established
and managed by the system itself. Such processes and properties that are caused and
maintained by a system itself are called self-* or self-x properties [270]. In the scientific
literature, several self-* properties are investigated. The CAS group wiki lists more than
30 properties in six categories: healing, reconfiguring, optimising, autonomy, sense of self,
and protecting [270]. Several authors use different ideas to classify and categorise these
properties. While Hermann et al. subsume self-adaptation and self-organisation under
the notion of self-management [89], the autonomic computing (AC) initiative (see Chap-
ter 2.3.1) defines self-configuration, self-optimisation, self-healing and self-protection as
the parts of self-management [105]. On the other hand, Salehie & Tahvildari introduce
a hierarchy of self-* properties where the four AC properties are aspects of the general
self-adaptation property and are based on self-awareness [199].

Since the focus of the thesis is on self-adaptation and self-organisation, we will now
investigate these two notions more closely.

2.2.1 Self-Adaptation

For the introduction to self-adaptation, we will adhere to the book An Introduction to
Self-Adaptive Systems by Weyns [241]. Unless stated otherwise, all statements in this
chapter are taken from there.

The field of software engineering has seen several fundamental shifts of thinking and
focus. The first is the shift in focus from development time to runtime. Before that,
the focus was on getting everything right during the development. If a running sys-
tem encountered problems at runtime, it was taken offline, fixed and then redeployed.
But today, most public-facing systems must be continuously available. Downtimes for
maintenance are unacceptable. This requires the system to be modifiable at runtime.

The second shift is the increasing level of uncertainties that modern systems face. In
the past, software was developed for a known environment, and most components were
under the control of the developers. Today, systems operate in much more uncertain
contexts: unpredicted changes in load, unstable communication networks, faults that
arise from interaction with other systems or external attacks.

The third shift is the interest in automation to reduce costs. Although the costs
for acquiring and developing increasingly complex systems are dropping, the total cost
of ownership has been rising in the past. The reason for this was the need for system
administration which took up larger and larger fractions of the operational budget. The
automation of routine tasks performed by the administrators countervails that. Moreover,
for today’s complex systems, complete human oversight and control is simply not possible.
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Finally, the fourth shift is the commoditisation of artificial intelligence (AI). While
mostly limited to special niches (e.g. robotics) in the past, the increasing availability of
planners, machine learning, genetic algorithms, and game-theoretic decision systems has
made it possible to harness sophisticated reasoning and learning mechanisms in support
of automation.

These shifts lead to several crucial questions, such as: ”What are the unifying prin-
ciples of self-adaptive systems”, ”How to ensure that system requirements are met even
if they change”, ”How to prevent the adaptation from getting out of hand”, or ”How to
create trust in systems without human oversight?” The discipline of self-adaptive sys-
tems attempts to answer these questions. For this, ideas from a wide range of fields are
exerted, from control theory over biology and ecology to software architecture and AI,
and many more.

Due to this multiplicity of influences, there is no general agreement on a definition of
the notion of self-adaptation. However, Weyns presents two basic principles that deter-
mine what a self-adaptive system is:

Principle 2.2.1 (External principle). A self-adaptive system is a system that can han-
dle changes and uncertainties in its environment, the system itself, and its goals au-
tonomously (i.e. without or with minimal required human intervention).

Principle 2.2.2 (Internal principle). A self-adaptive system comprises two distinct parts:
the first part interacts with the environment and is responsible for the domain concerns
— i.e. the concerns of users for which the system is built; the second part consists of
a feedback loop that interacts with the first part (and monitors its environment) and is
responsible for the adaptation concerns – i.e. concerns about the domain concerns.

Based on these two principles, Weyns gives a conceptual model of a self-adaptive
system, which we see in Figure 2.1. His model comprises four essential elements: envi-
ronment, managed system, feedback loop and adaptation goals.

The environment refers to the part of the external world with which a self-adaptive
system interacts and in which the effects of the system will be observed and evaluated.
The environment can include users as well as physical and virtual elements. The environ-
ment is a source of uncertainty. Neither the observations by the sensors nor the effects
of the interactions can be guaranteed.

The managed system provides the function to the users. For this, it senses and
affects the environment using sensors and actuators.

The adaptation goals relate to quality properties of the managed system. In general,
four principal types of high-level adaptation goals can be distinguished: self-configuration
(i.e. systems that can change their configuration automatically during runtime without
external intervention), self-optimisation (systems that continually seek ways to improve
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Figure 2.1: The conceptual model of a self-adaptive system by Weyns [241]

their performance or reduce their cost), self-healing (systems that detect, diagnose, and
repair problems resulting from bugs or failures), and self-protection (systems that defend
themselves from malicious attacks or cascading failures).

Finally, the feedback loop comprises the adaptation logic that deals with one or
more adaptation goals. To realise the adaptation goals the feedback loop monitors the
environment and the managed system and adapts the latter when necessary to realise the
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adaptation goals. Weyns divides this feedback loop into four steps: monitoring, analysing,
planning and execution (MAPE) [134] (see Figure 2.2). The research field of Autonomic
Computing (see Chapter 2.3.1) extends this layout of a feedback loop with a shared
knowledge base (see Figure 2.5).

Figure 2.2: The MAPE loop

For a more profound introduction to self-adaptive systems, we recommend Weyns’s
book as a whole. For a survey on academic research on this topic, we refer to Maćıas-
Escrivá et al. [134], who give an overview of approaches, research challenges and applica-
tions. For further reading on the more specific topic of developing self-adaptive systems,
we refer toKrupitzer et al. [115], where the current development approaches are classified
and compared. Another noteworthy point is the meta-level: the self-adaptation of the
self-adaptations mechanisms. Krupitzer et al. give an overview in [116].

2.2.2 Taxonomy of Self-Adaptation

Self-adaptation can be investigated from several points of view, and specific aspects lead
to distinct questions. The architectural point of view might ask which components are
involved in the self-adaptation, while the reasoning point of view would like to know why
the self-adaptation is happening.

To get an overview of these stances, a taxonomy of self-adaptation and its aspects
is helpful. The most comprehensive taxonomies are those presented by Rohr et al. [190]
and Krupitzer et al. [117]. Both are based on the 5W + 1H questions by Salehie &
Tahvildari [199]:

• When to adapt?
• Why do we have to adapt?
• Where do we have to implement change?
• What kind of change is needed?
• Who has to perform the adaptation?
• How is the adaptation performed?

Figures 2.3 and 2.4 show the two proposed taxonomies, which both consist of five dimen-
sions. Although the version of Krupitzer et al. is more refined, both approaches use the
same aspects for their major dimensions. Let us examine these dimensions closer:
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Figure 2.3: The taxonomy of self-adaptation by Rohr et al.

Figure 2.4: The taxonomy of self-adaptation by Krupitzer et al.

Activation/Time

The dimension Activation (Rohr)/Time (Krupitzer) answers the question of when to
adapt. In this case, reactive stands for adaptations that take place after an event is
detected and the need for a reaction to this event is identified. In contrast, predictive
self-adaptation takes place because the system predicts that such an event might occur
in the near future. Lastly, proactive self-adaptation results from efforts to increase the
performance of the system. This takes place without any disruptive event.
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Origin/Reason

With Origin (Rohr)/Reason (Krupitzer), the question of why we have to adapt is inves-
tigated. Both taxonomies use slightly different ideas to answer the questions. However,
all of them agree on the fact that the reason for self-adaption is some kind of change: a
change in the environment, the system itself, the context, the resources, or the wishes of
the user.

System Layer/Level

The dimension System Layer (Rohr)/Level (Krupitzer) describes where the self-adaptation
is implemented. Both taxonomies distinguish the location of adaptation according to the
levels of system architectures, from hardware at the lowest level and the actual applica-
tion at the top. This dimension answers the questions of where and who.

Operation/Technique

At the dimension of Operation (Rohr)/Technique (Krupitzer), the kind of change needed
is addressed. Possible alternatives include the adaptation of parameters, the system’s
structure, the context, the communication between components, or the behaviour of
components.

Controller Distribution/Adaptation Control

While the other four dimensions in both taxonomies answer the respective question at the
same level, here we see a substantial difference. The Controller Distribution dimension
in Rohr’s taxonomy only answers how the adaptation is controlled (see Chapter 2.3.2
for details on this point). Krupitzer moves this distinction to a subdimension under
the Adaptation Control and accompanies it with the aspects of Approach and Decision
Criteria. This fifth dimension answers the question of how the adaptation is performed.

2.2.3 Self-Organisation

Self-organisation is observable everywhere around us. The complex mechanisms in a
human ovule can lead to the reproduction of this cell. With some time, these new cells
will organise themselves to form a human body [216]. Eventually, those human bodies
are capable of organising themselves in social structures [60]. Self-organisation exists on
all scales: from the microscopic world – water molecules that form snowflakes [157] – to
the largest scale where self-organisation is visible in galaxies [33]. Another example is
the flocking behaviour of birds. We will take a closer look at that in Chapter 5.1.1.
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In scientific literature, the notion of self-organisation was introduced by Ashby in the
1940s [8]. He used the term to describe the formation of patterns that emerge from the
cooperation of individual entities. Since self-organisation is a research subject of many
different scientific fields, including biology [46], sociology [60], and computer science [49],
there is no exact definition of it that is universally accepted [55]. In this thesis, our focus
is on technical systems. One definition for self-organisation in this field is given by Di
Marzo Serugendo et al., who define self-organisation as the mechanism or the process
enabling a system to change its organisation without explicit external command during its
execution time [48]. Another one is presented byHeylighen, who defines self-organisation
as the spontaneous creation of a globally coherent pattern out of the local interactions
between initially independent components [90]. A review of definitions and concepts of
self-organisation is given by Halley & Winkler [85].

For this thesis, we will use the definition given by Elmenreich & Meer [54] for net-
worked systems:

Definition 2.2.3. A self-organising system is a set of entities that achieves a global
system behaviour via local interactions between its entities without centralised control.

Together with this definition, Elmenreich & Meer distinguish three different ap-
proaches to model a self-organising system: differential equations, cellular automata and
agent-based systems. For the latter, we refer to Chapter 2.3.3, where we will investigate
multi-agent systems.

Differential Equations

A basic example of the self-organisation effects in models described by differential equa-
tions [58] are predator-prey systems [236]. Such systems contain two types of animals,
typically named rabbits (the prey) and foxes (the predators). The populations of the
animals follow four simple rules:

• Rabbits reproduce at a given birth rate ε1.
• A rabbit dies if caught by a fox. This death rate is γ1. The number of deaths is

proportional to the number of foxes.
• The reproduction rate of the foxes is γ2. The number of new foxes is proportional

to the number of rabbits.
• Foxes die with a given death rate ε2.

These rules can be compiled into two differential equations:

dN1

dt
= N1(ε1 − γ1N2) (2.1)

dN2

dt
= N2(ε2 − γ2N1) (2.2)
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where N1 and N2 are the number of rabbits or foxes, respectively. On evaluation, this
system shows periodic oscillations of N1 and N2. Examples of models of population
dynamics that use this approach include predator-prey systems with diseases [129], sys-
tems with three species [59], and systems with a differentiation of young and adult
predators [127].

Another important example of self-organising systems modelled with differential equa-
tions are reaction-diffusion systems. In chemistry, this refers to systems where chemical
reactions occur locally, and the resulting substances then spread across a surface [67].
In biological systems, many processes can be described by such systems. A review of
pattern formation based on reaction-diffusion equations can be found in [39].

Cellular Automata

Cellular automata [47] are a model for systems where the entities can be represented by
cells of a discrete grid, and every cell/entity can only assume a finite number of possible
states. Furthermore, the next state of a cell only depends on its current state and the
current state of its neighbours.

Applications for cellular automata are the modelling of predator-prey systems [32],
traffic jams [152], thermodynamic systems [246] and others.

One of the most prominent examples of cellular automata is Conway’s Game Of
Life [61]. Here, the cells can have two states: dead and alive. The next state of a cell
depends on the number of living cells in its neighbourhood. Conway’s classic rules are:

• The neighbourhood of a cell are the eight adjacent cells.
• A dead cell becomes alive if there are precisely three living cells in the neighbour-

hood.
• A living cell dies if there are less than two living neighbours.
• A living cell with two or three living neighbours stays alive.
• A living cell with more than three living neighbours dies.
Depending on the starting states of the cells, interesting patterns can emerge: static

clusters of living cells, oscillations of death and birth and oscillating patterns that move.
With the correct starting states, these yet so simple rules can even form a Turing ma-
chine [186]. The aspect of self-organisation in cellular automata lies in the fact that
random starting states can produce specific patterns.
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2.2.4 Properties of Self-Adaptive & Self-Organising Systems

As a short summary, with respect to the aforementioned notions of self-adaptation and
self-organisation, and according to Banzhaf [10] and Nakagawa [153], we can state that
SASO systems have the following properties:

• They consist of several distributed system parts.
• They show a strong correlation of the system parts.
• There are positive and negative feedback loops.
• They are resilient against errors and disturbances.
• They exhibit emergence.
• They evaluate their own behaviour, goals, and internal states.
• And they can dynamically change their behaviour.

2.3 Research Fields

To bring the general concepts of self-adaptation and self-organisation to actual technical
systems, several research initiatives have created theoretical foundations and investigated
ways of applications. The two initiatives with the most influence are Autonomic Com-
puting, which we will introduce in Chapter 2.3.1, and the Organic Computing initiative
(Chapter 2.3.2).

In Chapter 2.3.4, we will see other research fields with contributions to this topic.
This thesis deals with decentralised configurations. Hence, we will investigate multi-agent
systems in Chapter 2.3.3 as prototypes for such decentralisation.

2.3.1 Autonomic Computing

In 2001, IBM published an article [94] stating that the growing software complexity
would become a significant obstacle to further progress. Millions of lines of code, large
heterogeneous environments and more and more interconnected systems were reaching
a point at which even the most skilled humans could not keep pace with tasks neces-
sary to keep everything running. Focused on the management and automation of data
centres and based on the notion of the autonomic nervous system, which controls low-
level functions in the human body, Kephart & Chess, researchers at IBM, introduced
the concept of autonomic computing (AC) [105] in 2003. The core of the concept is the
self-management of autonomic computing systems which moves maintenance tasks and
other details of operation from the administrator to the system itself. Kephart & Chess
specify four aspects necessary for self-management: self-configuration, self-optimisation,
self-healing and self-protection.
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In the context of AC, self-configuration means that only high-level configuration
policies are given by an administrator. The configuration of systems and components is
automated and follows those policies.

For Kephart & Chess, self-optimisation is the ability to identify and seize opportu-
nities to improve performance or reduce cost. To achieve this, AC systems can change
their own parameters, outsource functions and proactively apply updates. To make ap-
propriate decisions, the autonomic systems are equipped with learning capabilities.

Self-healing stands for the ability to detect, diagnose, and repair localised problems
in hardware and software. Here, a possible method would be the online analysis of logfiles,
possibly augmented with data from special monitoring components. If the system cannot
solve the problem, it informs the administrator.

The self-protection of an autonomic system is accomplished by methods to de-
fend the system against malicious attacks and failures not covered by the self-healing
mechanisms.

Figure 2.5: The model for an autonomic element as defined by IBM [105]

Kephart & Chess model an autonomic system as a set of interactive entities that
contain resources and provide services to other entities and human users. Such an entity
is called an autonomic element. Each autonomic element manages its own behaviour and
interactions in accordance with policies that humans or other elements have set. The
system-wide self-management will emerge from the local self-management of the elements
and their interactions.

Figure 2.5 shows the model for an autonomic element. It consists of one or more
managed elements and one autonomic manager. The managed element is the part
that provides the service or a resource. This part can be a hardware component such
as a printer, a storage device or a CPU, or a software resource such as a database or a
name service. The autonomic element provides interfaces to be monitored and controlled
by the autonomic manager. The autonomic manager monitors the environment and
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the managed element. Based on the analysis of this information, the autonomic manager
creates and executes plans to satisfy the four aspects of self-management. Here, the
MAPE loop is extended by a shared pool of knowledge (MAPE-K), which all four steps
can access. It contains all available data necessary to fulfil the self-management. That can
include the system policies set by the administrator, information about the environment,
historical data, or the results of the learning process.

In the sense of self-adaptation, the AC system model maps directly to Weyns’ con-
ceptual model. The managed element in an AC system is the managed system in Weyns’
model and the autonomic manager in AC is Weyns’ managing system. Furthermore,
since an AC system consists of several interacting entities and has no centralised control
instance (except the top-level policies), we see that an AC system fulfils our definition of
self-organisation.

Autonomic Computing Applications

Starting from this sketchy vision, autonomic computing has received broad attention [118]
in the last two decades. In 2003,Koehler et al. presented an AC architecture that ensures
a specific behaviour [111]. White et al. defined architectural requirements for achieving
the goals of AC in 2004. In the following years, many more architectures and models
were proposed. An overview is given in [45].

On the practical side, autonomic computing designs were applied in several domains:
adaptive webserver applications [255], autonomic grid applications (AutoMate [165]), and
large server farms [35]. Liu et al. presented a programming framework for autonomic
applications [128]. A short overview of AC-based applications can be found in [210]. A
practical guide to the design and implementation of AC systems was given byLalanda et
al. [118].

2.3.2 Organic Computing

Started in 2003, the Organic Computing (OC) initiative [146] is the second major ini-
tiative dealing with SASO systems. While running parallel with AC, the two initiatives
have different backgrounds: AC is rooted in commercial applications and centred in the
US, while OC originates from an academic background in Europe.

The objective of OC is the technical usage of principles observed in natural systems.
Against the background of increasingly complex computer systems, the central idea of OC
is the orientation towards the needs of the humans who use and depend on such systems.
To meet this idea, OC systems are inspired by the notions of independence, flexibility,
and autonomy as basic properties of natural systems. Hence, OC defines an organic
computing system as a self-organising, self-configuring, self-healing, self-protecting, self-
explaining, and context-aware technical system that adapts dynamically to the current
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conditions of its environment [147, 232]. In summary, an OC system should behave
life-like.

In contrast to the authors of the Vision of Autonomic Computing [105], the initiators
of OC give no closer explanation of what the self-* properties (e.g. self-healing) mean or
what they should accomplish. Although for AC the intended goal of the self-* properties
is described, formal definitions are missing. This gap is closed by Berns et al., who give
formal definitions of several self-x properties [20]. Using AC as a reference, the definitions
are given in the general domain of self-adaptive and self-organising systems. This makes
them applicable to OC systems if needed.

Another difference between AC and OC is the intended use. While AC is directed at
IT infrastructure systems, OC focuses on large collections of intelligent devices providing
services to humans [200]. Despite this broader spectrum of applications, most OC systems
follow the basic observer/controller design pattern introduced in [146] and refined in [189]
which is the core of most OC system models.

The Organic Computing System Model

Figure 2.6: The basic concept of the Observer/Controller design pattern [189]

The orientation towards the needs of the human user requires OC systems to be
able to react to changes. Not only those needs, given as system goals, might change at
runtime, but also the environment and the internal conditions of the system can change
in a way that prevents the system from fulfilling the needs/system goals if no action
is taken. Such a reaction usually results in an adaptation of the system behaviour or
conforms with one or more of the self-* properties. For this to be appropriate, the system
needs a feedback loop. While in AC systems the feedback loop is designed as a MAPE-K
loop, most OC systems use the more general approach of the observer/controller pattern.
This architecture consists of three main components: the observer, the controller and the
system under observation and control (see Figure 2.6).
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The system under Observation and Control (SuOC) is, analogous to the man-
aged element in AC, the productive part of the system. It performs the actions necessary
to comply with the system goal. This capability is self-contained, i.e. the SuOC provides
its functionality without the need for the observer and controller and will remain func-
tional even if the controller or observer breaks down. The SuOC is generally considered
a set of individual elements with specific attributes (in terms of a multi-agent system).
The SuOC needs to provide interfaces for monitoring and receiving control commands.

The observer monitors the state of the SuOC and its dynamics, including raw data,
the SuOC elements, and global system attributes. Furthermore, it collects information
about the environment, either directly or through the sensor data of the SuOC. The main
tasks of the observer are the creation of an aggregated view of the current global system
status and the prediction of the future status of the system.

Using the information provided by the observer, the controller decides whether the
SuOC needs a controlling interference. The three main reasons to interfere are

1. to influence the system such that a desired behaviour emerges,
2. to inhibit a currently appearing unwanted behaviour and
3. to alter the system so that specific unwanted behaviours cannot occur in the future.

To achieve this, the controller can influence the decision rules of the elements and the
connections and relationships between the elements (and thus the structure of the SuOC).

The OC architecture can be extended to a multi-level control hierarchy. In some
applications, it is beneficial to split the entities in the SuOC into several groups and assign
to each group an intermediate observer/controller. These groups then act as entities of a
higher level SuOC with its own observer and controller. An example of such a delegation
of control is a traffic control system where each intersection is modelled as an OC system
to control the local traffic flow, and groups of several intersections are controlled by
a higher-order observer/controller to optimise the regional traffic flow [27]. Figure 2.7
shows some of the possible control structures. In a hierarchical control structure, mixtures
of central and distributed OC systems can be implemented in the lower control levels.
The OC architecture can be extended and customised in several other ways. We refer
to [227, 229] for more examples.

(a) central (b) distributed (c) hierarchical

Figure 2.7: Some possibilities of the control structure in OC systems
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Compared to Weyns’ self-adaptation model, the SuOC is the managed system in
Weyns’ model, and the tandem of Observer and Controller in OC maps to Weyns’ man-
aging system. Regarding self-organisation, we have to note that an OC system does not
fulfil Elmenreich & Meer’s definition (see definition 2.2.3). Although often implemented
as a collection of several entities, the SuOC can be a single system which, furthermore, is
not free from a central controlling instance. On the other hand, within the OC initiative
the OC systems are defined as self-organising.

Organic Computing Applications

Several applications use the observer/controller design pattern or are inspired by it: the
Organic Computing in Off-highway Machines [250] proposes a system to manage the
components of off-highway machines (e.g. tractors) to increase efficiency. The OC design
has been proposed for small devices such as smart surveillance cameras [225] and simple
cleaning robots [188], in a complete smart home environment [12], in a regional traffic
control system [176], for network protocols [223], and for middleware task allocation with
artificial hormone systems [160]. An overview of OC systems can be found in [229].

2.3.3 Multi-Agent Systems

A multi-agent system (MAS) is a set of multiple interacting agents [247]. WhileWoolridge
defines an agent as a computer system that is situated in some environment and that is
capable of autonomous action in this environment in order to meet its delegated objec-
tives [247], other authors are less restrictive and accept every type of autonomous entity
as an agent, even humans [57]. Although most applications only use one type of agent,
heterogeneous MAS are possible [121], such as teams consisting of robots and humans.
Another definition with a focus on interaction is given in [239]. There, an MAS is defined
as a system comprising two or more agents, cooperating with each other while achieving
local goals.

Besides autonomy, agents in an MAS have two other important properties: 1) they
only have limited information about the internal states and environmental conditions of
other agents. And 2) there is no central instance that controls the agents. Both total
knowledge and central control would allow the agents to fully synchronise, which would
reduce the MAS to a monolithic system [163].

Multi-agent systems are used to model or solve complex problems where a monolithic
system design would be inefficient or even foredoomed. Another area of application
are heuristic approaches to problems that are either not solvable or too complex to be
reasonably solved with other means [98].

In contrast to AC and OC, which are approaches to the system engineering of SASO
systems, multi-agent systems provide a way for modelling and analysing specific problem
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domains.
In general, self-organisation or self-adaptation are no required properties of multi-

agent systems. A simple example of an MAS that does not require them is Conway’s
Game of Life (see Chapter 2.2.3). Here, the properties are not defined in the design.
Yet, the self-organisation emerges at runtime. Of course, MAS with these properties are
important tools in research and application [48, 242].

Multi-Agent System Architectures

In literature, multi-agent systems are differentiated by the types of their agents. The
main classification aspect is how an agent makes decisions on its actions. Woolridge [247]
distinguishes between table-driven, reactive, deductive reasoning and practical reasoning
agents.

Table-driven agents can be used if the environment can be modelled to be discreet,
i.e. with a finite number of variables and a finite number of states. Here, the agent can
be equipped with a lookup table that contains the desired action for all possible states
of the environment [217]. Besides the discreet environment, these agents are limited by
the practical aspects of the table (available memory/space and lookup time).

The terms reactive and reflex(ive) agents are used synonymously and describe
agents that use a set of rules to determine their next step [247]. In a classical IF-THEN
format, each rule maps a specific condition of the environment and the agent to an action.
Although these agents are not limited to discreet environments, they can be seen as a
subtype of table-driven agents.

Deductive reasoning agents use logical deduction [192] to determine their next
step. The information on the environment, the internal state, and the desired behaviour
are stored as formulae of first-order predicate logic [51]. The agent then uses logical
deduction rules to transform its current state and the available information into an
action [247]. Here, the focus is on the available information. Since the information is
only based on the agent’s perception, it has no indication of whether the information is
actually accurate. Therefore, the information is often called the beliefs of the agent.

The class of practical reasoning agents sets the focus on the eventual action. The
notion of practical reasoning is defined by Bratman as the matter of weighing conflicting
considerations for and against competing options, where the relevant considerations are
provided by what the agent desires/values/cares about and what the agent believes [24].
Practical reasoning is divided into two parts: deliberation and means-ends reasoning.
Here, deliberation is the act of deciding what the agent wants to achieve and means-
ends reasoning is the act of deciding how to achieve that. A prominent instance of this
approach are BDI agents [183]. The BDI agent model separates three entities: beliefs,
desires, and intentions. A desire is a compromise between the (sometimes conflicting)
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goals that the agent wants to achieve. An intention is the outcome of the beliefs and a
desire. It is the basis for the agent’s next actions. Figure 2.8 illustrates the concept.

Figure 2.8: A model for BDI agents [1].

In the research domain of artificial intelligence, agents are usually classified with the
system given by Russel & Norvig [197] which aims at the level of perceived intelligence
and capabilities and contains five classes:

1. Reflex agents.
2. Model-based agents, that use the perceptions of the environment, the current

internal state, a set of condition-action rules, and a model about the environment
to determine the next action.

3. Goal-based agents are model-based agents with a goal function that guides their
actions.

4. Utility-based agents are goal-based agents that are trying to maximise the utility
in the goal selection.

5. Learning agents can learn from their past actions and the environment.

Multi-Agent System Applications

Multi-agent systems have been implemented in a wide range of industrial and commercial
contexts. Luck et al. list the following domains with MAS applications: manufacturing,
process control, telecommunication systems, air traffic control, traffic and transportation
management, information filtering and gathering, electronic commerce, business process
management, human capital management, skills management, (mobile) workforce man-
agement, defence, entertainment, and medical care [131]. Examples from these domains
include a system for managing a dynamic business process for British Telecom [98], a sys-
tem for testing negotiation protocols in e-commerce [158], and a decision support system
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for managing electricity transportation systems [99].
Another application for MAS is the modelling and simulation of interacting entities.

Here, examples are the simulation of predator-prey systems [123], the modelling of social
interactions of humans [136], and simulating flocks of birds [218].

Creating MAS simulations and implementing software agents take some effort. Sev-
eral frameworks and simulation tools have been developed for a wide range of program-
ming languages to simplify these tasks. An overview is given in [161]. One of these
frameworks is MASON [132], a versatile Java framework for multi-agent simulations.
The evaluations (cf. Chapter 5) in this thesis are implemented with it. Moreover, several
specialised programming languages for implementing agents have been created. A survey
on such languages can be found in [30].

2.3.4 Further Initiatives and Research Domains

The concepts of self-adaptation and self-organisation in technical systems are not lim-
ited to the three domains mentioned above (AC, OC and MAS). One crucial building
block for self-adaptation is the concept of feedback loops, which are studied in control
theory. The research field of cybernetics can be seen as a predecessor of AC and OC.
Other related domains are pervasive/ubiquitous computing, proactive computing, complex
adaptive systems, and interwoven systems. Let us have a short glance at them.

Control theory

As a field in engineering and mathematics, control theory deals with the control of dy-
namic systems. While early applications of feedback control can already be found in
antiquity (e.g. the water clock by Ctesibius of Alexandria [262]), the theoretical foun-
dations were laid by Maxwell in 1868 [138]. The objective of control theory is to create
models or algorithms that steer the input of a system to reach a desired state or output
of the system while maintaining stability of control. The core concept to achieve this
are control loops where the system input is controlled by a controller instance. These
loops are typically distinguished into open and closed loop systems [69]. In closed con-
trol loops (see Figure 2.9b), the system output is measured and compared to a reference
value. The deviation is used by the controller to create a control signal, which is used
as the system input. An example of such a closed-loop system is a heating element with
a thermostat. The thermostat measures the room temperature and controls the flow of
warm water to the heating element. This flow then influences the room temperature.
The feedback loop in Weyns’ self-adaptive system model is an example of such a closed
control loop. Figure 2.9a shows the concept of the open loop. The output of the system
is not considered by the controller. Here, an example is a heating controlled by a timer
where the controller determines the flow of warm water only by the current time.
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(a) open control loop (b) closed control loop

Figure 2.9: The two principal types of control loops in control theory

Cybernetics

Cybernetics is a wide-ranging field across several research domains that deals with control
and regulation in technical and non-technical systems [7]. The term cybernetics was
introduced by Wiener in the late 1940s [243]. Contributions to cybernetics research
come from diverse domains, including biology [139], sociology [202], medicine [113], and,
of course, engineering [62]. The core concept of cybernetics is feedback – the observed
results of actions are taken as input for further actions. This is generally modelled with
a closed control loop as defined in control theory. Also, Ashby presented his ideas on
self-organisation [8] in the context of cybernetics.

Pervasive/Ubiquitous Computing

In the past, the actual physical location where computation took place was easy to tell:
the mainframe computer in the big building across the campus or the desktop system
in front of you. Today, this is more challenging. We have numerous small and intercon-
nected devices that either perform the computation or delegate it through the network
to another system. Computation takes place everywhere and at all times. The research
fields of pervasive computing [87] and ubiquitous computing deal [184] with this phe-
nomenon. Although the two terms are often used synonymously, some authors see slight
differences in their meaning [191]. The combination of ideas from pervasive and auto-
nomic computing is used to address complexity and management issues in distributed
systems [80]. And since pervasive computing investigates systems with many computing
elements, the connection to multi-agent systems is at hand [3].

Proactive Computing

The main focus of proactive computing [220] is to proactively anticipate the needs of a
user. The ideas of autonomic and organic computing were inspired by proactive comput-
ing. For example, autonomic and proactive computing share concepts from ubiquitous
computing and distributed systems but differ in their primary goals: management and
interactivity in autonomic computing and anticipation in proactive computing [237].
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Complex Adaptive Systems

The research field of complex adaptive systems (CAS) investigates multi-agent systems
where the agents and the system itself have self-adaptation capabilities. Important prop-
erties of CAS are communication, cooperation, specialisation, and self-organisation [63].
AC and OC systems are subclasses of CAS with additional properties.

Interwoven Systems

Interwoven Systems is a research initiative that studies complex systems consisting of
several subsystems that show specific properties like mutual influence, heterogeneity, un-
certainty of behaviour, and real-time reactions. The focus of the initiative, which emerged
from early contributions to the organic computing initiative [224], is to provide solutions
for questions of manageability, self-adaption, self-organisation, and (self-)integration of
such systems [17]. Here, self-integration, i.e. the integration of new subsystems into the
existing system, is the primary objective [16]. Therefore, the goals of the Interwoven Sys-
tems initiative can be seen as an extension of the OC research focus. This perspective
yielded an OC-based reference architecture for Interwoven Systems [231].

Self-aware Computing

Self-aware Computing deals with systems that learn models by capturing knowledge
about themselves and their environment and use these models to reason and act [114].
While the general concept of self-awareness can be found in many research fields (see [125]
for an overview), this initiative puts the focus on the knowledge-capturing models and
the usage of the knowledge.

2.4 System model

The ideas presented in this thesis do not require a very special system model. They
focus on the system engineering aspects, i.e. the design and operation of SASO systems
and not specific system concepts or models. Hence, we will use a formal model that
uses the fundamental ideas of AC, OC and MAS and thus is basically valid in all these
environments. However, before we start, we need to specify a few terms.

2.4.1 Definitions for the System Model

Autonomous System

The terms autonomous systems and autonomy (in technical systems) are not uni-
formly defined in literature and have seen some changes over time. In 1978, Sheridan &
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Verplank defined autonomy as ”the computer doing [the] whole job if it decides it should
be done, and if so, tells the human if it decides he should be told” [206]. After this,
authors reduced autonomy to the absence of human intervention [14]. Later, scientists
refined this approach and added several properties to suit their needs. One notable prop-
erty that was added is adaptability in the sense that an autonomous system can adapt
and change its behaviour to reach its goals [97]. An overview of several definitions of
autonomy and their historical development is given in [151].

Since we will separately require the self-adaptation capability in our system model,
we will use the definition fromBeer et al.: autonomy is the ability to perform given tasks
based on the system’s perception without human intervention [14].

Goal Function & Utility Function

The terms goal and goal function are rather general concepts about the purpose of a
system rather than a strictly definable notion. Bossel describes goals as properties that
act as landmarks, propensities, or attractors guiding system evolution and development.
When quantified and used in models, they are referred to as goal functions [23]. For multi-
agent systems,Russell & Norvig define goal functions as functions that describe desirable
states of the system and give an example: for a taxi, having arrived at the passenger’s
destination is a desirable state. Furthermore, they define utility functions as functions
that assign a numerical value to each possible state of the system. Therefore, the system
can find optimal states or sequences of optimal states. For the taxi, that means not
only arriving at the destination but also doing so in an optimal way (regarding e.g. time,
travelled distance, price) [197]. A more formal definition of a utility function comes from
economics. If given several options to choose from, an individual will order these options
according to personal preference under the aspect of value or utility gained from each
option. A utility function is a continuous function from these options to the real numbers
that preserves this order [44].

Self-Awareness

The notion of self-awareness is a building block of self-adaptation [117]. In the same
way that there are different definitions of self-adaptation, there are different ideas on
how to define this notion. For Hinchey & Sterritt, self-awareness is the ability of a
system to be able to monitor its resources, state, and own behaviour [92]. A more
formal definition of self-aware computing systems is given by Kounev et al.: Self-aware
computing systems are computing systems that learn models by capturing knowledge
about themselves and their environment (such as their structure, design, state, possible
actions, and runtime behaviour) on an ongoing basis and reason using the models (e.g.
predict, analyse, consider, and plan) enabling them to act based on their knowledge and
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reasoning (e.g. explore, explain, report, suggest, self-adapt, or impact their environment)
in accordance with higher-level goals, which may also be subject to change [114].

In their survey on self-awareness in computing systems, Lewis et al. have compiled
several more definitions [124]. Here and in [114], an overview of applications in the several
research fields of computer science is given.

For this thesis, we will define self-awareness as the ability to monitor and analyse all
internal and external parameters that have an influence on the system.

2.4.2 The System Model

We model a SASO system S as a collection A := {ai, i ∈ N} of autonomous subsystems ai

that are able to adapt their behaviour based on self-awareness of the internal and external
conditions. We further assume that such a subsystem is an entity that interacts with other
entities, i.e. other systems, including hardware, software, humans, and the physical world.
Everything perceived via external sensors, including these other entities, is referred to
as the environment. Each ai ∈ A is equipped with sensors and actuators (both physical
and virtual). Internally, each ai consists of two parts: the productive system part PS,
which is responsible for the primary purpose of the system, and the control mechanism
CM, which controls the behaviour of the PS (i.e. performs self-adaptation) and decides
about relations to other subsystems. Each subsystem has its own local configuration and
provides read access to it.

This configuration is realised using a vector ci. It contains a specific entry for each
control variable that can be altered to steer the behaviour. Independent of the logical
realisation of a particular parameter (e.g. as real value, boolean/flag, integer or cate-
gorical variable), the entries in the vector are numeric values. Each subsystem has its
own configuration space, i.e. an n-dimensional space defining all possible realisations of
the configuration vector. The combination of the current configuration vectors of all
contained subsystems of the overall system S defines the joint configuration of S. We
assume that modifications of the configuration vectors are done by the different CM

only, i.e. locally at each subsystem, and are the result of the self-adaptation process of
the CM .

Figure 2.10 illustrates this concept with its input and output relations. The user
describes the system purpose by providing a utility or goal function U , which determines
the behaviour of the subsystem, and then takes no further action to influence those
decisions. The actual decisions are taken by the productive system and the CM based
on the external and internal conditions and messages exchanged with other subsystems.

In comparison to other system models, the distinction between the CM and the PS
corresponds to the separation of concerns between the System under Observation and
Control (SuOC) and Observer/Controller tandem [229] in the terminology of Organic
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Figure 2.10: Schematic illustration of a single subsystem of the system model. The green
arrows show observation flows; the red arrows depict control flows.

Computing [232], the Managed Resource and Autonomic Manager in terms of Autonomic
Computing [105] or the Managed System and Managing System by Weyns. As in AC
and OC, the system behaviour is not given by direct user commands but by user-defined
goals. Furthermore, since we have a collection of multiple interacting subsystems, our
SASO system is a multi-agent system. If the system constellation is, in principle, open
and may contain heterogeneous systems, it is even an Interwoven System.

On the side of differences, we note that while AC requires the MAPE-K cycle in the
controlling instance, our CM can be implemented with any controlling concept. And
while the CM is modelled as a single component in OC, the observer and controller are
separated.

In general, the control mechanism is not necessarily limited to supervising a single
productive system. In the same way OC systems can be modelled with a multi-level
control structure, a single CM in our system model can control several independent
productive systems or several lower-level CM/PS tandems (cf. Figure 2.7).

For this thesis, the actual control structure is less important. Our approach to the
assessment of the self-adaptation behaviour is solely based on the configurations of the
productive systems. In distributed systems, the behavioural assessment will be done by
an external instance. In central or multi-level systems, the assessment can be imple-
mented in the top-level CM. Here, the assessment results can even become part of the
self-adaptation process.



Chapter 3

State of the Art

A crucial part of understanding how SASO systems behave is to quantify and evaluate
their properties. Over the years, several metrics and frameworks have been proposed to
aid such an evaluation. A survey on evaluation approaches of SASO systems is presented
in [65]. For an extensive survey on evaluation approaches (including methods, metrics
and benchmarks) in the domain of Self-aware Computing, we refer to [83].

We will take a tour through the literature regarding these topics with a focus on run-
time metrics for self-adaptation and self-organisation and will emphasise the need for an
integrated system-wide consideration of a measurement framework for SASO properties.
Of course, we are not the first to do so. Recent overviews on metrics – with a slightly
different focus – are given by Raibulet et al. [179] and Eberhardinger et al. [52].

3.1 Metrics for Self-Adaptation

The contributions to the evaluation of self-adaptation usually focus on specific properties
of the adaptation process:

• Villegas et al. separate these properties into the categories performance of the adap-
tation process, dependability, security, and safety and state the specific metrics
apply to one or more of these categories [235].

• Kaddoum et al. present several metrics to evaluate adaptive systems based on their
architecture, the complexity of their algorithms, and durations of operations during
runtime [102].

• For software systems, Raibulet & Masciadri propose three sets of metrics based on
the structural and architectural aspects of adaptivity, the costs of adaptations and
the interactions of the user with the system [180].

• Eberhardinger et al., on the other hand, distinguish the categories time-oriented

32
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metrics and solution-quality-oriented metrics [52].
Before we give a short overview of metrics related to self-adaptation, we should men-

tion that in literature the term adaptability occurs in our context quite often. Usually, it
refers to the notion of the general ability of a system to perform adaptation. However,
when it comes to metrics, the terms self-adaptation and adaptability sometimes become
ambiguous. There are, of course, several metrics that try to measure adaptability. In the
following, we will only include metrics that are applicable in a wider range of systems and
focus on the self-adaptation process itself and therefore aim towards our requirements.

3.1.1 Working/Adaptation Time Metric

For their runtime metrics, Kaddoum et al. assume that phases with and without self-*
operations can be distinguished. They then define the Working/Adaptation Time Metric
WAT as WAT = (time spent on working)/(time spent on adaptation). In the same way,
they define metrics based on the ratio of response time, the quality of response, the
CPU load, and the communication load during normal and self-* phases [102]. The
WAT metric has been investigated in detail by Camara et al. for software architecture
scenarios [28].

3.1.2 (Un-)Availability

Candea et al. present another metric based on distinguishable states. They borrow the
notions of mean time to recover (MTTR) and mean time to fail (MTTF) from the domain
of system maintenance, where the latter is the average time a system runs before a failure
occurs and the former is the average time until the system is recovered after a failure.
Assuming that a system during a self-* operation is considered recovering, they define the
availability A as A = MTTF/(MTTF + MTTR) and the unavailability U accordingly
as U = MTTR/(MTTF + MTTR) [29].

3.1.3 Situation Performance

The Situation Performance, as proposed byTaranu & Tiemann [219], is a metric focused
on the quality of the outcome of the adaptation process. Here, a situation is defined as a
problem for the system to solve or a condition to adapt to. Taranu & Tiemann assume
that such situations can be decomposed into sub-situations and that each adaptation
to a sub-situation can be assigned a value determining the cost Csubsit or effort. With
Cmax defined as the maximum cost of all the costs for the sub-situations, the Situation
Performance SP for a situation sit is defined as

SP (sit) = 1 − (
∑

subsit∈sit

Csubsit)/(
∑

subsit∈sit

Cmax). (3.1)
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3.1.4 Requirement Performance

Becker et al. evaluate adaptive systems by their ability to satisfy requirements based on
the prerequisite that the (dis-)satisfaction of a requirement can be measured [13]. An
example would be the requirement R for a system to keep its temperature below a specific
maximum temperature Rmax. If ∆(R) denotes a function describing how dissatisfied the
requirement is during a given time frame, then the Requirement Performance mR is
defined as

mR =

0, if ∆(R) ≥ Rmax

1 − ∆(R)/Rmax otherwise.
(3.2)

3.1.5 Decision Benefit

This metric, defined byReinecke et al. [185], requires that the benefit from every decision
that a system makes can be measured. With pi as the benefit for the decisions taken at
time step i, three sets of time steps are defined: D+ = {i|pi−1 < pi} is the set of steps
where the decision has a bigger benefit than in the step before, D− = {i|pi−1 > pi} are
those with a smaller one, D= = {i|pi−1 = pi} are those with an equal benefit. Then,
with ∆i = (pi + pi−1)/2 and N as the total number of time steps, the Decision Benefit
metric DB is defined as

DB =
∑

i∈D+
∆i +

∑
i∈D=

pi

N − 1 . (3.3)

Raibulet et al. [179] call this metric Adaptivity Metric in their overview paper on metrics.
A similar idea, namely a cost-benefit analysis, is used by Gerostathopoulos et al. to

evaluate which assessment strategy should be used in a specific situation [64].

3.1.6 Population Metric

For Castiglioni et al., a large-scale system shows adaptability if it is able to reach a
desired target state (or close to it) over time, even if the initial conditions are changed.
To measure this ability, they first define a distance metric on the set of system states,
and then they lift this metric to probabilistic distributions (over the set of system states)
using the Wasserstein metric [149]. Finally, they extend this metric to define a distance
metric between two system states and a set of observation times, which they call the
Population Metric [31].

3.1.7 Discussion of the Metrics

As stated in Chapter 1.3, we are interested in metrics that can be applied to a wide range
of systems and domains and meet the following requirements:
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• Req1: They do not require expert knowledge. They can be implemented without
knowledge about the system goal, the application domain and other aspects of
expert knowledge.

• Req2: They do not require knowledge about internal system states.
• Req3: They do not require knowledge about the structure of the system or the

dependencies of its components.
• Req4: They do not require knowledge about the outcome of self-adaptation pro-

cesses.
• Req5: They can be evaluated at runtime. The metrics identify unusual events

with no or an acceptable delay.

Figure 3.1: Illustration of the requirements for the existing self-adaptation metrics. They
require expert knowledge (contradicting Req1), knowledge about the internal sys-
tem states (contradicting Req2) or the outcome of the self-adaptation (contradicting
Req4).

When we compare the given metrics with the requirements, we see every metric does
not comply with at least one of the requirements, pictured in Figure 3.1: The Work-
ing/Adaptation Time Metric and the (Un-)Availability require distinguishable states of
working and adapting. They are not applicable in systems where adaptations are made
during working time or in distributed systems where only some parts undergo adaptation.
The Situation Performance and the Decision Benefit require the definition of a cost or
benefit function during design time. To give useful insight into the adaptation, such a
function would be tailored to the specific system or at least to the domain of operation.
In the same way, the Requirement Performance depends on a system-specific function to
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evaluate the satisfaction of a specific requirement. Using the Population Metric as a tool
for runtime assessment requires the definition of the distance metric of states at design
time and the definition of desired target states.

As we can see, the metrics contradict our postulated requirements Req1, Req2
and/or Req4.

3.2 Metrics for Self-Organisation

Besides adaptation of behaviour, measuring self-organisation (SO) is of particular interest
since self-organisation refers to an adaptation of the system’s structure (e.g. in terms of
connections, interactions, or relations between subsystems).

In their effort to compare metrics for self-organisation, Birdsey et al. [21] state that
existing metrics measure three properties of self-organisation: emergence, stability, and
criticality. Furthermore, they note that the aspect of adaptability can be seen as a
necessary prerequisite for self-organisation or as a sub-process of self-organisation.

For the scope of this thesis, we are interested in things that happen at runtime. Thus,
let us take a closer look at metrics suitable for this purpose.

3.2.1 Interaction Metrics

The Interaction Metrics are a set of metrics defined by Chan [34] for agent-based simu-
lations to measure emergence. The core of the metrics is the number of interactions an
agent has with its neighbours at a given time. If an interaction leads to a state change
for an agent, it is called an effective interaction. From this, Chan calculates the total
number of state changes It in the system at a given time t, the cumulative number of
state changes Xit for an agent i for all time steps until t, the normalised cumulative
number Yit of state changes Yit = Xit/max(Xit), and the total cumulative number of
state changes Zt =

∑
i Xit. Chan states that an emergent behaviour arises if the time

series of the calculated values deviate from normality. Birdsey et al. note that not all of
these time series are useful in all scenarios.

3.2.2 Graph-theoretic Metrics

Based on the interactions, Birdsey et al. [21] evaluate metrics based on the interaction
graph. Here, the nodes of the graph are the agents, and they are connected if an inter-
action takes place in a given time frame. They then look at graph-theoretical properties
such as the graph density or the number of connected components [240]. Comparable
approaches were presented by Kantert et al. [103], Rudolph et al. [193], and Tomforde et
al. [226].
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3.2.3 Limited Bandwidth Recognition

This metric was proposed byBrown & Goodrich for behaviour distinction in swarms [26].
They use a Bayesian classifier to calculate the probabilities that the system exhibits a
particular collective behaviour based on the features of the agents (such as velocity or
orientation). Limited bandwidth recognition can be used to distinguish between various
types of the same emergent behaviour, e.g. birds behaving collectively by flocking closely
together or following each other in a toroidal structure.

3.2.4 Oscillation Detection

The Oscillation Detection metric OD(t) was created by Birdsey et al. [21] and describes
whether the state S(t) of the system at time t has occurred before. Suppose there is
a time point t − k such that S(t) = S(t − k) and k minimal, then OD(t) = k and 0
otherwise. In deterministic systems, this metric shows oscillation and can be used to
detect emergence and adaptivity.

3.2.5 System Complexity

For the System Complexity metric, Birdsey et al. adapt a metric presented by Deaton &
Allen [43]. They state that the complexity of a system can be determined by the change
in the number of interactions at different scales between two consecutive time steps.
For example, the complexity of a distributed system is determined by the interactions
between software components, the interactions between hardware components, and the
interactions that take place over the network. They define System Complexity SC as
SC = |I(Tx)|/|I(Tx−k)| where I(Tx) is the number of interactions that took place at
time x, and k is a window size [21].

In Chapter 2.1, we saw that the notion of complexity has a broad spectrum. There-
fore, it is no surprise that there is a lot of literature with approaches to measure their
respective idea of complexity. Birdsey et al. are listed here because their approach of us-
ing interactions is related to the Interaction Metric and the graph-theoretic approaches.
For more on complexity measures, we refer to [244].

3.2.6 Entropy

Starting from the idea [66] that system states with increased organisation represent
lower information Shannon’s Entropy H(X) = −

∑
x∈X p(x)log(p(x)) [40] and derived

metrics have been used to measure self-organisation. Usually, X is the (discrete) set of
system states [166], but other sources were investigated. Tomforde et al. [226] use the
communications messages and apply the Kullback-Leibler divergence measure (which
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is derived from Shannon’s entropy). We will come back to this specific measure in
Chapter 4.3.8. Other metrics based on entropy used to investigate self-organisation are
Mutual Information [38, 233] and Transfer Entropy [201, 233]. Wright et al. present
an entropy measure for continuous simulations of systems with high degrees of freedom
based on a function of an attractor’s dimension within the underlying state space [248].
King & Peterson propose a self-organisation metric where the entropy is applied to local
neighbourhoods [106].

An overview of several usages of the general concept of entropy apart from quantifi-
cation in the domain of self-organisation is given in [175].

3.2.7 SO Performance

Eberhardinger et al. present a metric to evaluate the performance of distributed self-
organisation mechanisms in a system. For them, the SO Performance is a weighted sum
of the time-performance and the quality-performance. For the time-performance, first
the fraction of time it needs to reconfigure is calculated for every agent. Then, for a
single evaluation run, the average over all agents of these times is taken. Finally, the
time-performance for the system is the average over several evaluation runs. The quality-
performance is again the average over all agents and several runs over a domain-specific
quality-function that evaluates the outcome of the self-organisation process [53].

3.2.8 Discussion of the Metrics

How do the self-organisation metrics fit into our framework? Let us repeat our require-
ments for metrics in the framework:

• Req1: They do not require expert knowledge. They can be implemented without
knowledge about the system goal, the application domain and other aspects of
expert knowledge.

• Req2: They do not require knowledge about internal system states.
• Req3: They do not require knowledge about the structure of the system or the

dependencies of its components.
• Req4: They do not require knowledge about the outcome of self-adaptation pro-

cesses.
• Req5: They can be evaluated at runtime. The metrics identify unusual events

with no or an acceptable delay.
The Limited Bandwidth Recognition requires sufficient training data and an expert

to select the appropriate features. The interaction metrics require an upfront definition
of what an interaction actually is. The Oscillation Detection and the Entropy metrics
require knowledge about system states. If we associate configurations with system states,
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the Oscillation Detection could be used in our framework, but the metric aims to detect
cycles of states. A disturbance will most likely fall into a phase of very small cycles. The
meaningfulness of the metric is questionable in this case.

The Performance metrics are computed after several runs of the system. They can
give no insight at specific points in time.

Generally, for the self-organisation and the emergence metrics, we can say that they
try to measure a specific property or outcome of the self-adaptation process. The answer
to the question of how much insight this gives into the adaptation process is system-
specific.

Figure 3.2 summarises the requirements of the metrics. As we can see, the metrics
contradict our postulated requirements Req1, Req2 Req3 and/or Req5.

Figure 3.2: Illustration of the requirements for the existing self-organisation metrics.
They require expert knowledge (contradicting Req1), knowledge about the internal
system states (contradicting Req2) or the system structure (contradicting Req3),
or they need longer periods of time to be evaluated (contradicting Req5).

3.3 Measuring Emergence

As outlined earlier, emergence is closely related to self-organisation. Therefore, mea-
surements for emergence in the context of self-organisation have been investigated. One
example is given by Shalizi, who presented an approach that is based on the efficiency
of predictions and makes use of approaches known from the domain of information the-
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ory [205]. A closely related approach has been presented by Prokopenko et al. in [174].
In general, both aim at assessing which level (i.e. from micro to macro) is more efficient
for predicting the next states.

Similarly, Holzer & De Meer compare the information at the system level (i.e. the
sum of all edges in a network-based representation) with the information of a lower level
(i.e. a single edge in a network-based representation) [93]. As a result, emergence values
are high for those systems with many components depending on each other and low for
those systems that mostly comprise independent components.

O’Toole et al. propose the Decentralised Emergence Detection metric, which tries
to detect emergence at runtime [159]. Here, a random number of agents calculate the
statistical correlation between internal and observed variables in the environment for a
given time frame. If the agents detect a change in the correlation, they use a consensus
algorithm to determine if enough agents have experienced such a change and consider
the situation as the result of a system-wide emergence event.

As an alternative, the Organic Computing domain used Shannon’s discrete entropy
measure as a basis for defining emergence. Mnif & Müller-Schloer modelled all relevant
attributes of the system as random variables and determined emergence as a decrease of
entropy based on self-organising processes [143]. This has been extended towards contin-
uous attributes in [56] by deriving probability distributions of attributes and comparing
them using divergence measures.

Within the context of emergence and self-organisation, the notion of homeostasis is
used as another metric. Gershenson et al. define their homeostasis metric as H := 1 −
d(Iin, Iout) where Iin is the system’s state before an adaptation, Iout the state afterwards
and d the Hamming distance of the two states [66]. After choosing a suitable string
representation of the states (e.g. as a binary string), d measures the fraction of changed
symbols in that string. However, finding a suitable representation for configurations is
challenging: while the numeric difference between 1.0000 and 0.9999 and between 1.0000
and 1.0001 is identical, the Hamming distance is different.

In conclusion, we can say that emergence has experienced a wide range of approaches
for measurement. For our framework, all of the mentioned ideas require too much system
knowledge.

3.4 General System Performance Metrics

When SASO systems are deployed to production, monitoring their general performance is
needed to identify their degradation or signs of upcoming failures. Although performance
is not a SASO property, monitoring performance indicators together with applying our
framework helps to identify abnormal events. Changes in performance could be the cause
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or the result of an adaptation process.
Meyer presents a metric that combines performance and reliability and calls it Per-

formability. It is based on the idea that performance and reliability can be modelled as
random variables. The Performability is then a function that maps performance levels
to the probability that the system performs at that level under given conditions [141].
Meyer’s framework applies to all systems with a possible degradation of performance
and is not limited to SASO systems. Silva et al. give an overview of general performance
metrics (e.g. response time) that were applied to self-adaptive systems [41]. None of
the presented metrics there are intended to give insight into the self-adaptation process.
Porter et al. present a performance evaluation test-bed for self-adaptive and self-healing
systems called TESS [172], which calculates metrics from the logs generated at runtime.
For complex systems with heterogeneous components, Das et al. propose a runtime per-
formance evaluation based on time series analysis of the measurable outputs of the single
components [42].

Mandrioli & Maggio propose a method to test the performance of the self-adaptation
layer of adaptive software systems, which provides probabilistic guarantees on the used
metrics [135].

For two reasons, these performance metrics are no candidates for our measurement
framework: they depend on a specific definition of performance and – more importantly
– they do not use configurations as input.

3.5 Other Assessment Approaches

Besides evaluating metrics, other approaches to understanding the behaviour of SASO
systems have been proposed.

For the field of Self-aware Computing, Götz et al. have compiled an extensive survey
of approaches to evaluate such systems, including methods, metrics and benchmarks [83].

Naqvi et al. present a formal framework that assesses the system’s behaviour by in-
troducing perturbations (such as a turned-off sensor) and evaluating how the system re-
acts [154]. For rule-based self-adaptation, Klös et al. present an approach to behavioural
analysis by constructing and evaluating formal models on the rules [108]. In the context
of cybersecurity,Musliner et al. assess the quality of self-adaptation based on the number
of predefined tests that the system passes after the adaptation [148]. A similar approach
is presented by Wuttke et al., who assess and compare self-adaptation strategies by im-
plementing them in a defined scenario with given goals and conditions. In their case,
that is a traffic routing simulation [251]. These approaches are focused on simulations
and the design phase of the system. They are not designed to give insights into actual
events during runtime.
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Miner et al. investigated ways to assess the adaptability of a system of systems (SOS)
like nationwide energy grids or the US Post Office [142]. They state that there is currently
no metric that works for such a heterogeneous, large-scale system and argue that several
domain-specific metrics need to be combined. On this basis, they define the System of
Systems Adaptability Index SoSAI over a set X of hand-picked metrics as SoSAI =∑

i ωi(Xi − µi)/(σi). Here, Xi denotes the value of the Metric i, µi and sigmai are the
mean and the standard deviation for the values of Xi over several evaluation runs, and ωi

is a weight for that metric. All the metrics need to be scaled to take values ranging from
-1 to 1. Here, the domain-specificness distinguishes this approach from our framework
and the fact that our framework aims to identify events at runtime.

Finally, we need to mention the field of validation and verification of self-adaptive
systems as a part of behavioural assessment. Here, questions like Does the adaptation
process lead to a correct result? and Is the adaptation process itself correct? are inves-
tigated. Verification and validation methods can be found in a wide range of scientific
areas. Although there has been some effort to apply such methods in the context of
self-adaptive systems, we could not find any new metrics in the according literature. The
existing methods aim to investigate the adaptation process as a whole and give no infor-
mation on single adaptation events. We refer to [84] as an entry point for the interested
reader.

3.6 Summary

As we can see, when it comes to measuring the self-adaptation process itself, the number
of metrics that are applicable to a wider range of self-adaptive systems is limited. The
metrics for self-adaptation have requirements, such as system-specific definitions, expert
knowledge, or information about system states at runtime, that must be met before they
can be applied to a particular system.

These limitations justify our own requirements Req1 to Reg5 for new metrics. All
of the given metrics violate at least one of our requirements making them unfit for our
framework if applied in their direct definition. An exception can be constructed for
metrics based on system states:

Following Req2 for the metrics in our framework, we have no information about
system states. On the other hand, we have knowledge about the configurations. At
this point, we are free to define a configuration as a system state. This allows us
to use entropy-based metrics in the framework. The (Un-)Availability and the Work-
ing/Adaptaton Time metrics are the other two metrics that only need knowledge about
states. However, they do not only know what state the system is in, but also what the
states mean. This information cannot be derived from the configurations.
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Using configurations as states has a slight drawback: during runtime, the contents of
the set of system states and their probabilities can only be estimated. Nevertheless, with
enough collected data, such metrics can be used in our framework.

Thus, only the metrics that use entropy can be used in our framework. Their appli-
cation works best if the set of possible configurations is known beforehand. Otherwise,
methods for the estimation of the entropy have to be used.

For the other approaches, the conclusion is as follows: The measurements of emer-
gence, apart from entropy, require expert knowledge. The homeostasis is not included in
the framework because the conversion of a configuration into a suitable string represen-
tation needs a definition of suitable. The performance metrics can assist our framework
in detecting events because changes in performance can be a sign of unusual events in the
system. Nevertheless, they are not part of the framework because they do not measure
self-adaptation or self-organisation and use other sources of input. The framework of
Miner et al. wants to measure adaptability and incorporates domain knowledge and has,
therefore, a different focus than we have.

Tables 3.1 and 3.2 give a final overview of the existing metrics and approaches,
whether they can be used in our framework and the reason for the usage decision.

Metric Usable Reason

Self-adaptation metrics
Working/Adaptation Time [102] no contradicts Req2
(Un-)Availability [29] no contradicts Req2
Decision Benefit [185, 64] no contradicts Req2, Req4
Population Metric [31] no contradicts Req2, Req4
Requirement Performance [13] no contradicts Req1, Req4
Situation Performance [219] no contradicts Req1, Req4

Self-organisation metrics
Graph-theoretic metrics [21, 240, 103, 193, 226] no contradict Req3
Interaction metrics [34] no contradict Req3
System Complexity [21] no contradicts Req3
Limited Bandwidth Recognition [26] no contradicts Req1
SO Performance [53] no contradicts Req1, Req5
Oscillation [21] no contradicts Req2, Req5

Entropy [166, 226, 201, 233, 248, 106] yes when configurations are
considered system states

Table 3.1: Overview of the existing self-adaptation and self-organisation metrics and
their usability in the framework and the reason for the classification.



44 CHAPTER 3. STATE OF THE ART

Other metrics and approaches
Metric Usable Reason
Emergence [205, 174] no contradicts Req2
Emergence [93] no contradicts Req3
Emergence [143] no contradicts Req1
Decentralised Emergence Detection [159] no contradicts Req2, Req3
Homeostasis [66] no contradicts Req1, Req2

Performance metrics [141, 41, 172, 42, 135] no contradict Req1 and
have different scope

Miner’s framework [142] no contradicts Req1

Table 3.2: Overview of the other existing metrics and approaches and their usability in
the framework and the reason for the classification.



Chapter 4

Measurement Framework

In this chapter, we will describe our framework to evaluate the adaptation process and
how it is applied to SASO systems that incorporate our system model as defined in
Chapter 2.4. Before we present the framework in Chapter 4.2, we will introduce the
underlying core assumption and a few remarks in Chapter 4.1. In Chapter 4.3, we will
then introduce our new metrics for the framework and present the existing ones which we
will also add. Chapter 4.5 concludes this part of the thesis with remarks on combining
the framework with other assessment approaches.

4.1 Assumptions and Remarks

Before we introduce the measurement framework, we will show which role our system
model plays and highlight our core assumption. After that, we talk about specific adap-
tation properties (such as stability) and the distance functions used in the computation
of the metrics.

4.1.1 The Role of the System Model

As outlined in the description of the system model, we require an externally readable
configuration for every subsystem. This is because we assume a SASO system as a col-
lection of actual technical systems where every subsystem has some kind of configuration
and that this configuration determines its current behaviour. Furthermore, we assume
that the adaptation process eventually leads to changes in the configuration and that
this is the only source of change. Therefore, configuration changes directly reflect the
adaptation process.

Based on this idea, it is evident that the analysis of configuration changes can give
insight into the adaptation process. Of course, for the analysis of the configuration

45
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changes of a single subsystem, there is no need for new metrics. Its configuration forms
a time series, and there is an extensive tool-set for time series analysis with a broad
theoretical foundation and a huge corpus of textbooks (see e.g. [221]). However, the
focus of this thesis is the general, system-wide behaviour (cf. Chapter 1.2) and the
detection of unusual adaptation events. To get the necessary view of the whole system,
we cannot reduce our attention to single subsystems. To achieve such an overarching
perspective, our metrics make use of the configurations of all subsystems at once.

Figure 4.1 shows this concept. Every subsystem provides an n-dimensional configu-
ration vector. All these configurations are collected for a given point in time.

Figure 4.1: Visualisation of the role of the system model as a data source for the frame-
work. At any given time point, every subsystem carries an n-dimensional configuration
vector which can be accessed from the outside.

4.1.2 The Core Assumption

The core assumption that all our metrics rely on is that during the normal operation
of the system, the configuration changes are small. Although isolated bigger changes in
a single subsystem might occur, we assume that widespread bigger changes result from
an adaptation process that most likely is not within the definition of normal operation.
These are the events we want to detect.

4.1.3 Specific Adaptation Properties

We need to note that we are dealing with the raw data of the configurations. Our metrics
have no insight into the internals of the adaptation process and decisions. Besides the
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detection of adaptation events, they cannot, in general, give information about specific
adaptation properties such as stability, safety or appropriateness. Another note is that
we use the word metric synonymously with the word measurement, and the axioms for
metric mappings in mathematical metric spaces do not hold.

4.1.4 Distance Functions for the Metrics

Some of the following metrics require a notion of distance between two parameter values
in their definitions. The explanations around the definitions will make use of the usual
Euclidean distance function and terms such as minimum and maximum. Of course, that
applies only to parameters that lie in an ordered Euclidean space. Circular values (e.g.
angles of direction), on the other hand, have no natural order and require a different
distance function [120]. Furthermore, we will calculate the distances of points on a torus.
For that case, a non-euclidean distance function is required, too. We note that the
definitions hold for any appropriate distance function.

4.2 The Measurement Framework

We assume that configuration changes reflect adaptation processes and that abnormal
adaptations correspond with unusual configuration changes. When lifted to the system-
wide level, we need to inspect the configurations of all subsystems at once. Thus, the
framework collects the configurations and processes them in several steps. Figure 4.2
shows the procedure:

1. At a given point in time, all configurations are collected from the SASO system.
2. If the communication is accessible, then the current communication messages are

recorded.
3. The configurations are stored, and together with historical data for every subsys-

tem, a time series of the configuration is created.
4. If applicable, the SO Divergence metric uses the time series of the processed com-

munication data. All other metrics consume the configuration time series of every
subsystem. With this input, the metrics calculate a new value.

5. The output from the metrics is stored and then can be accessed as a time series for
further usage.

The framework is independent of the SASO system. It requires no knowledge about
the processes that lead to the current configurations, no information about the inputs
for those processes, and no additional data besides the provided configurations and the
communication messages (if available).

The framework and the contained metrics are not intended to provide a quantitative
assessment where a particular value x for a metric denotes a specific property or a
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Figure 4.2: The graphical representation of the Measurement Framework and its parts.
The SASO system, with its subsystems and observable communication, provides the
input for the framework. The framework collects the configurations from the SASO
system and monitors and processes available communication. From this input, several
time series are created, which act as input to the metrics (black frame, cf. Chapter 4.3).
The output of the metric calculation is then provided to the user as time series.

particular class of self-adaptation. Instead, the resulting time series are meant to be
evaluated on a qualitative basis where their development over time is analysed.

For example, assume a metric generates a time series that stays within the value range
of [0, 2] except for a time window where it stays in [6, 10]. In this case, the numbers alone
have no meaning regarding the self-adaptation. The only meaningful properties of the
time series are the two time points where the interval with the higher values starts and
ends and the relative amount of change.

4.3 The Contained Metrics

In this part, we will present the metrics contained in our framework. After motivating
the basic ideas behind them, we give an overview of the metrics and then describe them
in detail.

4.3.1 Motivation for the Contained Metrics

As we have seen in Chapter 3.6, the existing metrics have requirements (e.g. domain
knowledge) that render their out-of-the-box application unfeasible. They have to be
adapted to the target system. On the other hand, we want our framework to be applica-
ble at runtime in a wide range of SASO systems and domains and without extensive ad-
justments. Thus, the contained metrics need to be free from such knowledge restrictions.
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For this reason, we postulated the five requirements Req1 to Req5 (see Chapter 1.3)
that we consider necessary.

Following our core idea that configurations reflect adaptations, all contained metrics
use the configuration of the subsystems as their only input. This alone lets them comply
with three of our requirements:

• They have no information about internal system states (Req2).
• They have no knowledge about the system’s structure (Req3).
• The outcome of the self-adaptation is irrelevant to them (Req4).
Some of the metrics need to be configured with numerical parameters which are

system-specific. These parameters can be found by experimentation and experience. Al-
though they are system-specific, we do not see this as expert knowledge because a normal
user of the framework is able to identify suitable parameters. Even those metrics that
need a predefined range of possible configuration values can be used without knowledge
about the actual possible range of values. If the metrics run into a situation where the
observed range is exceeded, the metric parameters can be adjusted, and the situation can
be marked as exceptional. Therefore, the contained metrics also meet Req1 (no expert
knowledge).

The fifth requirement Req5 – identification of unusual events with no or an acceptable
delay – is open for interpretation. Some metrics react with a delay to events. However,
the duration of this delay is acceptable in our eyes, as we will see in the evaluations in
Chapter 5.

4.3.2 Overview of the Metrics

As outlined in Chapter 3.6, entropy-based metrics are candidates for the framework if
the configurations are viewed as system states. Chapter 4.3.3 introduces a simple metric
with this approach, where we will view the configurations as a random variable and then
define a simple entropy estimation.

Next, Chapter 4.3.4 presents our first new metric. It continues the idea of seeing the
configurations as a random variable and combines it with the notion of active and inactive
subsystems. This metric uses a temporal view on the distributions of configurations and
a classification of the subsystem. For both of these aspects, we have metrics that follow
the other direction: Chapter 4.3.5 investigates the distribution of configuration at a single
point in time using a clustering approach and instead of distinguishing several classes,
the metrics in Chapter 4.3.6 look at the uniformity and coherence of the subsystems and
the system as a whole. Another set of metrics that assesses the whole system and the
subsystems is based on the range of used configurations. These are given in Chapter 4.3.7.

Finally, if the SASO system provides communication data, we can cover the self-
organisation aspects with the communication analysis from [226]. Here, the communi-
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cation messages are transformed into probabilistic distributions that are compared over
time. We will include the definition of this metric in Chapter 4.3.8.

4.3.3 Entropy

Since we have no insight into the adaptation process of the subsystems, we are free to
see the resulting configurations as a random variable. For such a random variable X and
its probabilistic density f we can calculate the differential entropy h(x) as [38]:

h(X) := −
∫

f(x) log f(x)dx. (4.1)

Since we do not know the actual density function f , we have to do an estimation. From
the different approaches for entropy estimation (see [15] for an overview), we use the
histogram approximation [68]:

For a dataset with N points, a histogram with M bins and ni points in the i-th bin,
let pi = ni/N be the fraction of data points in the i-th bin. Then the estimated Entropy
H is:

H = −
M∑

i=1
pi log (pi). (4.2)

Applied to our SASO systems, the dataset becomes the set of configurations. For
the univariate case, this means in detail that if minN denotes the minimum and maxN

the maximum value of all configurations, then with a given number M of bins, the
width w of each bin is w := (minN − maxN )/M . The bounds of the i-th bin are
[minN +i·w, minN +(i+1)·w). A configuration value c is in the i-th bin if minN +i·w ≤
c < minN + (i + 1) · w.

The parameter M depends on the range of possible configuration values and is, there-
fore, system-dependent. For discrete configuration parameters, M should be the number
of possible values. For continuous configurations, a lower bound has to be identified
during design time. If M is less than this lower bound, the bin width becomes too big.
This can occlude information in the resulting time series. If M is greater than the lower
bound, the bins become smaller. This will lead to more bins without content. Those
bins do not contribute to the calculation of H. Eventually, this leads to higher values of
H because pi decreases and log pi increases. But, as noted above, the actual values of
H are not important for our framework – only the development over time.

Sorting N configurations into M bins has a time complexity of O(N · M), followed
by M computations of pi and pilog(pi). Therefore, the time complexity of this metric is
O(N · M).
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4.3.4 Configuration Stability

Our first metric is called Configuration Stability. This name is based on the idea that a
subsystem which – loosely said – mostly uses configurations in a given time frame that
already have been used quite often before expresses a stable behaviour.

As noted above, the decision models used to plan and enact the adaptations are
hidden from external observers. Therefore, we can model the configuration changes of
single subsystems as a random process with the configuration vector as a random variable.
Thus, the observed configurations form a random distribution. For this distribution, an
estimated density can be associated, and new configurations can be assigned a probability
concerning that density.

Now, the idea is that if new configurations with a high probability are chosen, the
system works as expected, and the underlying adaptation is desirable or normal. In such
a case, we call the configuration state stable. If a new configuration has a low probability,
we still assume that the system is working as usual and that this adaptation is due to
a minor disturbance. Only when configurations with low probability are chosen over a
longer course of time, we presume that a significant disturbance or a system failure is at
hand.

If it comes down to the implementation, configuration parameters are usually repre-
sented as real numbers. Therefore, we will make use of continuous probability distribu-
tions and densities. Since a single vector of real numbers has a probability of P = 0 in a
continuous density, we will look at the probability densities that are created by several
vectors. This is achieved by collecting the current configurations at several time points
in a given time frame (i.e. a Parzen window [167]).

Figure 4.3 illustrates the idea. Here, the subsystem under investigation has only
one configuration parameter a. In the time frame associated with the blue graph, the
parameter mostly took values between a = 0 and a = 1, with more occurrences of values
near 0. In the time frame for the red graph, the values, again, were mostly between 0
and 1 and, in this interval, more uniformly distributed than in the other frame. Yet,
some more values were near a = 1.

By comparing the configurations of a subsystem in one time window with those of
a previous window, we can identify abnormal adaptation activity in a single subsystem.
Of course, it is possible to choose any time window to compare the current one with. For
example, one could use a time window that represents a normal phase of operation. But
in fact, the definition of normality can change over time as the result of ongoing changes
in the environment and the adaptation of the system. What was normal a long time ago
may not be normal now. Therefore, the previous time window is the most reasonable
choice.

Before we explain how to compare the configurations (based on their densities), we
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Figure 4.3: Illustration of the density functions for two distributions of a univariate
subsystem configuration.

will look at the system level: to identify abnormal changes in a SASO system at a global
scale, we take all configuration comparisons into account and then apply a measure based
on the macroscopic measure for detecting abnormal changes in a multi-agent system as
defined by Kinoshita [107].

But before we go into the details, we need some preliminary work for the mathematical
tools, namely densities estimators and divergence measures. They help us with the two
crucial parts of the computation of the Configuration Stability: How to get a probabilistic
density from the observed configurations and how to compare the densities.

Density Estimation

To estimate a probability distribution and its associated density function from observed
data, several approaches can be used (see [208] for a detailed overview). The obvious
approach is a histogram. Here, the data is collected into bins with a given width. This
will lead to a stepwise defined, (usually) non-continuous function, and the result depends
heavily on the number (and therefore the width) of the bins. Based on this histogram
approach, several methods to construct a continuous density function are being used. A
widespread method is the kernel density estimation [81].

For a set (x1, x2, ..., xn) of observed univariate data, the kernel density estimator
function f is defined as

fh(x) = 1
nh

n∑
i=1

K

(
x − xi

h

)
, (4.3)
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where K is a kernel function, and h is the bandwidth.
A kernel function K is a function that is real-valued, non-negative, integrable, nor-

malised (i.e.
∫

K(x)dx = 1) and symmetric (i.e. K(−x) = K(x)). The multivariate case
is defined analogously: let H denote a symmetric, positive definite, d-dimensional matrix
and K a multivariate kernel function of appropriate dimension. Then the d-dimensional
kernel density estimator function f is

fH(x) = 1
n

n∑
i=1

KH (x − xi) , (4.4)

where the xi are d-dimensional data points and KH(x) = |H|−1/2K(H−1/2x).
For more details on kernel density estimation and especially the bandwidth parameter

see [81].
For the evaluation in Chapter 5, we will use this method of density estimation for

two reasons: first, there are methods for computing a reasonable bandwidth parameter h,
which the used statistical computation libraries already implement. The second reason
is the easy way to plug in the kernel functions. We will use two different kernels: the
Gaussian kernel K(x) = 1√

2π
e−0.5x2 for non-circular parameters and a von-Mises kernel

K(x) = a ∗ ecos(xκ) for circular values such as angles. For the specialities of circular
kernel functions and the parameters in the von-Mises kernel see [164].

At this point, we need to note that the multivariate case needs some caution. The
higher the dimension is, the more sparse the data points are in the increasing volume of
the parameter space. The curse of dimensionality [18] is striking. Therefore, we suggest
carefully selecting the configuration vector entries that should be monitored together
and excluding the less important ones. If necessary, every entry in the vector can be
monitored on its own and separate time series for each entry can be investigated.

Divergence Measures

In statistics, divergence is a concept of distance and is used to quantify the dissimilarity
of probability distributions. There are several established divergence measures used in
statistical applications. Due to its close relation to entropy and its applications to con-
tinuous time series, we will stick to the Kullback-Leiber divergence KL: for distributions
P and Q of a continuous random variable, it is defined as

KL(P, Q) =
∫ ∞

−∞
P (x)log

(
P (x)
Q(x)

)
dx. (4.5)

For our application, we are interested in a quantification of the distance between P and
Q regardless of the order of presence. Therefore, we will use the symmetric version KL2
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as

KL2(P, Q) = 1
2 (KL(P, Q) + KL(Q, P ))

= 1
2

∫ ∞

−∞
P (x)log

(
P (x)
Q(x)

)
dx

+ 1
2

∫ ∞

−∞
Q(x)log

(
Q(x)
P (x)

)
dx

= 1
2

∫ ∞

−∞
P (x)log

(
P (x)
Q(x)

)
+ Q(x)log

(
Q(x)
P (x)

)
dx.

(4.6)

For a deeper dive into divergences, we refer to [22].

The Definition of the Kinoshita Measures

Kinoshita proposes a measure that he uses as an indicator for unusual activity changes
in distributed multi-agent systems. Kinoshita defines two values: the activity factor at
a given time and the variance of fluctuation of the activity factor. The activity factor
is based on the classification of each agent as either active or inactive. The definition of
active is specific to the investigated system.

Let N denote the total number of agents in the multi-agent system, and let nt be the
number of active agents at a given time t. The activity factor zt is defined as

zt := 2 · nt − N + 1
2 · N

. (4.7)

For a given window size M , the fluctuation ξt of the activity factor at time t is
calculated as

ξt := zt − 1
M

·
M−1∑
i=0

zt−i, (4.8)

and finally, we calculate the statistical variance νt of the fluctuation:

νt := 1
M

M−1∑
i=0

ξ2
t−i −

(
1

M

M−1∑
i=0

ξt−i

)2

. (4.9)

Kinoshita’s publication is based on the working hypothesis that unusual peaks in the time
series of νt indicate abnormal changes in the underlying distribution of active and inac-
tive subsystems. He backs his hypothesis with theoretical reasons and an experimental
evaluation. In Chapter 5, we will see that this idea is reasonable in our cases.
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From the Kinoshita Measures to the Configuration Stability Metric

To apply the Kinoshita measure, we need to define what active and inactive agents are.
Obviously, the subsystems of a SASO system are the agents in Kinoshita’s measure. We
define a subsystem as active if and only if its configuration is unstable. That means
that for the latest configurations, values were chosen that follow a distribution that
significantly differs from the previous one. This difference is expressed as the result of the
symmetric Kullback-Leibler divergence function (see Chapter 4.3.4). So, if the divergence
of the density of the latest configurations and the density of previous configurations
is greater than a certain threshold, then we call that configuration unstable, and the
subsystem is labelled as active.

Let ca,t ∈ Rn be the n-dimensional configuration vector of the subsystem a at time
t. We model ca,t as a random variable. Let M > 1 be the window size, and L > 0 be
the delay parameter, i.e. the offset between the two time windows. Using an appropriate
kernel for the density estimation (see Chapter 4.3.4), we define two probability densities
DCa,t and DPa,t based on parts of the time series of ca,t:

DCa,t := density(ca,t−m, ca,t−m+1, ..., ca,t), (4.10)

DPa,t := density(ca,t−l−m, ca,t−l−m+1, ..., ca,t−l). (4.11)

DC is the density of the current window, and DP is the density of a previous window
in the time series. Now, we apply the symmetric Kullback-Leibler divergence measure
to these two densities and get a new time series

da,t := KL2 (DCa,t, DPa,t) . (4.12)

Finally, we define a subsystem a to be active at time t if da,t > ε for a threshold value
ε. Otherwise, the subsystem is called inactive. With this distinction between active and
inactive, we call Kinoshita’s νt the Configuration Stability at time t. For a consistent
notation, we will denote Configuration Stability with cs.

Time Complexity

The first part of the computation is the classification of active and inactive subsystems.
The kernel function has to be computed based on 2M points, M points for each of the
two time windows. For the computation of the integral, the kernel function has to be
evaluated at p points, where p is a constant that defines the accuracy of the result. The
more points are evaluated, the more accurate the result becomes.

The core of the second part is the computation of the statistical variance of M values,
which is O(M2). The overall complexity is then O(M2) + O((M + p) · N).
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4.3.5 Configuration Variability

The idea behind this metric is again that in a stable environment, new configurations do
not differ much from the previous ones, and only minor adaptations take place. Therefore,
the set of all configurations at a given time can be divided into several clusters such that
the diameter of every cluster is relatively small, and for all points in the configuration
space, the average distances to their respective centroid will not change much. So, if we
monitor an unusual change in the time series of the average distances, we either have a
change in the number of clusters or the diameter of at least one cluster changed notably.
That means at least one subsystem switched to a configuration that differs significantly
from its previous one. This serves as an indicator of unusual adaptation processes of
which the user should be informed.

Definition of the Configuration Variability

To calculate the Configuration Variability, we cannot fix a number of clusters in advance
for two reasons: 1) Clustering algorithms can produce different results if a single data
point moves slightly, and 2) we want to be able to apply this measure to a variety
of system architectures and scenarios which all come with different layouts of typical
configuration distributions. Therefore, we will take several values for the cluster count
into account. First, we calculate the average centroid distance for a given cluster count:

Let k be the number of clusters, Xi a single cluster (1 ≤ i ≤ k) and Ci the centroid
of Xi. First, compute the distances for every data point p in Xi to Ci, take their sum
and then divide by the cluster size to obtain the average distance dXi

in the cluster:

dXi
:=
∑

p∈Xi
∥p − Ci∥

|Xi|
. (4.13)

Having the average distances, we now compute the average sk over all clusters:

sk :=
∑k

i=1 dXi

k
. (4.14)

Next, we compute sk for several values of k. The higher k is, the fewer data points
are in each cluster, and the cluster diameters shrink. When k reaches the number of
subsystems, all clusters will contain at most one single point. With increasing k, the
value of sk will decrease towards 0. Hence, higher values will give no more information.
On the other hand, low values of k might not capture the real cluster layout at a given
time. There are methods to determine the best k for optimal clustering (see [137]), but
that value is usually not constant over time, even for a single system. Therefore, we
define the upper bound for k as the square root of the number of subsystems, which is a
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trade-off between lower and higher values. If necessary, we round up to the next integer:

kmax := ceil
(√

|S|
)

. (4.15)

As a subsequent step, we define the Configuration Variability cv as the average of sk

over the clusterings for k = 1...kmax

cv :=
kmax∑
k=1

sk/kmax. (4.16)

That means we divide the data points into clusters for several cluster counts and
then take the average distance over all these counts. This approach is justified because
we are not interested in the actual cluster layouts or in the fact that they are optimal.
Multiplying every data point with a scaling factor will change the resulting value of cv

accordingly. This is no restriction because we are only interested in the development of
the resulting time series. The experiments in Chapter 5.2 show that the choice of the
actual clustering algorithm has no qualitative impact on this development of the time
series. Low values for this metric result from the configurations being close to their
respective centroids. That means that they do not vary much within their cluster. This
also explains the name of this metric.

Extension to Time Windows

The metric is calculated over a set of configuration values. This set is created from the
values at a single point in time. Likewise, we could collect the values over a period of
time. Using larger time windows will increase the number of the considered values, and
the impact of outliers will be reduced. Whether this approach is beneficial depends on
the actual SASO system under investigation.

Time Complexity

For the k-means cluster algorithm, the time complexity is O(Nkl) for N data points,
k clusters and l iterations of the algorithm [137]. Since we repeat the calculations for
k = 1...kmax, we do a clustering (N +

√
N)/2 times in total. Thus, the complexity of the

Configuration Variability with k-means is O(l(N2 + N
√

N)) = O(lN2).

4.3.6 Coherence

As mentioned above, during the normal operation of the system, the configuration
changes are small. The following Coherence metrics express this assumption with a
mathematical distance function on the configuration spaces. Therefore, if the adaptation
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process of a group A of subsystems leads to configurations that differ strongly from those
of other subsystems, then we can assume that the members of A experience noteworthy
conditions (such as strong changes in the environment, internal or external disturbances).

Since we aim to measure these changes on a global scale, we define two measures: one
that takes all configurations at a given time into account, as described in Chapter 4.3.6,
and one that only looks at those configurations that have changed (see Chapter 4.3.6). If
the configuration changes of the subsystems are close to each other, we call these changes
coherent. If they differ strongly, we call them incoherent.

If no adaptation occurs for a given time point, then no variance can be computed.
For the time series, we find it beneficial to repeat the last computed value in such a case.

Definition of the Configuration Coherence

Let S be the set of all subsystems and xs ∈ Rn the configuration vector of a subsystem
s ∈ S at a given time point t and x̂ their statistical average. Let vS := σ2

S = |S|−1 ·∑
S ∥xs − x̂∥2 be the statistical variance of all configuration vectors.
We then define the Configuration Coherence cohc of the system as

cohc := 1
1 + vS

. (4.17)

The value of cohc is in (0; 1] and is 1 if and only if all configuration vectors are iden-
tical. Therefore, a higher value means a higher coherence. Since we are looking at all
subsystems, this value can be used to define a (configurational) coherence of the whole
system.

Definition of the Adaptation Coherence

We call the second metric Adaptation Coherence. In this case, we only take the
configuration vectors of subsystems that have changed their configuration since the last
observation. We denote the set of these subsystems as A ⊆ S. The rest of the definition
is as above:

coha := 1
1 + vA

. (4.18)

Extension to Time Windows

The coherence metrics are calculated over a set of configuration values. This set is created
from the values at a single point in time. Likewise, we could collect the values over a
period of time. Using larger time windows will increase the number of the considered
values, and that will lead to a smoother time series, as the impact of outliers will be
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reduced. Whether a smoothing is beneficial depends on the actual SASO system under
investigation.

Time Complexity

The selection of the subsystems for the Adaptation Coherence is O(N). The computation
of the statistical variance of N values is O(N2), which is the resulting complexity for
both metrics.

4.3.7 Parameter Usage

For these metrics, we will examine the intervals in which the configuration values lie.
For this, we require all subsystems to be of the same architecture, i.e. the control vari-
ables and parameter ranges are identical for all subsystems. Then, we can compare the
parameter intervals. For the Global Parameter Usage, we will investigate the parameter
interval of all subsystems together, i.e. the smallest and the biggest values taken over the
whole system. The parameter intervals of each subsystem on its own are treated by the
Average Parameter Usage.

Definition of the Global Parameter Usage

First, we fix a point t in time and a window size M . We then collect all configuration
vectors from all subsystems in the time frame F from t − M to t. For each individual
control variable j, we then extract the minimum minj(t) and maximum value maxj(t)
that occurs in F over all subsystems. We now compute the effective parameter range
Vj,t := d(minj(t), maxj(t)) of the current configuration space (using an appropriate
distance function d). Vj := d(minj , maxj) will denote the maximum parameter range
that the control variable j can take without restriction to a time frame. Finally, we define
the Global Parameter Usage Uj,g as the fraction of the current range in the total range:

Uj,g(t) := Vj,t

Vj
. (4.19)

In geometric terms, we compute the volume of the parameter space (current and
total) for each variable (hence the letter V ). Hereby, we calculate the value for every
variable individually. Of course, we could calculate the volume for more than one variable
at once and receive a hyper-cube, but usually, not all variables change in a given time
frame. That would lead to an effective volume of 0, although some variables did change.
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Definition of the Average Parameter Usage

For this metric, we calculate the parameter usage in the frame F for every subsystem
individually: for the subsystem ai and every control variable cj , we get the minimum and
maximum value that cj takes in the time frame defined by t. Those define the parameter
range that ai used in F :

Vt,j,ai := dj(max(cj,ai), min(cj,ai)). (4.20)

The Average Parameter Usage Uj,a is then defined by the average of all these ranges
divided by the total range and the number of subsystems:

Uj,a(t) :=
∑

ai∈A (Vt,j,ai
)

|A| · Vj
. (4.21)

Evaluating the time series of the parameter spectrum usage can give pointers to
situations with ”abnormal” adaptations, which we will see in Chapter 5.

A Simple Example for the Parameter Usage

Let us assume a SASO system with 4 agents. These agents have a single configuration
parameter p that can range from p = 0 to p = 10. At a certain time window in time, we
might have seen agent 1 take values for p in the interval [4, 6], agent 2 uses [3, 6], agent 3
is in [4, 8] and agent 4 uses [3, 5]. Therefore, the whole system has an actual parameter
range from p = 3 to p = 8. Figure 4.4 illustrates the intervals.

Figure 4.4: Illustration of the example for the calculation of the Parameter Usage metrics

So the Global Parameter Usage in this example is

Ug = 5
10 = 0.5 (4.22)

and the Average Parameter Usage gives

Ua = 2 + 3 + 4 + 2
4 · 10 = 0.275. (4.23)
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The Influence of the Window Size

The window size M is the only parameter required for the evaluation. Clearly, for the
average parameter usage, M must be greater than 0. Otherwise, all parameter ranges
would contain only one point, which leads to a usage value of 0. Higher values of M

result in smoother graphs for the parameter usages but might also mask short-term
effects. Lower values generate noisier graphs and might lead to false-positive detection.
In our experiments, we found that M = 5 is a suitable trade-off for the given scenarios.
Nevertheless, an acceptable value for M depends on the evaluated system.

Time Complexity

For the Global Parameter Usage, we evaluate N subsystems at M time points. This gives
a complexity of O(NM). The same complexity applies to the calculation of the average
in the Average Parameter Usage.

4.3.8 Distribution Divergence Metrics

As outlined in Chapter 4.3.4, we can associate sets of observed data with probabilistic
distributions and calculate the KL2 divergence. This approach leads us to two very
similar metrics.

Divergence of Self-Organisation Messages

The first metric was introduced by Tomforde et al. [226] with the goal of measuring
self-organisation at runtime. The metric assumes that the self-organisation process in
a SASO system is managed using special messages that the subsystems exchange. If
there are no such messages present, then no self-organisation takes place. Every message
has diverse attributes such as origin, destination or a time stamp. Since the subsystems
act as black-boxes, these attributes can be seen as random variables. Therefore, we can
monitor the self-organisation messages in the system over a period of time and then assign
a probabilistic density to the distribution of the observed attributes. This density then
can be compared to the density of a previous observation period. The authors state that
if there is no difference between the two densities (i.e. the distributions of the attributes
are identical), then the system is maintaining its current organisational structure. That
means that no self-organisation takes place. Only if the distributions show unexpected
or unpredictable changes, the system is currently self-organising.

Let M > 1 be a window size, and L > 0 be a delay parameter. Let CP be the set of
self-organisation messages in the time frame [t−M −L, t−L] and CQ the set of messages
in the time frame [t − M, t]. Using the methods from Chapter 4.3.4, we obtain a density
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Q for the set CQ and P for CP . With the notations from Chapter 4.3.4, we define the
Self-Organisation Divergence SOD(t) as

SOD(t) := KL2(P, Q). (4.24)

Divergence of Configurations

The second metric uses the configurations instead of processed messages. This is com-
parable to the approach in the Configuration Stability metric, where we used the result
of the KL2 divergence of the single subsystems. Now, we use the configurations of all
subsystems:

Let M and L be as above. This time, CP is the set of configurations of all subsystems
combined in the time frame [t − M − L, t − M ], and CQ is the set of configurations in
the time frame [t − M, t]. Again, we form the according densities P and Q, and then we
calculate the Configuration Divergence cd(t) as

cd(t) := KL2(P, Q). (4.25)

Time Complexity

As we have seen in the Configuration Stability, the time complexity for the KL2 calcula-
tion is O((M +p) ·N) for N subsystems, a window size of M and the precision parameter
p.

4.3.9 Finding the Right Parameters

Finding suitable values for the parameters of the metrics is crucial for the significance
of the results. For example, a low value for ε in the Configuration Stability will mark
configuration changes as unstable which, at a closer look, are still acceptable as stable.
On the other hand, too high values for M and L in the Configuration Stability would
mask short-term occurrences of high amplitude changes.

Our evaluation in Chapter 5 will show that good choices for these parameters highly
depend on the actual SASO system. Thus, the configuration of these parameters is
application-specific and should be customised at runtime using hyper-parameter-tuning.
However, in this thesis, we aim at a ’good-enough’ reference configuration of parameters.

A first approach to finding such acceptable values is to create a simulation of the
SASO system and gather the configuration time series of the simulated subsystems. In
the next step, we change these data samples for some of the subsystems such that high
amplitude changes occur at controlled time points for a few steps. Then, we create an
optimisation problem: find the best values for the parameters such that the controlled
changes create unique peaks in the metric output.
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Experiments show that the best values vary depending on where we set the artificial
changes. However, they vary only in a very limited range. Therefore, a reasonable next
step is to run this optimisation several times with different points for the changes. This
gives a distribution for parameters, and the values that occur most often are reasonable
for the actual application.

Of course, this method only works if it is possible to create such artificial changes
and the metrics show a sufficient impact. Otherwise, expert knowledge and system-
specific approaches are needed. In fact, in some cases, it might happen that normal and
abnormal adaptation behaviour cannot be distinguished by a metric, regardless of the
used parameters. If that occurs, this metric is simply not applicable in the given system.

4.4 Comparison of the Metrics

Our metrics all have different requirements, and Chapter 5 shows that not all of them
are useful in all scenarios. We will now give a short summary of the requirements and
restrictions. We will compare the tuning parameters, the applicability to multivariate
configurations, the use of time windows, the applicability to heterogeneous systems and
the lag of event detection.

4.4.1 Tuning Parameters

The tuning parameters for the metrics are crucial for their effectiveness. The more
parameters there are, the harder it gets to find suitable values for them.

Both Divergence Metrics require two parameters, M and L, for the window size and
delay. The Configuration Stability even requires the threshold ε as a third parameter. For
the Parameter Usage, the only parameter is the window size. Our Entropy metric needs
one parameter: the number of bins for the histogram. The Configuration Coherence and
the Configuration Variability can be computed without any additional parameters, al-
though they can be extended to a windowed version. In that case, we need one parameter
(again, the window size).

4.4.2 Applicability to Multivariate Configurations

All metrics can be applied to multi-dimensional configuration vectors. Although this is
possible even for the Parameter Usage metrics, it is usually not reasonable, as explained
in Chapter 4.3.7. Nevertheless, it might be beneficial to not apply the metrics to the
entire configuration vector. Excluding specific configuration entries can give a better
insight into the system dynamics. This, of course, depends on the actual application.
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4.4.3 Time Windows

Metrics that use time windows need specific attention to the length of the windows.
Too long windows can draw the curtain over noteworthy events. Too short lengths can
create unwanted noise in the generated time series. The Configuration Stability and
the two Divergence Metrics are specifically prone to this since they use two distinct
time windows. The time window for the Parameter Usage metrics is mandatory because
otherwise, the minimum and maximum values would be identical. For the Coherence
metrics, the Configuration Variability and the Entropy metric, only the current set of
configurations is needed. Nevertheless, these metrics do calculations on a set of vectors,
and this set is not limited in size. It is possible to collect configurations during a time
window and put them in a single set. Whether this approach gives more information
than the no-window setting has to be investigated for each specific application of the
framework.

Another point of attention is that any time window approach can lead to a delayed
detection of events because it can take some time steps before an outlier creates sufficient
impact on the value of the metric. Therefore, the window sizes have to be chosen with
care. This, again, depends on the actual application with its specific setup of the SASO
system and the tuning parameters of the metrics.

4.4.4 Summary

Table 4.1 summarises the attributes of our metrics. The column Parameters lists the
number of required tuning parameters. For the windowed versions of the Configuration
Coherence, the Adaptation Coherence, and the Configuration Variability, we would need
to put a 1 here. Under Multivariate, the applicability to multivariate configurations is
listed. The entries in Windowed show whether the metric uses time windows. The column
System tells us if the metric can be used in heterogeneous systems with mixed subsystems
or only in uniform systems where all subsystems are identical. Finally, Complexity shows
the computational time complexity for N subsystems and the specific parameters of the
metrics.

4.5 Concluding Remarks

Let us close this chapter with a look at the way from measurement to assessment, a note
on runtime assessment in general, and a remark on heterogeneous systems.
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Entropy 1 yes possible uniform O(N · M)
Cfg. Stability 3 yes yes mixed O(M2) + O((M + p) · N)
Cfg. Variability 0 yes possible uniform O(lN2)
Cfg. Coherence 0 yes possible uniform O(N2)
Adapt. Coherence 0 yes possible uniform O(N2)
Glob. Par. Usage 1 not advised yes uniform O(NM)
Avg. Par. Usage 1 not advised yes uniform O(NM)
Cfg. Divergence 2 yes yes uniform O(N · M)
SO Divergence 2 yes yes mixed O(N · M)

Table 4.1: Summary of the attributes of our metrics.

4.5.1 From Measurement to Assessment

Our measurement framework provides several time series that aim to assess the self-
adaptation and self-organisation behaviour of a SASO system. Of course, the time series
on their own are only sequences of numbers. For the actual interpretation of the system
behaviour, further steps are needed. Since the goal of the assessment is to give indicators
of unusual behaviour at runtime, peak detection and comparison with historical data are
the most promising approaches because they can react quickly to changes in the time
series and are easy to apply. For some systems, even the naked eye of an experienced
system user can identify changes in the time series. For the evaluation of the metrics in
Chapter 5, we will use the comparison with historical time series and the naked eye. For
the application of the framework presented in Chapter 6, we will implement the more
accurate approach of peak detection.

Naturally, other approaches from the domain of time series analysis, such as spectral
analysis or auto-correlation analysis, can be used. Their usefulness has to be evaluated
for the specific application. The investigation of these techniques is beyond the scope of
this thesis.

4.5.2 General Runtime Assessment of SASO Systems

Self-adaptation and self-organisation are the defining properties of SASO systems, but for
a complete runtime assessment of such a system, other aspects should also be investigated.
The monitoring of system performance and resource consumption, the assessment of goal
attainment or task efficiency, and the measuring of failure tolerance and failure rates can
accompany our framework to answer the questions like ”Is the system running as intended
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regarding the goals?” and ”Is the observed behaviour, regarding performance, error rates
or adaptations, normal?”

4.5.3 Application to Heterogeneous Systems

As we have seen above, most of our metrics are only applicable to homogeneous systems.
Only the Configuration Stability and the SO Divergence can be used on subsystems with
a differing layout of the configuration vectors. In general, using only these two metrics
is not sufficient for an effective adaptation assessment.

There are two cases where we can bypass this limitation. The first case is when
every subsystem contains an identical base component that is extended with additional
capabilities and additional configuration entries. Here, we can restrict the analysis to
the configuration of the base component and ignore the additional configuration entries
that differ for the extensions. The second case is when the SASO system comprises
subsystems that cluster identical smaller subsystems. An example of such systems are
those where a single control mechanism steers several identical productive systems. In
this case, we can simply take each of the actual productive systems and read out their
configuration. This is feasible because we are not interested in any control structures of
the subsystems.

A third imaginable scenario where we can use our framework in heterogeneous systems
is a system that consists of a reasonably small amount of classes of subsystems, and the
number in each class is sufficiently high. In this case, we can restrict the application
of the framework to only one class of subsystems at a time. This approach does not
guarantee a helpful insight into the adaptation process of the whole system but is at
least a first step.



Chapter 5

Evaluation

After having established the framework and the contained metrics, we will now apply
the framework to evaluate how the metrics behave in different scenarios. Most of the
scenarios include a disturbance. We will investigate how far the metrics can act as
indicators for these events. For this, Chapter 5.1 introduces the scenarios in detail,
performs a taxonomical placement, and a classification with respect to several qualitative
properties. In Chapter 5.2, we then show the results and a short summary for each
scenario. Chapter 5.3 concludes this part with an overarching summary of the results.

All scenarios are implemented in the Java-based MASON [132] simulation environ-
ment and run in discrete time steps. The framework and the metrics are implemented in
Java. The source code is available at [263]. For the clustering algorithm in the Configu-
ration Variability, we used the implementation of the X-Means [169] clustering algorithm
provided in the JSAT Java package [178]. We will provide a comparison with other clus-
tering algorithms in Chapter 5.2.1. We will see that the actual algorithm can be chosen
freely since the results show only minimal differences. The only restriction is the fact
that the implemented algorithm must be able to be configured to output a given number
of clusters.

5.1 Scenarios

The evaluation scenarios in which we will apply and analyse our metrics are
• a flocking scenario,
• a scenario with a smart camera network,
• three different road network scenarios with smart intersections,
• a scenario with real-world motion data from ships,
• and Conways’s Game of Life.

67
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After describing them in detail, we will apply the taxonomy and explain why we chose
them.

5.1.1 Flocking

The flocking simulation consists of 50 birds with random starting points and random
initial orientations on a toroidal plane of size 150 by 150 units. All birds follow the
usual rules of flocking [187]: for every bird and each rule, a direction vector is computed,
weighted with a factor and then added together. The result is normalised and then added
to the current direction vector of the bird.

Let t be a fixed time step in the simulation, a be a bird in the flock and Na := {x :
x is a bird and d(x, a) <= 10} the set of all neighbours of a, i.e. all birds within 10 units
distance. Let v(a) be the current direction vector of bird a and p(a) its current position
vector. The rules are then in particular [187]:

• Alignment - A bird will align its direction with the average direction of its neigh-
bours:

vavg :=
∑

x∈Na
v(x)

|Na|
(5.1)

align(b) = ωa · (vavg − v(a)) , (5.2)

where ωa is a tuning parameter. In our scenario, we choose ωa = 1.
• Cohesion - A bird will steer towards the centre of all neighbouring birds:

pavg :=
∑

x∈Na
p(x)

|Na|
(5.3)

cohesion(a) = ωb · (pavg − p(a)) , (5.4)

where ωb is again a tuning parameter. In our scenario, we choose ωb = 0.1.
• Avoidance - A bird will steer away from neighbours that are too close:

h :=
∑

x∈Na

(p(a) − p(x)) (5.5)

avoidance(a) = ωc · h. (5.6)

The tuning parameter ωc is 400
3 for our simulation.

With the resulting sum s(a) := align(a) + cohesion(a) + avoidance(a) and its length
∥s(a)∥, the position pt+1(a) of the bird a is then updated for the next simulation step
t + 1 as

pt+1(a) = pt(a) + s(a)
∥s(a)∥ . (5.7)
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Our metrics aim to identify unusual adaptation behaviour. Since every adaptation in
this scenario is the result of the flocking rules, every adaptation is considered as usual.
Therefore, we introduce an event of unusual adaptation as follows: at time point t = 500,
one bird a0 is being shot at. All birds within a distance of 50 units fly diametrically away
from a0 for three time steps and ignore the rules during this time. After four steps, they
follow their usual behaviour again. Figure 5.1 shows the simulation at t = 500 with the
result of the shot.

Figure 5.1: The flocking simulation at t = 500. The shot occurred near the centre of the
lower cluster.

Additionally, we will investigate two more configurations of the disturbance. After
the first setting with an influence radius of 50 units and three time steps of disturbance,
we will use a smaller disturbance with a 25-unit radius and only one time step length and
then an even smaller configuration with a radius of 10 units and one time step length.
Comparing the three settings will give us insight into how the different strengths of the
disturbance influence the metrics.

For the configuration parameter that is investigated by the metrics, we take the angle
of the direction of the birds. The simulation represents this angle as radians with values
from −π to π.

5.1.2 Smart Camera Network

This scenario is inspired by a museum at night. Figure 5.2 shows the setup. Ten cameras
are installed on one side of two hallways and monitor the opposite wall, where the
valuable paintings hang. The cameras communicate with each other and share their
current viewing angle with their neighbours. Each camera then turns around such that
the overlap of their viewports is minimised. Furthermore, each camera will track a person
that is inside the viewport. For this, it adjusts its angle such that the tracked person is
always in the centre of the viewport. The tracking has precedence over the minimisation
of overlaps. If there is no overlap and nothing to track, the cameras do not turn. Of
course, the tracked persons are part of the environment. Every 50 time steps, the tracked
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person leaves the viewport of the current camera and enters the next one. At these points,
the new camera will perform a sharp turn to center the tracked person in the viewport.
The viewports of the two cameras on the left partially observe the connecting hallway in
the left part of the picture.

Figure 5.2: The hacked camera simulation at t = 112. The hallways are coloured white,
the tracked person is green, and the intruder is red. The black dots depict the cameras
and the triangles their viewports.

For this scenario, we created two simulations. In the basic simulation, a guard starts in
the lower left corner and walks down the lower hallway. The cameras will turn according
to their rules. The cameras in the upper hallway do nothing.

In the second simulation, an intruder wants to cross the left hallway from bottom to
top. He starts at t = 40 when the guard has entered the lower hallway. Since the path
of the intruder crosses the viewport of the upper left camera, the intruder hacks that
camera and forces it to turn away. Furthermore, the intruder has insider information and
knows that the camera network itself is monitored by software that detects anomalies.
That software uses our Configuration Stability metric to do so. Therefore, the intruder
not only turns the upper left camera away from his path but also turns the four other
cameras in the upper hallway a little such that the resulting angles will cancel out each
other in the sense of the stability metric. They are also small enough to not trigger
the overlap minimisation process. This manipulation takes place every time step from
t = 110 until t = 120.

The configuration parameter which we will evaluate in this case is the angle of the
viewport for each camera, again, as radians with values from −π to π.
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5.1.3 Artificial Road Network - Blocked Road

The third scenario is inspired by the Organic Traffic Control (OTC) system that self-
adapts the green light duration of traffic lights [176]. Here, we use an abstract traffic
simulation where the SASO system consists of seven interconnected intersection con-
trollers. Figure 5.3 shows the layout of the street network.

E1 E2

D1 D2

A B

C

Figure 5.3: The street network for the roadblock scenario. The circles are intersections,
and the lines represent the connecting streets. Every street has two lanes, one for each
direction.

Each intersection tries to minimise the waiting time for all cars at all incoming lanes
by optimising the red light times for each lane. In this abstract simulation, the waiting
time for a car A is the number of cars that have passed the intersection since A has
arrived. In each simulation step, the intersection lets a certain number of cars in each
incoming lane pass the intersection in the desired direction. Since the cars can turn
around and drive back, the intersections with only two connected streets need red lights.
The intersections know the current waiting time of the cars, and the optimisation aims to
find the optimal number of cars to let pass in each lane to minimise the waiting time of the
remaining cars that could not pass in this simulation step. The configuration parameters
that are investigated in this system are the number of cars that each intersection lets
through for each lane. The initial value for every lane is three cars.

There are 250 cars in the simulation. They pick their destination randomly and choose
the shortest path to it. When they reach their destination, the process is repeated. In
this scenario, the path between intersections A and B is chosen with a probability of
p = 0.9. That means if a car starts in A (or B), it will choose the destination B (or A)
with a probability of 90%, and the other five destinations are chosen with a probability of
2%. Similarly, the path between E1 and E2 is chosen with p = .75. Consequently, these
two paths have the most traffic. The cars in the simulation are part of the environment.

Again, we introduce an artificial disturbance to analyse our metrics. For this purpose,
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we block the central intersection C in the time frame from t = 250 to t = 400. During
this time, intersection C is unavailable, and the cars have to use other paths. While
during normal operation, the traffic between A and B flows through C, now the cars
need to go through D1 and D2. Therefore, intersection D2 will have to reconfigure its
red-light times to handle both traffic streams.

Each intersection controller controls one signal light for every incoming lane. Since
not all intersections have the same number of lanes, this system is heterogeneous, meaning
the configuration vectors of the different intersection controllers differ. However, in this
case, we can use the trick outlined in Chapter 4.5.3: since every signal light has its own
configuration, we can consider the signal lights as the actual subsystems. This way,
we get a collection of subsystems where every subsystem has the same dimension in its
configuration vector.

Every connection consists of two lanes. Hence, we obtain a total of 14 subsystems in
the simulation.

5.1.4 Artificial Road Network - Rush Hour

This scenario simulates rush hours in a city street network with two islands, each with a
Manhattan-type network of sizes 3 by 5. The islands are connected by three bridges. The
connections between two intersections provide one lane for each direction (see Figure 5.4).

Figure 5.4: The street network for the rush hour scenario. The circles are intersections,
and the lines represent the connecting streets. Every street has two lanes, one for each
direction. The intersections with a square are homesteads, and the ones with triangles
are workplaces.

During the whole simulation, 250 cars are driving around randomly. The behaviour
of the cars (destination choosing) and the intersections (optimisation of waiting times)
is the same as in the Road Block scenario described in Chapter 5.1.3.

Additionally, three intersections on one island are designated homesteads, and three
intersections on the other are labelled as workplaces. Again, we introduce a disturbance
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in the simulation. At t = 250, a total count of 500 new cars will appear randomly in
the three homesteads and start driving towards one of the three workplaces. Therefore,
the bridges have to handle an increasing flow from one side to the other in the following
time steps. When the new cars arrive at their workplaces, they are removed from the
simulation. At t = 750, this is repeated in the opposite direction.

To evaluate different sizes of the disturbance, we will analyse two more simulations
with the same situation but with 300 extra cars during the rush hours in the first case
and with only 100 additional cars in the second case.

Again, each signal light is considered an individual subsystem. Therefore, this sce-
nario includes 94 subsystems.

5.1.5 Life-Like Road Network

While the previous two traffic scenarios were created to show the behaviour of the metrics
under laboratory conditions, this scenario was created to bring the metrics closer to a
real-world application.

In this scenario, we investigate simulated urban traffic based on real-world vehicle
movements that were observed in the area of Lokstedt, an urban district of the city of
Hamburg, Germany. Using the Aimsun Next traffic simulation software [11], a profes-
sional tool used by traffic experts and city planners, we model a part of Lokstedt with
several main streets and 10 intersections (see Figure 5.5). For instance, the junction K1
corresponds to the real-world location 53.611563◦N , 9.955750◦E. Minor streets, as well
as dead ends, are not part of the network model. The road sections are heterogeneous
in length and width, with one, two or even more lanes per direction. So, vehicles can
overtake or bypass smaller obstacles in parts of the network. The intersections K1, K2,
K3, K5, and K6 are connected to centroids, which represent the surrounding network
and let vehicles enter and leave the street sections.

The number of simulated vehicles is based on real-world observations collected on
03.07.2008. These traffic demands reflect the rush hour situation in the morning between
07:00 and 10:00 CET, as summarised in Table 5.1 for every hour.

Hour Cars Trucks
7:00 11905 479
8:00 12161 543
9:00 10755 570

Table 5.1: Hourly traffic demands across all sections of the Lokstedt simulation.

In contrast to the previous traffic scenarios, the traffic lights at the intersections are
now controlled by the Organic Traffic Control system (OTC [214]). The OTC system
adapts the durations of the traffic light phases in response to the current traffic demands
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Figure 5.5: The simulated street network based on the street layout in Lok-
stedt/Hamburg, Germany.

with the aim of optimising the traffic flow and improving the vehicle throughput. For
this, at each intersection, the CM of the OTC component analyses the current flow
situation by creating statistics based on current sensor data and internal simulations.
These statistics are updated every 5 minutes. Then, the CM selects suitable adaptations
by applying the rules of a Learning Classifier System. If required, these rules are created
using Evolutionary Algorithms together with an additional traffic simulator to evaluate
the performance of these new rules. Since the performance evaluation and the other
steps require an unpredictable amount of time, the subsystem update cycle time is not
constant. Furthermore, the intersection can – if the feature is activated – communicate
with each other using the Decentralised Progressive Signal System (DPSS, [230, 228]).
In this case, the intersections exchange messages to optimise the traffic flow on a larger
scale.

The scenario consists of three cases:
1. A simulation of the network with the originally recorded data without any further

influences. Here, the DPSS is not active.
2. A simulation with the same conditions as before and additional disturbances. Here,

a complete 15-minute blockage of the section from K5 to K10 is simulated at
the beginning of each of the 3 hours. The opposite direction from K10 to K5 is
not blocked, and this street allows vehicles to bypass the blockage (allowing for
oncoming traffic).

3. A simulation with the same conditions and disturbances, and with activated DPSS.
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The configuration we analyse in this case is the length of the green phase for every
signal light. Counting each signal as an individual subsystem, we have a total of 54
subsystems.

5.1.6 Maritime Traffic

The Christian-Albrechts-Universität, where this thesis was supervised, is located in Kiel,
Germany. Kiel is a seaport and end point of the Kiel Canal. Thus, the city sees much
seaborne traffic. Therefore, we investigate a scenario which deals with traffic data from
maritime vessels.

A wide range of maritime vessel types is required to regularly send out status and
navigational information, including a unique identifier, the current location, speed, and
course. This information is broadcasted with a standardised message format defined by
the Automatic Identification System (AIS) [264].

The data-set [261] that we analyse contains AIS data recorded by AIS base stations
in the area of responsibility of the Danish Maritime Authority (DMA)[260]. The data
set includes data from ships in the area of the city of Kiel, Germany, and the Kiel Canal.

The Kiel Canal, one of the most travelled canals in the world, runs through northern
Germany and connects the North Sea and the Baltic Sea [268]. On 30.11.2022 at 4:37
CET, a ship in the canal collided with a bridge, forcing the canal authority to stop all
traffic through the canal.

The two main properties of a ship that conform to our notion of configuration are its
course and its speed. The analysis of the speed data does not give any indicators for the
canal accident. We assume that the reason for this is the general speed limit in the Kiel
Canal (8.1 knots) and the Kiel seaport area (10 knots) and the fact that vessels equipped
with AIS senders are usually larger vessels with slow changes in speed. Therefore, we will
present the analysis for the course over ground data field from the AIS data provided by
the DMA.

For comparison, we investigate two time frames. The first reaches from 28.11.2022
12:00 CET to 29.11.2022 12:00 CET and is used as the baseline. In this time frame, no
remarkable events occurred. The second time frame contains the following 24 hours, from
29.11.2022 12:00 CET to 30.11.2022 12:00 CET. This includes the time of the accident.
From the data set, those data points were selected that match the following criteria:

• The data point was recorded within the selected time frame.
• The location of the data point is in the Kieler Förde area (see Figure 5.6):

– Latitude ≥ 54.309274◦N and ≤ 54.432831◦N

– Longitude ≥ 10.080272◦E and ≤ 10.288947◦E

• The ship for the data point has at least one data point with a speed value > 0
within the time frame and the location boundaries.
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Figure 5.6: The Kieler Förde with the boundaries of the analysed AIS data points (red
area). The Kiel Canal can be seen in the west, the Baltic Sea is in the northeast, and
the city centre of Kiel is in the southwest. Map data © 2003 GeoBasis-de/BKG (©2009),
Google [272].

In total, 14527 data points from 93 ships match the criteria for the first time frame,
and 7864 data points from 74 ships fall in the second time frame.

In the data set, the course over ground is stored as an angle in the range [0◦, 360◦),
where 0◦ represents north. Our metrics require data for every time point. If no data
is available in the data set for a given point in time, then the last seen value for the
respective ship is used.

5.1.7 Game of Life

In this simulation, we have a toroidal cellular plane with 50x50 cells. Each cell has either
the state of dead or alive, which is also the configuration we are observing. In every
step, each cell computes the state it will have in the next step using the ”classical” rules
depending on the number of living neighbours (cf. Chapter 2.2.3):

• It dies if fewer than two or more than three neighbours live.
• It stays alive if two or three neighbours live.
• It becomes alive if exactly three live neighbours are alive.

The simulation starts with a random initialisation and reaches, after 300 steps, a state
with constant patterns and a few ”blinkers”. Figure 5.7 shows the simulation after 302
steps.
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Figure 5.7: The Game of Life simulation at step t = 302.

For the configuration parameter, we will use the state of each cell. A living cell is
represented by a 1, and a 0 denotes dead cells.

5.1.8 Taxonomy and Classification of the Scenarios

In this chapter, we will apply a taxonomy to the scenarios, show an additional classifi-
cation, and explain why we chose them.

Taxonomical Dimensions of the Scenarios

In Chapter 2.2.2, we presented the self-adaptation taxonomies by Rohr et al. and
Krupitzer et al.. We will now see, how can our scenarios be placed in these taxonomies.

Since the focus of this thesis is the analysis of configuration parameters, the taxo-
nomical dimension of Operation/Technique is always the change of parameters. For the
dimension of Adaptation Control/Controller Distribution, all scenarios use systems with
a decentralised control structure. Furthermore, all systems apply the self-adaptation
to the application layer. The dimensions Activation/Time and Origin/Reason are as
follows:

• The rules of the Flocking scenario, especially the avoidance rule, lead to predictive
self-adaptation. The birds change their direction if a collision is imminent. On
the other hand, the introduced disturbance in this scenario leads to a reactive
behaviour. Since this scenario has no interaction with any environment or user,
the Origin of self-adaptation is the system itself.

• For the Smart Camera scenario, the source of self-adaptation is the environment
because only if a camera tracks a person its angle changes. This change of angle
propagates through the system via the overlap minimisation. This is a reactive
behaviour.

• In the Roadblock scenario, the intersections perform their self-adaptation in re-
action to the current volume of traffic. Although the source of the disturbance
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lies within the system itself as one intersection becomes unavailable (i.e. internal
system failure), the effective source of the self-adaptation remains the traffic. In
this case, the taxonomical dimension of Origin/Reason is either the system or the
environment, depending on the point of view.

• For the Rush Hour scenario, the dimensions are clear: the system reacts to a change
in the environment.

• In the Life-Like Road Network scenario, the system is again primarily reacting to
the environment. However, it contains an internal simulator to predict possibly
better rule sets, which can lead to predictive self-adaptation.

• In the Maritime Traffic scenario, the system is comparable to the Flocking scenario.
It contains predictive self-adaptation of internal origin (collision avoidance) and a
reaction to the (environmental) canal closure.

• In the Game of Life scenario, the source for the adaptation is the system itself since
it is self-contained and has no environment. The state changes are a reaction to
the previous states.

Table 5.2 summarises the points.

Scenario Activation/Time Origin/Reason
Flocking Predictive / Reactive System
Smart cameras Reactive Environment
Roadblock Reactive Environment / System
Rush hour Reactive Environment
Life-Like Traffic Predictive / Reactive Environment
Maritime Traffic Predictive / Reactive System / Environment
Game of Life Reactive System

Table 5.2: Values of the taxonomical dimensions for the evaluation scenarios.

Further Classifications

The framework is intended to be applied to a wide range of SASO systems. Since the
notion wide range is not very specific, we will investigate three more specific properties
of SASO systems: Openness, Size, and Closeness to Reality:

• Openness applies to the environment and the system itself. A system operates in
an open environment if new sources of influence can occur or existing can cease
to exist. The system itself can be declared as open if the number of subsystems
or other relevant components or structures (e.g. the control structure) change over
time.

• Size means, in this case, simply the number of subsystems, which is a possible way
to compare two SASO systems.
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• Closeness to Reality is the distinction between highly artificial systems that were
created for research purposes on one side and systems that are actually running
in production environments on the other. Of course, this distinction is not binary.
There are several stages between them.

Let us apply these three dimensions of comparison to our scenarios:
• Flocking: In this scenario, the environment and the system itself are closed. The

number of birds does not change, and their environment is not altered over time as
long as the shooter is considered present in the beginning. Compared to the rest of
the scenarios, 50 birds is in the medium range of the scale. Although the scenario
is a synthetic simulation on a torus, the flocking rules produce a behaviour close to
natural phenomena. Therefore, we can place it halfway between an artificial and a
real-world scenario.

• Smart Camera Network: With the same arguments as for the flocking sim-
ulation, this scenario has a closed system and a closed environment. With 10
subsystems, it is rather small. The abstract representation of the cameras and the
setup of the museum and the events is highly artificial.

• Artificial Road Network - Blocked Road: This is, again, a closed scenario.
Neither the number of cars nor the number of intersections change. With only 7
subsystems, it is the smallest scenario in our portfolio. As the name indicates, this
is an artificial setup due to the network layout and the traffic model.

• Artificial Road Network - Rush Hour: In this case, the number of intersections
still remains constant. But this time, the number of cars changes. This can be
considered an open environment. With 30 subsystems, it is medium-sized. Like
the previous traffic scenario, this is an artificial scenario.

• Life-Like Road Network: The system, with its constant number of intersections,
is again closed. The environment, on the other hand, is very open. Vehicles enter
and leave constantly. With 11 intersections, this system is a small one. Although
the underlying real-world street network in this model does not contain any intel-
ligent intersections, we can consider this scenario as very close to reality. The used
traffic data and the network layout are based on real-world data, and the modelled
intersection controllers have been implemented in real-world test beds.

• Maritime Traffic: The changing number of vessels in the observed area and the
real-world environment make this system and the environment open. With the
high number of 74 and 94 ships, this scenario is a large one. And, of course, this is
a real-world scenario.

• Game of Life: In this closed scenario, we have 2500 subsystems. This makes it
very large. As a cellular automaton, this is an artificial scenario.

Table 5.3 recaps the classification. The columns System and Environment refer to
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the openness, and the column Type describes the closeness to reality. We need to note
that the attributes in the column Size are only valid for comparing our scenarios with
each other. A simulation with 2500 entities might be considered small in other contexts.

Scenario System Environment Size Type
Flockers closed closed medium artificial
Smart Camera Network closed closed small artificial
Road Network - Blocked Road closed closed small artificial
Road Network - Rush Hour closed open large artificial
Life-Like Road Network closed open large real-world
Maritime Traffic open open large real-world
Game of Life closed closed very large artificial

Table 5.3: Classification of the scenarios with respect to system openness & environment
openness, size and type of closeness to reality.

The Reasons for Selection

The scenarios are chosen such that their entirety covers most of the aforementioned
taxonomical characteristics and dimensions of quality. Additionally, some profane reasons
apply:

• Flocking is the prime example of systems that are inspired by natural phenomena
and, at the same time, very simple. We included it in our evaluation because it is
totally decentralised and fully defined by very few rules. Furthermore, it can be
found in most lectures and books about multi-agent systems and emergence.

• The Game of Life scenario is included in the evaluation because it plays a pro-
totypical role in cellular automata and emergence throughout literature. Cellular
automata can be a starting point for building SASO systems [109].

• The smart camera scenario was explicitly designed to show that each of our metrics
alone has limitations.

• We chose the traffic scenarios for evaluation because we believe that intelligent
traffic management is an essential technology for the future of transportation, es-
pecially in light of the climate crisis.

In the Flocking scenario and in the Rush Hour scenario, we have included simulations with
different strengths of the disturbances to analyse how the metrics react to such deviations
in strength. These are the only two scenarios where we do this for the following reasons:

• The strength of disturbance in the Smart Camera scenario is explicitly tailored to
this scenario.

• In the Road Block scenarios (artificial and Life-Like), there is a structural distur-
bance. Moving the road block to another position or adding additional blockades
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would lead to a different scenario.
• In the Maritime Traffic Scenario, the core of the analysis is the fact that we analyse

real-world data.
• The Game of Life scenario has no disturbances.

5.2 Results

In this chapter, we will show how to apply the metrics to the scenarios above in the or-
der of Entropy, Configuration Stability, Configuration Variability, Coherence, Parameter
Usage and Configuration Divergence. Due to the system design, only the Life-Like Road
Network scenario provides communication data. In the other two traffic simulations, all
intersections work independently and do not incorporate information from their neigh-
bours. Therefore, there is no communication present. The communication between ships
is not available for the Maritime Traffic scenario. In general, ship radio messages are not
stored. Only the documentation of radio communication in a log book is required [257].
For the two remaining scenarios, Game of Life and Flocking, we will create an artificial
communication model to evaluate the SO Divergence metric.

Furthermore, in each scenario, we will show the influence of the tuning parameters for
the according metrics. After the presentation of the results, we will close each scenario
with a short discussion of the outcomes.

5.2.1 Results for the Flocking Scenario

Here, we provide the analysis for the metrics in the Flocking scenario with the bigger
disturbance. The radius of the disturbance is 50 units, and its length is 3 time steps.
This section aims to show the influence of the parameters on the metrics. The results
in the cases with the less significant disturbance are presented in Chapter 5.2.2. For the
analysis in the current case, our attention is mainly turned to the steps with t ≥ 500
where the disturbance occurs.

Entropy

For the application of the Entropy, we need to fix a number M of bins for the estimation.
Since we deal with angles in this scenario, a fraction of 360 seems appropriate. Figure 5.8
shows the Entropy for several values of M . We see that the higher values isolate details
more clearly (e.g. the small plateau from t = 267 to t = 290). Yet, all three graphs
deliver the same notable spikes. Especially the disturbance at t = 500 is clearly visible
due to the extreme jump in the time series, which does not occur at other steps with
such an amplitude.
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Figure 5.8: The time series of the Entropy for the Flockingscenario with bin counts
M = 45 (blue), M = 90 (red), and M = 180 (green). The disturbance happens at
t = 500.

Configuration Stability

Since the calculation of the Configuration Stability requires the distributions of the config-
uration parameter (i.e. the angle of orientation) of the bird during different time frames,
we will look at an example. Figure 5.9 shows the directions of an affected bird. The
sudden change of orientation at t = 500 is clearly visible. Shortly before the disturbance,
the bird was flying with an orientation angle close to 3. With the disturbance, the orien-
tation changed to a value near 0.5. The gaps between t = 240 and t = 450 are the result
of a wrap-around at the ±π border. The graph is continuous at these points.

Figure 5.9: The angles of directions of one bird that is affected by the disturbance at
t = 500.

Using two time windows of size M = 10 steps and a lag of L = 10 steps, we can
apply the density estimation and receive a result that is shown in Figure 5.10. The shift
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of angles from 3 to 0.5 is reflected by the according maxima in the densities.

Figure 5.10: The densities of the angles from Figure 5.9 in the time frames t = 490 to
t = 500 (blue) and from t = 500 to t = 510 (red).

For the application of the Configuration Stability, we need to find suitable parameters
for the window sizes M , L and the threshold ε. Figures 5.11, 5.12 and 5.13 show the
influence of the parameters on the result.

Figure 5.11: The influence of the tuning parameters in the Flocking scenario for the
Configuration Stability for M = L = 10. The threshold ε is 0.1 (blue), 1.0 (red), and 2.0
(green). The disturbance happens at t = 500.

We see that in this scenario, smaller thresholds ε create noisier graphs with several
peaks that might even be interpreted as false positives. For M = L = 30 and ε = 0.1,
the impact of the disturbance even gets lost in the general noise of the graph. In this
case, the peaks aside the disturbance (e.g. at t = 750) are notably higher than the
maximum value in the time after the disturbance. Bigger thresholds, on the other hand,
can suppress actual interesting events. For example, the parameters M = L = 20 and
ε = 0.1 show a strong reaction to the simulation’s dynamics near t = 730, while for ε = 2,
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Figure 5.12: The influence of the tuning parameters in the Flocking scenario for the
Configuration Stability for M = L = 20. The threshold ε is 0.1 (blue), 1.0 (red), and 2.0
(green). The disturbance happens at t = 500.

Figure 5.13: The influence of the tuning parameters in the Flocking scenario for the
Configuration Stability for M = L = 30. The threshold ε is 0.1 (blue), 1.0 (red), and 2.0
(green). The disturbance happens at t = 500.

this peak starts to vanish. Bigger window sizes lead to smoother graphs but also delay
the detection of peaks.

Table 5.4 summarises how the different parameters influence the detection of the
disturbance after t = 500. It lists the parameters M , L and ε, the maximum value
and the time point/location of the peak corresponding to the disturbance, and where in
Figures 5.11, 5.12 and 5.13 it is shown.

The heuristic from Chapter 4.3.9 gives us M = L = 10 and ε = 1 as suitable
parameters. This combination gives us the times series for the Configuration Stability,
as shown in Figure 5.14. The impact of the disturbance is obvious, but it only becomes
visible with a delay. The new orientations need some time steps to sufficiently affect the
distribution of angles within the time frame such that the divergence with the previous
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M L ε Value Location Figure
10 10 0.1 0.032 t = 506 5.11 blue
10 10 1.0 0.041 t = 518 5.11 red
10 10 2.0 0.028 t = 518 5.11 green
20 20 0.1 0.036 t = 511 5.12 blue
20 20 1.0 0.040 t = 535 5.12 red
20 20 2.0 0.024 t = 534 5.12 green
30 30 0.1 no peak no peak 5.13 blue
30 30 1.0 0.037 t = 552 5.13 red
30 30 2.0 0.022 t = 552 5.13 green

Table 5.4: The influence of the tuning parameters for the Configuration Stability on the
location and height of the peaks after the disturbance in the Flocking simulation.

time frame exceeds the threshold.

Figure 5.14: The time series of the Configuration Stability for the Flocking scenario with
M = L = 10 and ε = 1. The disturbance happens at t = 500.

Configuration Variability

In Figure 5.15, we see the time series of the Configuration Variability. Again, the dis-
turbance creates a strong change in the time series and a peak of cv ≈ 0.47 at t = 502.
However, other time steps also show notable changes, such as a steep rise at t = 380
or the drop between t = 566 and t = 582. Furthermore, we see relatively low values
of cv ≈ 0.02 shortly before the disturbance. This, again, is the result of the increasing
alignment of the birds, which leads to decreasing distances for the data points from their
respective cluster centroids during the clustering.
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Figure 5.15: The time series of the Configuration Variability for the Flocking scenario.
The disturbance happens at t = 500.

As mentioned at the beginning of this chapter, we will take a look at the differences
between several clustering algorithms that can be used in the Configuration Stability. Fig-
ure 5.16 shows a detailed view of the time series for the G-Means [86], K-MeansPDN [171],
and the X-Means algorithms. As we can see, all three algorithms lead to nearly identical
results in the metric.

Figure 5.16: Details of the time series of the Configuration Variability for different cluster
algorithms. Blue: X-Means, red: G-Means, green: K-MeansPDN.

Coherence Metrics

Figure 5.17 shows the result for the Coherence metrics. As a result of the alignment
rule, the birds tend to fly more and more in the same direction. So, the angles of
orientation decrease in difference. That leads to an increasing coherence with a maximum
Configuration Coherence value of cohc ≈ 0.93 at t = 490. Then, the disturbance at
t = 500 brings many new orientations into the flock and, therefore, induces the sharp
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drop in the coherence values. Since this kind of drop does not occur at any other step,
both Coherence metrics give a clear indication of an unusual event.

The Adaptation Coherence gives a noisier graph because fewer birds are considered
in the calculation.

(a) Configuration Coherence

(b) Adaptation Coherence

Figure 5.17: The time series of the Coherence metrics for the Flocking scenario. The
disturbance happens at t = 500.

Parameter Usage Metrics

Figure 5.18 depicts the Global Parameter Usage with different window sizes. In this
case, the different window sizes only lead to longer times where the respective maximum
interval length of parameter values is persistent. Again, the disturbance is clearly visible
in the graph with the jump from Ug ≈ 0.1 to Ug ≈ 0.75. After t = 500, a wider range
of values is used, but this range does not increase after that. So, the graph for the time
window M = 20 still includes effects at t = 520 that happened at t = 501.
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Figure 5.18: The time series of the Global Parameter Usage for the Flocking scenario
with window sizes M = 5 (blue), M = 10 (red), and M = 20 (green). The disturbance
happens at t = 500.

Figure 5.19 shows the Average Parameter Usage with different window sizes. Again,
longer time windows lead to longer influences of events on the graph. The plateau
beginning at t = 500 has a width of M steps and a height of Ua ≈ 0.175 for M = 20 and
Ua ≈ 0.164 for M = 5.

Figure 5.19: The time series of the Average Parameter Usage for the Flocking scenario
with window sizes M = 5 (blue), M = 10 (red), and M = 20 (green). The disturbance
happens at t = 500.

Another effect of longer time windows are higher values at certain time steps that
may lead to false positive interpretations of unusual adaptation events. Here, an example
is t = 705 for M = 20. Also, the disturbance gives a more prominent spike in the graph
than in the graphs for the Global Parameter Usage.

The actual implementation of the metric assigns a 0 to the metric until the first time
frame has reached the desired length. Therefore, we have the vertical lines at t = M .
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Configuration Divergence

In Figure 5.20, we see the Configuration Divergence with different values for the lag
parameter L. Higher values lead, in this case, to wider peaks and higher values for
secondary ones. The value for the main peak at t = 505 stays at cd ≈ 1.86 for M = 5
and changing L. The baseline is reached after L steps in this case.

Figure 5.20: The time series of the Configuration Divergence for the Flocking scenario
with parameters M = 5 and L = 5 (blue), L = 10 (red), and L = 20 (green). The
disturbance happens at t = 500.

Figure 5.21: The time series of the Configuration Divergence for the Flocking scenario
with parameters L = 5 and M = 5 (blue), M = 10 (red), and M = 20 (green). The
disturbance happens at t = 500.

Figure 5.21 shows the influence of the window size M on the Configuration Divergence.
Here, higher values lead to smaller values for the peaks. For M = 20, the peak reaches
cd ≈ 0.495, while M = 10 gives cd ≈ 0.930. With M = 5, we see the peak value of
cd ≈ 1.86. All peaks are at t = 505.
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Self-Organisation Divergence

Although this simulation does not implement direct communication between the birds,
we can state that a kind of message exchange is present: the birds broadcast their current
course. This means that at every time step, every bird sends out a message containing
its configuration. Thus, at any given time, the totality of messages is equal to the joint
configuration of the system. Therefore, the Self-Organisation Divergence is equal to the
Configuration Divergence.

Summary

The results show that in this scenario, the disturbance has a substantial impact on
the time series of all applied metrics. The affected time series react with an extremely
steep change. For the Configuration Stability (with suitable parameters), Configuration
Divergence (with all of the shown parameters), and the Average Parameter Usage, the
disturbance even creates an isolated, prominent peak in the graph. On the other hand,
the Configuration Variability shows additional time points with strong changes. In the
Entropy, the disturbance is the only point where a steep rise occurs, but the graph is
noisy and shows several other peaks.

5.2.2 Results for the Flocking Scenario – Small Disturbances

We will now investigate how the metrics behave with a less significant disturbance. Using
the parameter values that turned out suitable, we will analyse the Flocking scenario with
a disturbance of radius 25 units and a length of one time step. For short, we will call
this disturbance D25,1. The second analysed disturbance D10,1 has radius 10 units and
lasts, again, one time step. We will call the third, most significant disturbance D50,3,
which we analysed above, and use it as a reference.

As expected, all metrics show the same behaviour in all three disturbance cases in
the first 499 steps. Due to the different number of affected birds, the second half of the
simulations each show a different behaviour of the flock. Thus, we will now focus on the
few time steps after the disturbance.

Entropy

The bin count M is set to M = 45 for this analysis. The results are shown in Figure 5.22.
As in D50,3, the Entropy rises immediately in the other two simulations. In D25,1, it
reaches the same value of H ≈ 3.25 at t = 502. For D10,1, this peak reaches its maximum
of H ≈ 2.49 at t = 503. Although the peak in D10,1 is not as high, it is still extreme
with its jump from H < 1.0 within three steps.
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Figure 5.22: The time series of the Entropy for the Flocking scenario with bin count
M = 45. Blue shows D25,1, and red is D10,1. The disturbance happens at t = 500.

We see that the significance of the disturbance has an influence on the metric. Nev-
ertheless, the Entropy can detect the small impact of D10,1.

Configuration Stability

For the Configuration Stability, we use the window parameters M = L = 10. Using ε = 1,
as we did above for D50,3, the metric reacts to the disturbance in D10,1 with an extremely
small peak of cs ≈ 0.0001. With that configuration, the Configuration Stability creates
much higher peaks for other events in the first 300 steps, as we can see in Figure 5.23.

Figure 5.23: The time series of the Configuration Stability for the Flocking scenario with
M = L = 10 and ε = 1 for the case D10,1. The disturbance happens at t = 500.

However, changing the threshold parameter to ε = 0.1 allows the metric to identify
the event. In Figure 5.24, we see the comparison of D25,1 and D10,1, where D10,1 is
configured with ε = 0.1. The peak in the metric for D25,1 reaches cs ≈ 0.048 at t = 518,
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Figure 5.24: The time series of the Configuration Stability for the Flocking scenario with
M = L = 10 and ε = 1 for the case D25,1 (blue) and M = L = 10 and ε = 0.1 for the
case D10,1 (red). The disturbance happens at t = 500.

while D10,1 gives cs ≈ 0.041 at t = 517. Compared to the previous simulation with D50,3,
where the metric resulted in a peak with cs ≈ 0.041 at t = 517, we obtain the same level
of reaction at nearly the same points in time.

Configuration Variability

In Figure 5.25, we see the time series of the Configuration Variability. The simulation
with the disturbance D25,1 creates a peak at t = 503 with cv ≈ 0.47. This is the same
value as for D50,3. On the other hand, D10,1 leads to a smaller peak with cv ≈ 0.34,
again at t = 503. Since the value at t = 500 is cv ≈ 0.026, the reaction is still immediate
and strong in both cases.

Figure 5.25: The time series of the Configuration Variability for the Flocking scenario in
the cases D25,1 (blue) and D10,1 (red). The disturbance happens at t = 500.
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Coherence Metrics

Figures 5.26 and 5.27 show the results for the two Coherence metrics for the two smaller
disturbances. Both disturbances lead to the same reaction pattern as for D50,3, only with
a different strength.

Figure 5.26: The time series of the Configuration Coherence for the Flocking scenario in
the cases D25,1 (blue) and D10,1 (red). The disturbance happens at t = 500.

The Configuration Coherence drops from cohc ≈ 0.99 to cohc ≈ 0.56 at t = 502 in
the D25,1. This is nearly the same level as in D50,3, where the metric fell to cohc ≈ 0.54.
For D10,1, the decline is smaller and only reaches cohc ≈ 0.77 at t = 502.

Figure 5.27: The time series of the Adaptation Coherence for the Flocking scenario in
the cases D25,1 (blue) and D10,1 (red). The disturbance happens at t = 500.

The Adaptation Coherence shows a comparable reaction. The smallest disturbance
D10,1 shows the smallest drop, with coha ≈ 0.68 at t = 504. The next bigger disturbance
D25,1 results in coha ≈ 0.54 at t = 504, which is, again, nearly the same level as in D50,3,
where the drop reached coha ≈ 0.53 at t = 504.
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Parameter Usage Metrics

Figure 5.28 shows the Global Parameter Usage for the two minor disturbances. Again,
the different strengths of the disturbances lead to different heights of the peaks. Both
D50,3 and D25,1 give a value of Ug ≈ 0.75 at t = 502. The smaller disturbance leads to
a peak with Ug ≈ 0.64 at t = 502.

Figure 5.28: The time series of the Global Parameter Usage for the Flocking scenario
with window size M = 5 in the cases D25,1 (blue) and D10,1 (red). The disturbance
happens at t = 500.

Figure 5.29 presents the Average Parameter Usage. Here, the influence of D10,1 with
Ua ≈ 0.078 at t = 505 is only half as strong as the one of D25,1, where we get a value of
Ua ≈ 0.154 at the same time step. Again, this level is comparable to D50,3, where the
spike at t = 505 reaches Ua ≈ 0.164.

Figure 5.29: The time series of the Average Parameter Usage for the Flocking scenario
with window size M = 5 in the cases D25,1 (blue) and D10,1 (red). The disturbance
happens at t = 500.
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Configuration Divergence

In Figure 5.30, we see the Configuration Divergence. The peak in this metric is at t = 505
for all three disturbances. While the two bigger disturbances D50,3 and D25,1 lead to a
comparable impact in the other metrics, the Configuration Divergence is more sensitive.
In D50,3, the peak value is cd ≈ 1.86. In D25,1, it is only cd ≈ 1.50 and in D25,1 even only
cd ≈ 0.25. Since the value for the metric never exceeds cd = 0.1 outside the disturbances,
the reaction is still very clear in the smaller cases.

Figure 5.30: The time series of the Configuration Divergence for the Flocking scenario
with parameters M = L = 5 in the cases D25,1 (blue) and D10,1 (red). The disturbance
happens at t = 500.

Summary

In this scenario, the application of the metrics shows that the strength of the disturbance
has a notable impact on the resulting spikes in the graphs. Only the Configuration
Stability requires a reconfiguration of its parameters. However, the new parameter set is
usable in all three disturbance setups, as Figures 5.11, 5.12, 5.13 and 5.24 show. Except
for the Configuration Divergence, all metrics show a reaction on the same level to the two
bigger disturbances D50,3 and D25,1, although D50,3 influences more birds and lasts three
times longer. The Configuration Divergence, on the other hand, shows different value
levels for all three disturbances. The difference between D10,1 and D25,1 is individual to
each metric. While Configuration Divergence shows a difference of factor 6 in these cases,
the Global Parameter Usage differs only by 17%. In summary, all metrics can identify
all three disturbances but react with different value levels.
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5.2.3 Results for the Smart Camera Scenario

This section presents the results of the Smart Camera scenario. We compare the dis-
turbed and the undisturbed scenario with a particular focus on the disturbance at t ≥ 110.

Entropy

We start with a comparison of different values for the bin count M in the Entropy metric.
Again, the configuration is a value for angles. Thus, a divisor of 360 appears natural.
First, Figure 5.31 shows the difference between M = 45 and M = 180 for the undisturbed
simulation. Figure 5.32 gives the results for M = 90. We see that with M = 180, several
spikes are filtered out, e.g. the drops at t = 100 and t = 150. The difference between
M = 45 and M = 90 shows only in the width of the spikes. For M = 45 the spike at
t = 100 has a width of five steps, while its size shrinks to three steps for M = 90.

Figure 5.31: The time series of the Entropy for the Smart Camera scenario with bin
counts M = 45 (blue) and M = 180 (red) in the undisturbed case.

Furthermore, Figure 5.32 depicts the comparison between the disturbed and the
undisturbed simulation. We see that the disturbance leads to a sudden rise in the entropy
at t = 111 and a higher base level value around H ≈ 1.5 in the following steps. The
undisturbed scenario does not exceed a value of H ≈ 1.2.

Due to the strong change in the time series, the Entropy metric can detect this event.
In direct comparison with the undisturbed case, which acts as an expectation for the
time series, the influence of the attack becomes obvious.
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Figure 5.32: The time series of the Entropy for the Smart Camera scenario with bin
count M = 90. The blue graph shows the undisturbed simulation, and the red graph the
hacked scenario. The duration of the attack is marked grey.

Configuration Stability

In this scenario, the threshold parameter ε that distinguishes active and inactive sub-
systems in the Configuration Stability metric is notably different from the value for the
Flocking scenario. While in the latter, we used ε = 1, we will need one magnitude smaller
in this scenario. Here, the metric gives a constant zero for ε = 1.

Figure 5.33: The influence of the threshold parameter in the hacked version of the Smart
Camera scenario for the Configuration Stability for M = L = 5. The threshold ε is 0.1
(blue), 0.3 (red), and 0.5 (green). The duration of the attack is marked grey.

Figures 5.33, 5.34 and 5.35 show the influence of the three parameters in the Con-
figuration Stability with suitable ranges in the hacked simulation. We see that, in this
case, smaller values for the window size M and the lag parameter L are better. Higher
values create wider spikes, shift the spikes further in the future, and, with M = 20,
the combination with higher values of ε generates noisier graphs than with M = 10 or
M = 5.
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The parameter ε influences the number of spikes. With M = L = 10, we get three
spikes for ε = 0.5, five for ε = 0.3 and ten spikes for ε = 0.1. This behaviour (with
different number of spikes) is the same with the other window sizes.

Figure 5.34: The influence of the threshold parameter in the hacked version of the Smart
Camera scenario for the Configuration Stability for different M = L = 10. The threshold
ε is 0.1 (blue), 0.3 (red), and 0.5 (green). The duration of the attack is marked grey.

Figure 5.35: The influence of the threshold parameter in the hacked version of the Smart
Camera scenario for the Configuration Stability for different M = L = 20. The threshold
ε is 0.1 (blue), 0.3 (red), and 0.5 (green). The duration of the attack is marked grey.

Table 5.5 gives an overview of the values of the first spike after t = 100 when the given
parameters are applied. This spike is chosen only because it allows a good comparison
of the influence of the parameters.

Figure 5.36 compares the two simulations for M = L = 5. The Configuration Stability
gives identical values until t = 152, more than 30 time steps after the attack ended.
Beginning with this point, the influence of the attack becomes visible. In the undisturbed
case, the metric reaches its third peak of cs ≈ 0.006 at t = 158. The hacked simulation
gives a corresponding peak of cs ≈ 0.0025 at t = 159. For the fourth and the fifth spike,
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M L ε Value Location Figure
5 5 0.1 0.0023 t = 109 5.33 blue
5 5 0.3 0.0036 t = 109 5.33 red
5 5 0.5 0.0016 t = 110 5.33 green
10 10 0.1 0.0014 t = 109 5.34 blue
10 10 0.3 0.0039 t = 118 5.34 red
10 10 0.5 0.0026 t = 119 5.34 green
20 20 0.1 0.0036 t = 122 5.35 blue
20 20 0.3 0.0033 t = 122 5.35 red
20 20 0.5 0.0025 t = 136 5.35 green

Table 5.5: The influence of the tuning parameters for the Configuration Stability on the
location and height of the peaks after the disturbance in the Smart Camera scenario.
The values are for the first spike after t = 110.

the values are switched.

Figure 5.36: The time series of the Configuration Stability for the Smart Camera scenario
with M = L = 5 and ε = 0.1. Blue is the undisturbed simulation, and red shows the
hacked simulation. The duration of the attack is marked grey.

Configuration Variability

Figure 5.37 presents the Configuration Variability of the two simulations. Here, the
attack shows immediate effects in the graph when compared to the expected/undisturbed
behaviour. First, an unexpected spike of cv ≈ 0.31 is created at t = 112, and after the
attack, the baseline stays at cv ≈ 0.7 instead of the expected value of cv ≈ 0.1.
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Figure 5.37: The time series of the Configuration Variability for the Smart Camera
scenarios. Blue is the undisturbed simulation, and red shows the hacked simulation. The
duration of the attack is marked grey.

Coherence Metrics

Figures 5.38 and 5.39 show the results for the Coherence metrics.
The attack on the camera angles shows no significant impact on the Configuration

Coherence. Only after t = 150, the spikes differ in height, but less than 2.1%.

Figure 5.38: The time series of the Configuration Coherence for the Smart Camera
scenario. Blue is the undisturbed simulation, and red shows the hacked simulation. The
duration of the attack is marked grey.

The Adaptation Coherence, on the other hand, shows an additional peak of coha ≈
0.89 at t = 112 and subsequently no spikes where the undisturbed simulation suggests it.
The four spikes between t = 150 and t = 220 are missing in the disturbed simulation, as
well as the one at t = 252. Taken alone, the Adaptation Coherence cannot identify the
attack. Although a peak is created, this peak is not isolated enough when compared to the
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height of the expected ones. Only when directly compared to the expected behaviour does
the attack become visible due to the point in time where the peak occurs unexpectedly.

Figure 5.39: The time series of the Adaptation Coherence for the Smart Camera scenario.
Blue is the undisturbed simulation, and red shows the hacked simulation. The duration
of the attack is marked grey.

Parameter Usage Metrics

The influence of different window sizes in the Parameter Usage metrics can be seen in
Figures 5.40 and 5.41. While the Global Parameter Usage reacts delayed (with a delay
of M steps) on the camera handover, the Average Parameter Usage shows an immediate
effect that, in turn, lasts longer than the effect in the Global Parameter Usage.

Figure 5.40: The time series of the Global Parameter Usage for the hacked simulation
of the Smart Camera scenario with different window sizes. Blue: M = 5, red: M = 10,
green: M = 20. The duration of the attack is marked grey.

Furthermore, we see that for M = 5 and M = 10, the height of the peaks does not
differ for both metrics, except the ones during the attack. For example, the dips reach
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a value of Ug ≈ 0.08 for the Global Parameter Usage. For M = 20, they drop only to
Ug ≈ 0.1.

Figure 5.41: The time series of the Average Parameter Usage for the hacked simulation
of the Smart Camera scenario with different window sizes. Blue: M = 5, red: M = 10,
green: M = 20. The duration of the attack is marked grey.

Figures 5.42 and Figures 5.43 show the comparison of the hacked simulation with the
undisturbed case.

The Global Parameter Usage shows only small differences between the graphs. During
the attack, a slightly advanced rise at t = 111 and subsequently less deep dips of Ug ≈ 0.8
are notable. The undisturbed case drops to Ug ≈ 0.63 in the second and third dip. Taken
alone, these differences are not strong enough that the metric could identify the attack.

Figure 5.42: The time series of the Global Parameter Usage for the hacked (red) and the
undisturbed simulation (blue) with M = 5. The duration of the attack is marked grey.

The Average Parameter Usage, on the other hand, reacts with an immediate and steep
increase during the attack that lasts for the time of the attack. It rises to Ua ≈ 0.018 at
t = 111, while it stays at the lower baseline of Ua ≤ 0.004 in the undisturbed case.
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Figure 5.43: The time series of the Average Parameter Usage for the hacked (red) and
the undisturbed simulation (blue) with M = 5. The duration of the attack is marked
grey.

Configuration Divergence

In Figures 5.44, 5.45 and 5.46, we see the Configuration Divergence with different para-
meter values. All presented combinations are able to identify the attack when compared
to the expected time series by the unexpected peak at t = 110 + M . Furthermore, we
see that higher values for the window parameter M lead to a more delayed reaction of
the graph. The corresponding peak appears with a delay of M steps.

Figure 5.44: The Configuration Divergence in the Smart Camera scenario for M = L = 1
in the hacked (red) and the undisturbed simulation (blue). The duration of the attack
is marked grey.
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Figure 5.45: The Configuration Divergence in the Smart Camera scenario for M = L = 5
in the hacked (red) and the undisturbed simulation (blue). The duration of the attack
is marked grey.

Figure 5.46: The Configuration Divergence in the Smart Camera scenario for M = L = 10
in the hacked (red) and the undisturbed simulation (blue). The duration of the attack
is marked grey.

Self-Organisation Divergence

Again, as in the Flocking scenario, the cameras do not communicate directly, but they
broadcast their current configuration. Under this assumption the Self-Organisation Di-
vergence is, again, equal to the Configuration Divergence.

Summary

In this scenario, the Configuration Coherence and the Global Parameter Usage are not
able to identify the attack. Their time series differ only slightly from the expected values.
The Configuration Stability reacts visibly but with a high delay. With a small window
size and a small delay value, the Configuration Divergence reacts immediately, as do the
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remaining metrics. Yet, only the Configuration Variability shows a unique change in the
values so that the attack is visible without the comparison to the expected results.

5.2.4 Results for the Artificial Road Block Scenario

Here, we investigate the results of the Artificial Road Block scenario. The points of
interest are the start of the road block at t = 250 and its end at t = 400. As explained
in the presentation of the scenario (see Chapter 5.1.3), we will consider each signal light
as an individual subsystem.

Entropy

Figures 5.47, 5.48 and 5.49 show the Entropy for different estimator bin counts. During
the simulation, the intersections take configuration values in the interval [0, 40]. There-
fore, we use fractions of 40 as bin counts. We see that smaller bins are better for
identifying the start of the road block, while bigger bins are better for detecting its end.

For M = 20, both events are visible due to the change of the baseline in the according
phases of the simulation. Before the beginning of the road block, from t = 50 to t = 253,
the metric stays near H ≈ 1.05. Then, it rises to H ≈ 2.0 until = 405, where it drops
to the third stable baseline at H ≈ 1.8. However, the effects of the second event are
not separable from other peaks, while the first event shows by the steep rise of the time
series.

Figure 5.47: The time series of the Entropy for the Road Block scenario with bin count
M = 10. The black lines denote the start and the end of the road block.



106 CHAPTER 5. EVALUATION

Figure 5.48: The time series of the Entropy for the Road Block scenario with bin count
M = 20. The black lines denote the start and the end of the road block.

Figure 5.49: The time series of the Entropy for the Road Block scenario with bin count
M = 40. The black lines denote the start and the end of the road block.

Configuration Stability

First, we start with an overview of the influence of the tuning parameters on the Config-
uration Stability. The metric creates a noisy time series for all parameter combinations
in this scenario. Therefore, Figures 5.50, 5.51 and 5.52 show a detailed view of the time
around the end of the blockade at t = 400.

We see that M = L = 5 produces a very noisy time series where the impact of the
disturbance does not show at all. The removal of the road block has no impact in this
case.

For M = L = 10, the removal becomes visible only for ε = 5 with cs ≈ 0.03 at t = 425
and ε = 10 with cs ≈ 0.025 at t = 423. On the other hand, ε = 5 creates higher spikes
at uninteresting time steps, e.g. at t = 412 which is not of interest due to the delay of
the metric.
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Figure 5.50: The influence of the threshold parameter in the Road Block scenario for the
Configuration Stability for M = L = 5. Shown is the time frame around the end of the
blockade at t = 400 (black line). The threshold ε is 5 (blue), 10 (red), and 20 (green).

Figure 5.51: The influence of the threshold parameter in the Road Block scenario for the
Configuration Stability for M = L = 10. Shown is the time frame around the end of the
blockade at t = 400 (black line). The threshold ε is 5 (blue), 10 (red), and 20 (green).

With M = L = 20, bigger thresholds are needed to detect the removal of the road
block. For ε = 20, the Configuration Stability gives a value of cs ≈ 0.035 at t = 446, and
ε = 20 leads to cs ≈ 0.032 at t = 443. ε = 5 creates a peak of cs ≈ 0.021 at t = 446
which is below the uninteresting peak at t = 415.

By choosing M = L = ε = 10, we get Figure 5.53. Here, we see that after the initial
setup phase, the time series has a constant value of cv = 0 until t = 255. Then, the
impact of the road block becomes visible with the two peaks at t = 262 and t = 271,
where the time series reaches cs ≈ 0.03. After the start of the road block, intersections
need to adapt very often, which leads to an unstable graph. The end of the road block
is visible in the peak t = 424 with cs ≈ 0.025. The simulation then remains in a state
where adaptations take place, but not as strong as during the road block.
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Figure 5.52: The influence of the threshold parameter in the Road Block scenario for the
Configuration Stability for M = L = 20. Shown is the time frame around the end of the
blockade at t = 400 (black line). The threshold ε is 5 (blue), 10 (red), and 20 (green).

Figure 5.53: The time series of the Configuration Stability for the Road Block scenario
with M = L = ε = 10. The black lines denote the start and the end of the road block.

Configuration Variability

In Figure 5.54, we see the time series of the Configuration Variability. Again, we can
distinguish four phases: the setup, the stable phase, the phase between the start and the
end of the road block, and the time after the road block. During the latter, we see a more
volatile behaviour than during the road block. The last two phases cannot be clearly
distinguished. The end of the road block leads to a drop in the graph from cv ≈ 7.2 to
cv ≈ 5.3 at t = 410. However, it is distinguishable from other peaks in the graph that
show comparable amplitudes. The start of the road block, on the other hand, can be
easily identified. At t = 256 the graph rises suddenly from cv ≈ 3.4 to the new baseline
at cv ≈ 6.0.
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Figure 5.54: The time series of the Configuration Variability for the Road Block scenario.
The black lines denote the start and the end of the road block.

Coherence Metrics

Figure 5.55 shows the result for the Configuration Coherence. Since the graph appears
relatively flat when including all values, we additionally plotted a detailed view the time
series in Figure 5.56. Again, the initial setup is followed by a phase of higher coherence.
This aligns with the behaviour of the Configuration stability. With the beginning of the
road block, both time series show a decreased coherence. At t = 257, the Configuration
Coherence leaves its previous baseline of cohc ≈ 0.008 to its new baseline at cohc ≈ 0.004,
where it stays for the rest of the simulation.

Figure 5.55: The time series of the Configuration Coherence for the Road Block scenario.
The black lines denote the start and the end of the road block.

Similarly, the Adaption Coherence (Figure 5.57) never drops below coha = 0.2 during
the phase before the road block. With the beginning of the road block again at t = 257,
it drops to a baseline of coha ≈ 0.17 and stays there. Notably, the end of the road block
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Figure 5.56: Detailed graph of the time series of the Configuration Coherence for the
Road Block scenario. The black lines denote the start and the end of the road block.

is not visible in the graphs.

Figure 5.57: The time series of the Adaptation Coherence for the Road Block scenario.
The black lines denote the start and the end of the road block.

Parameter Usage Metrics

Figure 5.58 gives the Global Parameter Usage with different window sizes. We see that
with the beginning of the road block, the intersections start to use a wider range of
configuration values without reverting back to smaller intervals. This leads to increasing
values of the time series. Except during the setup phase, the window size M has no
influence on the time series. After t = 71, the graphs are identical for all given parameters.
The stable phase and the start of the road block are again clearly visible in the rise from
Ug ≈ 0.55 at t = 258 to Ug ≈ 0.72 at t = 262. The end of the road block, on the other
hand, shows no influence on this metric.
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Figure 5.58: The time series of the Global Parameter Usage for the Road Block scenario
with window sizes M = 5 (blue), M = 10 (red), and M = 20 (green). The black lines
denote the start and the end of the road block.

In Figure 5.59, we see the Average Parameter Usage with different window sizes.
Again, longer time windows lead to longer influences of events on the graph. With all
three window sizes, the metric shows the beginning of the disturbance at t = 253, where
the metric leaves its previous baseline of Ua ≈ 0.15 to a higher baseline. For example,
with M = 10 this new baseline is at Ua ≈ 1. In contrast to the Global Parameter Usage,
this metric is able to identify the end of the road block but requires longer time windows
for that. With M = 20, the metric creates an isolated peak of Ua ≈ 2 at t = 418. For
M = 5, this peak has the same height as several other peaks during the road block.

Figure 5.59: The time series of the Average Parameter Usage for the Road Block scenario
with window sizes M = 5 (blue), M = 10 (red), and M = 20 (green). The black lines
denote the start and the end of the road block.
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Configuration Divergence

As we can see in Figures 5.60, 5.61 and 5.62, the tuning parameters of Configuration
Divergence have a strong influence on the noisiness of the graph. Smaller window sizes
M lead to a faster reaction, but bigger values in combination with a bigger lag value
L lead to smoother graphs and better isolation of the beginning of the incident. For
M = L = 1, we can identify an increase of the baseline from cd ≈ 0.5 to cd ≈ 2 with
the beginning of the road block at t = 255 and a drop of the baseline after t = 400 to
cd ≈ 1.0 for several steps and cd ≈ 1.5 after t = 440. Higher values for the parameters
do not allow such an observation of strongly changing baselines. However, M = L = 5
leads to peaks that indicate the start and the end of the road block. The first peak is
cd ≈ 8.0 at t = 262, and the second is cd ≈ 8.25 at t = 462. With M = L = 10, this
second peak is lost again. Here, only the beginning of the road block shows with a peak
of cd ≈ 12.5 at t = 267.

Figure 5.60: The time series of the Configuration Divergence for the Road Block scenario
with M = L = 1. The black lines denote the start and the end of the road block.

Figure 5.61: The time series of the Configuration Divergence for the Road Block scenario
with M = L = 5. The black lines denote the start and the end of the road block.
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Figure 5.62: The time series of the Configuration Divergence for the Road Block scenario
with M = L = 10. The black lines denote the start and the end of the road block.

Self-Organisation Divergence

This scenario is implemented without any communication between the subsystems, and
there is no mechanism for a subsystem to gain knowledge about the state of another one.
Therefore, the Self-Organisation Divergence is not applicable in this scenario.

Summary

The simulation can be divided into four phases: setup (1), stable phase (2), the road
block (3), and the phase after the road block (4). A clear distinction between the phases
3 and 4 is only given by the Entropy. The beginning of the road block has a notable
impact on all time series, but only the Configuration Stability and the Average Parameter
Usage clearly indicate the transition from phase 2 to 3 and from 3 to 4 with their notable
underlying events with isolated peaks.

5.2.5 Results for the Artificial Rush Hour Scenario

With the same arguments (see Chapter 5.1.3) as for the Artificial Road Block scenario,
we will consider each signal light as a single subsystem. In this section, we will analyse
the behaviour of the biggest disturbance, where 500 additional cars spawn during the
rush hours. The two other simulations with 300 and 100 extra cars are presented in
Chapter 5.2.6. In this scenario, our attention is on the start of the two rush hour phases
at t = 250 and t = 750.

Entropy

Figure 5.63 shows the Entropy for different estimator bin counts. For the same reasons
as in the Rush Hour scenario, we use fractions of 40 as bin counts. In contrast to the
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previous scenarios, in this case, the bin count relates to the baseline of the graph. The
bigger the bin count, the higher the value of the Entropy. In this scenario, we see that
the bin count with the given values has no significant influence on the ability to detect
the rush hour events. The first rush hour creates no distinguishable change in the time
series. The second rush hour leads to a notable spike at t = 769. With M = 20, this
peak reaches a value of H ≈ 2.21, while the baseline is at H ≈ 1.85.

Figure 5.63: The time series of the Entropy for the Rush Hour scenario with bin counts
M = 10 (blue), M = 20 (red), and M = 40 (green). The black lines denote the start of
the two rush hours.

Configuration Stability

Again, we start with the overview of the parameters for the Configuration Stability. For
a better overview of the parameters’ influence, Figures 5.64, 5.65 and 5.66 show the time
frame around the second rush hour. We see that smaller values for the threshold ε create
more peaks. Another observation is that the peaks resulting from the rush hour have
nearly the same height for ε = 10 and ε = 20. For example, both create a peak of
cs ≈ 0.0015 at t = 783. For the different windows sizes, the height of corresponding peak
for ε = 5 differs notably from the height of the other two. Again, higher values for M

and L lead to a delay of the peak. With M = L = 20, the peaks for the second rush
hour is at t = 790, while for M = L = 10, they are eight steps earlier.

With M = L = 10 and ε = 20, we get Figure 5.67. Both rush hours create isolated
peaks in the graph. The first rush hour gives a value of cs ≈ 0.0007 at t = 266. We
see that during the second rush hour, the effect of the adaptation is delayed. This peak
appears at t = 782 and reaches cs ≈ 0.0022.
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Figure 5.64: The influence of the threshold parameter in the Rush Hour scenario for the
Configuration Stability for M = L = 5. The threshold ε is 5 (blue), 10 (red), and 20
(green). The black line denotes the start of the second rush hour.

Figure 5.65: The influence of the threshold parameter in the Rush Hour scenario for the
Configuration Stability for M = L = 10. The threshold ε is 5 (blue), 10 (red), and 20
(green). The black line denotes the start of the second rush hour.

Configuration Variability

In Figure 5.68, we see the time series of the Configuration Variability. The metric creates
isolated peaks as a result of the rush hours. The first peak is at t = 266 with cv ≈ 2.4,
and the second is at t = 763 with cv ≈ 2.37. The phases after both rush hours give
an increased baseline with a value of cv ≈ 1.5 that deviates notably from the baseline
(cv ≈ 1.25).

Coherence Metrics

Figures 5.69 and 5.70 show the result for the Coherence metrics. We see that both time
series react with isolated peaks on both rush hour events.

The Configuration Coherence drops to cohc ≈ 0.015 at t = 265 as a reaction to
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Figure 5.66: The influence of the threshold parameter in the Rush Hour scenario for the
Configuration Stability for M = L = 20. The threshold ε is 5 (blue), 10 (red), and 20
(green). The black line denotes the start of the second rush hour.

Figure 5.67: The time series of Configuration Stability for the Rush Hour scenario with
M = L = 10 and ε = 20. The black lines denote the start of the two rush hours.

the first event. The second event shows as another drop to cohc ≈ 0.015 at t = 762.
Furthermore, the Configuration Coherence shows that the simulation needs about 100
time steps after the disturbance with a coherence value near cohc ≈ 0.03 to reach the
same coherence level (value cohc > 0.04) as before.

Although the Adaptation Coherence shows a noisier behaviour with a baseline of
cohc ≈ 0.3, the two drops are present here, too. The first reaches a value of coha ≈ 0.10
at t = 762, and the second is at t = 766 with cohc ≈ 0.11.
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Figure 5.68: The time series of the Configuration Variability for the Rush Hour scenario.
The black lines denote the start of the two rush hours.

Figure 5.69: The time series of the Configuration Coherence for the Rush Hour scenario.
Zoomed in for a better overview. The black lines denote the start of the two rush hours.

Figure 5.70: The time series of the Adaptation Coherence for the Rush Hour scenario.
Zoomed in for a better overview. The black lines denote the start of the two rush hours.
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Parameter Usage Metrics

Figure 5.71 shows the Global Parameter Usage with different window sizes. We see a
baseline at Ug ≈ 0.38. The first rush hour leads to a short phase, starting at t = 268, in
which the system uses the complete range of available configuration values, as indicated
by the value 1 for the metric. However, this phase is short enough to generate an isolated
peak in the graph. The second rush hour creates a peak at Ug ≈ 0.82 and is followed by
a phase with values above the general baseline. The size of the time window only affects
the duration of plateaus but not their value.

Figure 5.71: The time series of the Global Parameter Usage for the Rush Hour scenario
with window sizes M = 5 (blue), M = 10 (red), and M = 20 (green). The black lines
denote the start of the two rush hours.

In Figure 5.72, we see the Average Parameter Usage with different window sizes. The
time series has a general baseline depending on the window size (e.g. Ua ≈ 0.16 for
M = 5. In contrast to the Global Parameter Usage, here it is the second rush hour that
creates a higher peak than the first rush hour in all graphs. This peak reaches Ua ≈ 0.66
at t = 777 for M = 20. For M = 10, this peak is at t = 772 with Ua ≈ 0.56. With
M = 5, we see the peak reaching Ua ≈ 0.35 at t = 768.

For all time windows, the second rush hour remains identifiable, while the first one
gets lost in the shuffle of peaks for smaller window sizes.

Configuration Divergence

Figures 5.73, 5.74 and 5.75 present the Configuration Divergence time series for different
parameters. Again, higher values for the parameters lead to smoother graphs. The first
peak is at t = 267, where it reaches cd ≈ 1.42 for M = L = 1. With M = L = 10, the
metric gives a value of cd ≈ 2.46. The peak for the second rush hour is at t = 766.

Both events in the simulation create prominent peaks. However, a third event that
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Figure 5.72: The time series of the Average Parameter Usage for the Rush Hour scenario
with window sizes M = 5 (blue), M = 10 (red), and M = 20 (green). The black lines
denote the start of the two rush hours.

Figure 5.73: The time series of the Configuration Divergence for the Rush Hour scenario
with M = L = 1. The black lines denote the start of the two rush hours.

is not related to the artificial disturbance creates another spike near t = 900.

Self-Organisation Divergence

This scenario is implemented without any communication between the subsystems, and
there is no mechanism such that one subsystem gains knowledge about the state of an-
other one. Therefore, the Self-Organisation Divergence is not applicable in this scenario.
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Figure 5.74: The time series of the Configuration Divergence for the Rush Hour scenario
with M = L = 5. The black lines denote the start of the two rush hours.

Figure 5.75: The time series of the Configuration Divergence for the Rush Hour scenario
with M = L = 10. The black lines denote the start of the two rush hours.

Summary

All metrics are able to identify the two rush hour events, although most of them are
more or less affected by the random behaviour of the simulation. The least noisy graphs
are generated by the Configuration Stability, the Global Parameter Usage, and the Con-
figuration Divergence. The latter shows a strong reaction to a third event that only the
Parameter Usage metrics can identify clearly as well. The other metrics give no sharp
indication for this point.
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5.2.6 Results for the Artificial Rush Hour Scenario – Small Dis-
turbances

In the same way as in Chapter 5.2.2, we will now evaluate how different strengths of
the disturbance influence the metrics. For convenience, we will abbreviate the three
disturbances with Dn, where n is the number of additional cars during the rush hours.
Since we analysed D500 above, we will focus on the disturbances D300 and D100 in this
section. The selected parameters for the metrics are, again, those which turned out
suitable during the analysis of D500. Again, the simulations run identically until the first
rush hour appears. After that, the disturbances influence the dynamics in the simulation
and lead to different results for the metrics. However, our attention stays on the rush
hour periods at t ≥ 250 and t ≥ 750.

Entropy

Figures 5.76, 5.77 and 5.78 show the Entropy for the three disturbance sizes with bin
count M = 40. The graphs are zoomed in to the period from shortly before the first rush
hour to shortly after the second event. While the biggest disturbance D500 does not lead
to a notable reaction for the first rush hour, D300 gives an isolated peak of H ≈ 2.09 at
t = 271. In D100, on the other hand, it only rises to H ≈ 2.00 at t = 267. This peak
is not sufficiently prominent since this value is at the same level as the metric showed
before the first rush hour.

The second rush hour leads to visible reactions in all three cases. In D500, the peak
reaches H ≈ 2.21 at t = 769, which is about 10% above the previous upper bound. The
respective peak in D300 is H ≈ 2.13 at t = 769 and again sufficiently above the previous
level. In D500, the peak for the second rush hour is H ≈ 2.03 at t = 761. Although it
is at the same height that the Entropy reached during the first 250 steps, it is still an
isolated peak due to the decreased maximum level of H ≈ 1.87 that the metric took after
the first rush hour.

However, the strength of the disturbance does not lead to a substantial difference in
the reaction of the Entropy in this scenario.
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Figure 5.76: Detail view of the time series of the Entropy for the Rush Hour scenario
with bin count M = 40 for the disturbance D500. The black lines denote the start of the
two rush hours.

Figure 5.77: Detail view of the time series of the Entropy for the Rush Hour scenario
with bin count M = 40 for the disturbance D300. The black lines denote the start of the
two rush hours.

Figure 5.78: Detail view of the time series of the Entropy for the Rush Hour scenario
with bin count M = 40 for the disturbance D100. The black lines denote the start of the
two rush hours.



5.2. RESULTS 123

Configuration Stability

Figure 5.79 shows the result of the Configuration Stability in the two minor disturbances
D100 and D300. The beginning of the first rush hour leads to similar reactions in both
cases. D300 gives two slightly higher peaks, and the metric reaches its maximum of
cs ≈ 0.0016 at t = 280, while in D100, the spike is cs ≈ 0.0015 at t = 279. In contrast,
D500 only gives a peak of 0.007 at this point, only half as high. On the other hand, the
higher number of cars in D500 leads to an earlier peak, which is at t = 269 in that case.

The second rush hour gives a more differentiated result. Here, the number of addi-
tional cars is reflected in the height of the peaks. D100 leads to a value of cs ≈ 0.00075
at t = 779, while D300 creates a speak of cs ≈ 0.00125 at t = 779. The biggest impact
has D500, where the metric reaches cs ≈ 0.0016 at t = 783.

Figure 5.79: Detail view of the time series of the Configuration Stability for the Rush
Hour scenario with parameters M = L = ε = 10 for D300 (blue) and D100 (red). The
black lines denote the start of the two rush hours.

However, in all three cases, the general value level of cs ≤ 0.0003 is exceeded strongly
at both rush hour events.

Configuration Variability

In Figure 5.80, we see the time series of the Configuration Variability for our two minor
disturbances. The first rush hour with D100 leads to an increased baseline of cv ≈ 1.5
until t = 370. However, while the other two cases give a substantial spike at the beginning
of the first event, D100 does not. Furthermore, D100 gives only a small peak with cv ≈ 1.4
until t = 765.

D300, on the other hand, gives strong reactions in both rush hours. The first event
leads to a peak with cv ≈ 2.24 at t = 264, and the peak in the second event reaches
cv ≈ 1.97 at t = 761. This is comparable to the effects of D500, where the Configuration



124 CHAPTER 5. EVALUATION

Variability reaches cv ≈ 2.27 at t = 268 and cv ≈ 2.25 at t = 763.

Figure 5.80: Detail view of the time series of the Configuration Variability for the Rush
Hour scenario in the cases D300 (blue) and D100 (red). The black lines denote the start
of the two rush hours.

Here, we see that the strength of the disturbance has a notable impact on the results
of Configuration Variability.

Coherence Metrics

Figure 5.81 shows the result for the Configuration Coherence. In D100, the metric shows
no notable reaction to the first rush hour. It slowly decreases from the plateau at cohc ≈
0.06, which started at t = 247, before the beginning of the rush hour, back to the
baseline of cohc ≈ 0.045. The disturbance D300, on the other hand, leads to a drop-down
to cohc ≈ 0.02 at t = 271. At this point, D500 even reaches cohc ≈ 0.015.

The same differences appear during the second rush hour. D100 leads to a drop from
cohc ≈ 0.05 to cohc ≈ 0.033 at t = 757 and reaches the previous level again at t = 770.
In D300, we see a drop from cohc ≈ 0.05 to cohc ≈ 0.023 at t = 763 and a longer stay at
this level until t = 883. The substantial drop to a new baseline and the longer abidance
there is comparable to the behaviour in D500.

Figure 5.82 shows the result for the Adaptation Coherence. This metric shows the
two rush hour events as substantial spikes in the time series and a volatile oscillation
around the baseline of cohc ≈ 0.3 outside the rush hours. This applies to all three
disturbance setups. However, the disturbances lead to different heights of the drops,
where the strength of the disturbance corresponds to the height. In the first rush hour,
D100 gives a drop to cohc ≈ 0.16, D300 gives cohc ≈ 0.11, and D500 leads to cohc ≈ 0.09.
All the minima are at t = 271 ± 1.

During the second rush hour, the behaviour is analogous: D100 gives a drop to cohc ≈
0.19 at t = 758, D300 gives cohc ≈ 0.14 at t = 760, and D500 leads to cohc ≈ 0.11 at
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Figure 5.81: Detail view of the time series of the Configuration Coherence for the Rush
Hour scenario in the cases D300 (blue) and D100 (red). The black lines denote the start
of the two rush hours.

t = 767. Despite the difference in the time points, the metric returns to the baseline at
t = 776 in all three cases.

Figure 5.82: Detail view of the time series of the Adaptation Coherence for the Rush
Hour scenario in the cases D300 (blue) and D100 (red). The black lines denote the start
of the two rush hours.

Parameter Usage Metrics

We will use M = 20 to analyse the differences between the three different disturbances.
The main effect that the different disturbances have on the adaptation process is the
range of values that the intersections use to steer the traffic flow. Every time step, the
intersections are configured to let a specific number of cars go through for each lane. In
D500, the maximum of this number is 55 cars. For D300, the maximum queue length is
only 43 cars, and in D100, this value is only 29 cars. The minimum that is used during
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the simulations is 0. Since the interval length of the used parameters is a divisor in the
metric, the time series show different baselines. Thus, the Global Parameter Usage for
D100 starts at Ug ≈ 0.7, and for D300 the initial value is Ug ≈ 0.49.

Figure 5.83 shows the Global Parameter Usage for the two minor disturbances. We
see that the first rush hour with D100 leads to a rise in the baseline but not to a spike.
In D300, we get an isolated peak, with a steep rise from Ug ≈ 0.5 to Ug = 1. In the first
rush hour, at least one intersection uses the maximum value for the queue length in this
case. The same holds for D500, where the initial baseline is at Ug ≈ 0.4.

The second rush hour leads for D100 only to a small and short plateau of Ug ≈ 0.86
from t = 763 to t = 784. In D300, this event creates an increase from Ug ≈ 0.46 to
Ug ≈ 0.84 with the same length. Here, the behaviour in D300 and D500 are qualitatively
identical.

(a) The disturbance D300

(b) The disturbance D100

Figure 5.83: The time series of the Global Parameter Usage for the Rush Hour scenario
with window size M = 20 in the two minor disturbances. The black lines denote the
start of the two rush hours.
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In Figure 5.84, we see the Average Parameter Usage. Since we are dealing with the
averages of the value ranges here, the metrics result in the same initial values for all three
disturbances and the same baseline with Ua ≈ 0.3. The first rush hour event leads to
comparable reactions in all three cases. D100 leads to a spike with Ua ≈ 0.515 at t = 274,
while the two bigger disturbances create a spike with Ua ≈ 0.525 at t = 282.

The second rush hour shows a notable difference in the peak’s height for D100. For
D100, the Average Parameter Usage reaches Ua ≈ 0.55 at t = 775; for D300, it is Ua ≈ 0.65
at t = 776, and D500 leads to Ua ≈ 0.66 at t = 777.

Figure 5.84: The time series of the Average Parameter Usage for the Rush Hour scenario
with window size M = 20 in the cases D300 (blue) and D100 (red). The black lines denote
the start of the two rush hours.

Configuration Divergence

Figure 5.85 presents the Configuration Divergence time series. This metric shows no
notable reaction to the disturbance D100. There is only a small peak of cd ≈ 0.2 at
t = 265, which is smaller than the other spikes resulting from the background noise in
the simulation. The second rush hour also gives no substantial change in the time series.

On the other hand, D300 results in a prominent peak of cd ≈ 2.1 at t = 266 and a
peak of cd ≈ 2.5 at t = 764 for the second rush hour.

The reaction to the disturbance D500 is even stronger. The first peak reaches cd ≈ 2.45
at t = 266 and the second is at cd ≈ 3.98 at t = 766.

This shows that the Configuration Divergence is sensitive to the strength of the distur-
bance. Nevertheless, this metric is still able to identify D100 if we change the parameters
to M = L = 1, as we can see in Figure 5.86. Here, both rush hours are visible with
prominent spikes.
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Figure 5.85: The time series of the Configuration Divergence for the Rush Hour scenario
with M = L = 10 in the cases D300 (blue) and D100 (red). The black lines denote the
start of the two rush hours.

Figure 5.86: The time series of the Configuration Divergence for the Rush Hour scenario
with M = L = 1 in the case D100. The black lines denote the start of the two rush hours.

Summary

In this scenario, we see that the metrics show no common reaction pattern to changing
strengths of the disturbance. While all metrics can identify both rush hour events in the
medium disturbance D300, the smallest disturbance D100 is visible only in the Configu-
ration Stability, the Average Parameter Usage and both Coherence metrics, although the
Configuration Coherence needs a specific configuration for this case.
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5.2.7 Results for the Life-Like Road Network Scenario – OTC
only

In this section, we see the results for the first two cases in the Life-Like Road Network
scenario. We will compare the simulation with the artificial road blocks and the undis-
turbed simulation. The results for the simulation with activated DPSS are presented
separately in Chapter 5.2.8 for a better overview.

The simulation runs with a resolution of 1 second per step. The times of the road
blocks are marked with a grey background in the graphs.

The Aimsun simulator creates a log entry whenever a signal light changes its config-
uration. Since our metrics require data for every simulation step, the last seen values
are repeated until an update occurs. This data extension ends with the last update en-
try. For the undisturbed case, the final adaptation takes place at 09:57:25 CET. In the
simulation with the incidents, the last update happens 135 seconds later. Therefore, the
metrics show 2 minutes and 15 seconds more data for the disturbed case. Since this part
of the simulation is not of relevance to our analysis, we ignore this gap.

Entropy

The observed configurations take integer values in the range [5, 108]. Therefore, a maxi-
mum bin count of M = 100 seems an appropriate limit. Figure 5.87 shows the influence
of the bin count on the Entropy. For all three values, the Entropy shows a reaction
during the first blockade and after the start of the third one.

For example, with M = 50, the Entropy starts with H ≈ 3.32, then reaches H ≈ 3.46
at 07:11 CET and finally drops to H ≈ 3.17 at 07:13 CET. During the third blockade,
the metric gives another peak of H ≈ 3.36 at 09:12 CET.

Figure 5.87: The time series of the Entropy for the Life-Like Road Network scenario in
the disturbed case with bin counts M = 20 (blue), M = 50 (red), and M = 100 (green).
The phases of the road blocks are marked grey.



130 CHAPTER 5. EVALUATION

Figure 5.88 compares the time series for the disturbed and the undisturbed simulation
using M = 25. In the blockade simulation, the Entropy reacts with a delayed drop on the
first incident and an immediate rise back to the baseline at H ≈ 2.17. A similar reaction
can be seen in the undisturbed simulation near t=07:25 CET. Since both reactions are
comparable and since the other two blockades show no difference in the time series, we
can state that the Entropy is not able to identify the events, not even when compared
to the undisturbed case.

Furthermore, we note that the results for this choice for M give no better insight
than those for the values in Figure 5.87.

Figure 5.88: The time series of the Entropy for the Life-Like Road Network scenario with
bin counts M = 25 for the undisturbed (blue) and the disturbed (red) simulation. The
phases of the road blocks are marked grey.

Configuration Stability

For the Configuration Stability, first, we show the influence of the tuning parameters.
Figures 5.89, 5.90 and 5.91 give an overview of how the parameters affect the results in
the disturbed simulation.

In Figure 5.89, we see the influence of changing values for the window size M . For
M = 60s and M = 120s, the end of the first road block leads to a spike at 07:16 CET.
With M = 120s, the time series reaches cs ≈ 0.025, and = 60s gives a string spike of
cs ≈ 0.041. M = 180s generates no outstanding peak at this point. The third event
gives a spike of cs ≈ 0.03 at 09:15 CET for M = 60s and cs ≈ 0.02 at 09:14 CET for
M = 180s. The medium window size M = 120s creates a delayed spike of cs ≈ 0.01 at
09:18 CET. The second road block creates small peaks of cs ≈ 0.005 at 08:10 CET only
for M = 60s and M = 120s.

The comparison for the lag parameter L is shown in Figure 5.90. Higher values for
the lag parameter L cause more spikes outside the road blocks. For L = 120s, the
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Figure 5.89: The influence of the tuning parameter M in the Life-Like Traffic scenario
for the Configuration Stability. L and ε are fixed with L = 120s, ε = 10. Blue shows
M = 60s, red is M = 120s and green is M = 180s. The phases of the road blocks are
marked grey.

highest spikes are shortly after the road block. Here, the Configuration Stability reaches
cs ≈ 0.025 at 07:16 CET and cs ≈ 0.01 at 09:18 CET. By increasing L by 60s, we
receive comparable spikes of cs ≈ 0.018 at 07:17 CET and cs ≈ 0.011 at 09:16 CET, and
additional peaks, e.g. at 07:42 CET with cs ≈ 0.014. By changing L by another 60s to
L = 240s, more peaks appear, e.g. the three strong spikes at 07:30, 07:36 and 07:43 CET.

Figure 5.90: The influence of the tuning parameter L in the Life-Like Traffic scenario
for the Configuration Stability. M and ε are fixed with M = 120s, ε = 10. Blue shows
L = 120s, red is L = 180s and green is L = 240s. The phases of the road blocks are
marked grey.

Figure 5.91 compares the different values for the threshold ε. We see that this para-
meter only makes a difference in the height of the spikes. The peak at 07:16 CET reaches
cs ≈ 0.025 for ε = 10, cs ≈ 0.018 for ε = 20 and cs ≈ 0.01 for ε = 5. However, with the
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smallest value ε = 5, some spikes are notably higher than for the other values at certain
points, e.g. at 08:12 CET with cs ≈ 0.005 or at 08:49 CET, again with cs ≈ 0.005. In
fact, the range for suitable values for the threshold starts at ε ≈ 1.0. Values bigger than
ε = 100 still show the influence of the first and the third incident, but here, additional
spikes start to grow higher than the interesting peaks.

Figure 5.91: The influence of the tuning parameter ε in the Life-Like Traffic scenario for
the Configuration Stability. M and L are fixed with M = L = 120s. Blue shows ε = 5,
red is ε = 10 and green is ε = 20. The phases of the road blocks are marked grey.

An acceptable combination of parameters is M = L = 120s and ε = 10. Applying
the values to the two simulations gives us the times series in Figure 5.92. Compared
with the undisturbed simulation, we see that the first incident creates a strong reaction
in the Configuration Stability, leading to the spike of cs ≈ 0.025 at 07:16 CET. Also, the
third disturbance is clearly visible in the rising values leading to the peak of cs ≈ 0.01 at
09:18 CET. In the undisturbed simulation, the adaptation behaviour leads to significantly
smaller spikes. The maximum is reached at 07:22 CET with cs ≈ 0.008.

Figure 5.92: The time series of the Configuration Stability for the Life-Like Road Network
scenario with parameters M = L = 120s and ε = 10 for the undisturbed (blue) and the
disturbed (red) simulation. The phases of the road blocks are marked grey.
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Configuration Variability

In Figure 5.93, we see the Configuration Variability for the two simulations. Most values
are not repeated from one evaluation step to the next. This leads to a very noisy graph.
However, a general baseline can be identified. The main differences between the disturbed
and the undisturbed case are the 30 minutes after the first and the third incident. Here,
the values for the disturbed result stay in the range cv ∈ [6.6, 8] while the undisturbed
time series remains at a baseline of cv ≈ 7.25 and above. Both time series show sudden,
strong changes in the baseline. For the undisturbed simulation, examples include the
plateau from 07:41 to 07:47 CET with cv ≈ 7.2 and the sharp drop at 08:39 CET down
to cv ≈ 6.2. The simulation with the road blocks gives a similar drop to cv ≈ 7.2
at 08:37 CET and an outstanding plateau from 08:43 to 08:58 CET with cv ≈ 7.5.
Comparing the behaviour in both simulations shows that the Configuration Variability
taken alone cannot isolate any of the three disturbances.

Figure 5.93: The time series of the Configuration Variability for the Life-Like Road
Network scenario for the undisturbed (blue) and the disturbed (red) simulation. The
phases of the road blocks are marked grey.

Coherence Metrics

Figure 5.94 shows the times series of the Coherence metrics. For this scenario, we can
state that these metrics do not give any indicators for the incidents. The Configuration
Coherence has a comparable corridor between cohc ≈ 0.044 and cohc ≈ 0.05 in both
simulations. Only the undisturbed simulation creates two spikes that exceed the upper
bounds, one at 07:17 CET with cohc ≈ 0.055 and the second at 08:40 CET with cohc ≈
0.054. Any impact of the incidents is not distinguishable from other events.

The Adaptation Coherence stays at a baseline of coha ≈ 0.05 for both simulations,
with only a few exceptions. The undisturbed case creates seven isolated spikes, with six



134 CHAPTER 5. EVALUATION

reaching coha ≈ 0.5 and the last at 09:39 CET reaching coha = 1. The case with the
incidents shows only three notable peaks, all with coha = 1. However, the second and
the third spike do not relate to the road blocks.

(a) The Configuration Coherence

(b) The Adaptation Coherence

Figure 5.94: The times series of the Coherence metrics in the Life-Like Traffic scenario.
Blue shows the undisturbed case, red is the disturbed case. The phases of the road blocks
are marked grey.

Parameter Usage Metrics

Figure 5.95 shows the influence of the window parameter M on the Parameter Usage
metrics. For both metrics, higher values for M lead to a delayed drop to lower metric
levels. For example, the Average Parameter Usage reaches a plateau at coha ≈ 0.34 at
07:48 CET which drops back to coha ≈ 0.34 after M seconds. Rising metric values,
on the other hand, appear immediately with all window sizes. Note that the small
downward spike at 09:10:30 CET in the Global Parameter Usage vanishes for windows
sizes M > 65s. It is then consumed by the increase at 09:10 CET.
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(a) The Global Parameter Usage

(b) The Average Parameter Usage

Figure 5.95: The times series of the Parameter Usage metrics in the Life-Like Traffic
scenario for different window sizes M in the disturbed case. Blue is M = 60s, red is
M = 120s, and green is M = 240s. The phases of the road blocks are marked grey.

The comparison of the two scenarios can be seen in Figure 5.96. The Average Param-
eter Usage shows higher spikes between 8:00 and 9:15 CET in the disturbed simulation
than in the undisturbed case. After that, it is the latter that gives the higher spikes.
These spikes exceed coha ≈ 0.05, while the general corridor is coha ∈ [0, 0.3]. During
the first incident, both graphs show strong risings. In contrast, during and shortly after
the second incident, the Average Parameter Usage shows stronger reactions in incident
simulation than in the undisturbed case. Due to the reaction after 9:15 CET in the
undisturbed case, we cannot clearly isolate the incidents in the graphs by comparing
the two cases. The Average Parameter Usage is not able to identify the events in this
scenario.

The Global Parameter Usage, on the other hand, shows a clear difference between the
disturbed and the undisturbed case. While the undisturbed case shows a decrease from
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Ua = 1 to Ua = 0.8 during several intervals, the disturbed case stays at Ua = 1 after all
three incidents. When using the undisturbed case as a reference, the Global Parameter
Usage is able to identify the end of the road blocks, although with a delay of several
minutes.

(a) The Global Parameter Usage

(b) The Average Parameter Usage

Figure 5.96: The times series of the Parameter Usage metrics in the Life-Like Traffic
scenario the two simulations with M = 240s. Blue is the undisturbed case and red the
case with the incidents. The phases of the road blocks are marked grey.

Configuration Divergence

Figures 5.97, 5.98 and 5.99 show the evaluation of the Configuration Divergence in both
simulations with different window sizes M and lags L. Higher values for M lead to delays
in the reaction of the metric, wider bases for the spikes and generally higher values. In
the undisturbed case, one example of the increasing delay can be seen in the two spikes
at 07:59 and 08:02 CET for M = L = 1s. These spikes occur two minutes later when
changing the parameters to M = L = 120s. Some time points create notable spikes for
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all window sizes, e.g. at 08:52 and 08:56 CET (with M = L = 120s), which can be seen
in the disturbed case. Nevertheless, there are no remarkable dissimilarities between the
two simulations. The incidents do not lead to any identifiable differences.

Figure 5.97: The Configuration Divergence in the Life-Like Traffic scenario for M = L =
1s. Blue is the undisturbed case and red the case with the incidents. The phases of the
road blocks are marked grey.

Figure 5.98: The Configuration Divergence in the Life-Like Traffic scenario for M = L =
20s. Blue is the undisturbed case and red the case with the incidents. The phases of the
road blocks are marked grey.

Self-Organisation Divergence

The two cases do not implement any communication between the subsystems, and there
is no mechanism that one subsystem gains knowledge about the state of another one.
Therefore, the Self-Organisation Divergence is not applicable in this scenario.
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Figure 5.99: The Configuration Divergence in the Life-Like Traffic scenario for M = L =
120s. Blue is the undisturbed case and red the case with the incidents. The phases of
the road blocks are marked grey.

Summary

In this scenario, only the Configuration Stability and the Global Parameter Usage are
able to identify the first and the third incident. The Configuration Stability creates
isolated peaks and can, therefore, detect the events directly without a comparison to
an undisturbed time series. The Global Parameter Usage, on the other hand, needs this
comparison to give an indicator for the events. Furthermore, the Global Parameter Usage
only shows the end of the road blocks but not the beginnings.

All other metrics are unable to detect the events because the influence of the events
cannot be separated from other configuration changes. Finally, the second road block at
9:00 CET creates not enough change in the configurations such that any metric could
detect it.

5.2.8 Results for the Life-Like Road Network Scenario – OTC
with DPSS

In this section, we see the results for the DPSS-activated case in the Life-Like Road
Network scenario. Again, the simulation runs with a resolution of 1 second per step
and the road blocks are marked with a grey background in the graphs. The influence of
the tuning parameters for the metrics can be seen in Chapter 5.2.8. Thus, we restrict
ourselves to only giving the results with those values for the parameters that have proved
to be suitable.

This simulation incorporates direct communication between the subsystems. There-
fore, we are able to use the Communication Divergence metric in this case. In total, the
system creates 629 messages during the simulation.
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Entropy

Figure 5.100 shows the Entropy. In this simulation, this metric gives no indication of
any of the three blockage events. The activated DPSS leads to more oscillation in the
time series compared to the OTC-only simulation.

Figure 5.100: The time series of the Entropy for the Life-Like Road Network scenario
with active DPSS. The bin count is M = 50. The phases of the road blocks are marked
grey.

Configuration Stability

The Configuration Stability is depicted in Figure 5.101. Here, we can see a delayed
impact of the beginning of the second and the third blockade. Both create isolated peaks
in the time series, one at 08:10 CET with cv ≈ 0.08 and the second at 09:09 CET with
cv ≈ 0.07. The first blockade gives no reaction.

Figure 5.101: The time series of the Configuration Stability for the Life-Like Road Net-
work scenario with enabled DPSS. M = L = 180s and ε = 10. The phases of the road
blocks are marked grey.
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Configuration Variability

In Figure 5.102, we see the Configuration Variability. Here, the second event is identifi-
able due to an extraordinary spike from 08:09 to 08:11 CET with cv ≈ 12.5. The spikes
during the other events are not distinguishable from those outside the event times.

Figure 5.102: The time series of the Configuration Variability for the Life-Like Road
Network scenario with activated DPSS. The phases of the road blocks are marked grey.

Coherence Metrics

Figures 5.103 and 5.104 show the times series of the Coherence metrics. As in the sim-
ulations without DPSS, both metrics do not give any indicators for the incidents in this
case. The fact that the Adaptation Coherence shows several spikes with coha = 1 means
that here all currently adapting intersections use the same value for their configuration.
Although we see these spikes during the first and the second incident, we cannot infer
a relationship. The spike at 07:27 CET and the two plateaus between 08:15 and 09:00
CET do not allow this.

Figure 5.103: The times series of the Configuration Coherence in Life-Like Traffic scenario
with activated DPSS. The phases of the road blocks are marked grey.



5.2. RESULTS 141

Figure 5.104: The times series of the Adaptation Coherence in Life-Like Traffic scenario
with activated DPSS. The phases of the road blocks are marked grey.

Parameter Usage Metrics

The Figures 5.105 and 5.106 give the results for the two Parameter Usage metrics. Again,
neither metric shows a distinguishable reaction to any of the three blockade events. All
patterns inside the event frames can be found outside the frames.

Figure 5.105: The times series of the Global Parameter Usage in the Life-Like Traffic
scenario with activated DPSS. L = 180s. The phases of the road blocks are marked grey.
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Figure 5.106: The times series of the Average Parameter Usage in the Life-Like Traffic
scenario with activated DPSS. L = 180s. The phases of the road blocks are marked grey.

Configuration Divergence

Figure 5.107 shows the evaluation of the Configuration Divergence. Again, we see an
influence of the second and the third event but none of the first one. Both detected
events create isolated peaks. The second road block leads to two spikes of cd ≈ 36.0 at
08:06 and at 08:15 CET. The third road block gives a peak of cd ≈ 36.0 at 09:05 CET.

Figure 5.107: The time series of the Configuration Divergence in the Life-Like Traffic
scenario with activated DPSS. M = L = 180s. The phases of the road blocks are marked
grey.

Self-Organisation Divergence

Compared with the long period of three hours, the number of 629 messages in the sys-
tem is small. The effect of this on the Self-Organisation Divergence can be seen in
Figures 5.108, 5.109 and 5.110. This metric aims to measure the difference in the con-
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tent of messages. With a frame size of 60 seconds, we only see that there are times
with communication and times without. The difference in the messages themselves does
not influence the graph. The longer the frame size is, the wider the spikes become, and
eventually they start to merge. Only after that – when the time frame becomes long
enough – the different message types can be regarded.

Figure 5.108: The times series of the Self-Organisation Divergence in the Life-Like Traffic
scenario with activated DPSS for frame sizes M = 60s. The phases of the road blocks
are marked grey.

Figure 5.109: The times series of the Self-Organisation Divergence in the Life-Like Traffic
scenario with activated DPSS for frame sizes M = 180s. The phases of the road blocks
are marked grey.
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Figure 5.110: The times series of the Self-Organisation Divergence in the Life-Like Traffic
scenario with activated DPSS for frame sizes M = 600s. The phases of the road blocks
are marked grey.

Figure 5.111 shows the Self-Organisation Divergence for M = 1800 seconds. Here,
we finally see the effect of the differing messages during the first 30 minutes. During
this time, the intersections negotiate their configuration with the aim of optimising a
system-wide traffic flow. On the other hand, the time series cannot differentiate between
the general startup communication and the effects of the first road block. After this
phase, the graph shows no further unusual patterns. The second and the third blockade
event have no notable influence in this case.

Figure 5.111: The time series of the Self-Organisation Divergence in the Life-Like Traffic
scenario with activated DPSS for M = 1800s. The phases of the road blocks are marked
grey.
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Summary

As expected, the activation of DPSS leads to a different system behaviour. Only three
metrics give indicators for the unusual events. The Configuration Variability shows the
second road block, while the Configuration Stability and the Configuration Divergence
additionally show the third event. The other metrics cannot separate the normal and
the unusual situations. The Self-Organisation Divergence only shows the effects of the
startup phase of the simulation but not the effects of the road blocks.

5.2.9 Results for the Maritime Traffic Scenario

In this section, we show the results of the Maritime Traffic Scenario with the data from
the time frame with the accident and the frame before, when the Kiel Canal was in
normal operation. The disturbance at 04:37 CET is marked with a black line in the
figures. When interpreting the results of the metrics, we have to keep two important
facts in mind: firstly, ships are not able to simply turn around in the canal (i.e. change
their course immediately), and secondly, captains have to decide how to react on the canal
closure: wait for the reopening or turn around and find another way to their destination.
The duration of the closure is not clear in the first minutes after the accident. Therefore,
we can assume that the accident appears with a notable delay in the metrics.

Note that the set of ships that are regarded in the two time frames are not the same.
Ships that enter or leave the area during the respective time frame are considered still (or
already) present with their last (if leaving) or first (if entering) course value. Therefore,
the graphs for the second time frame do not necessarily start with the value that the first
time frame ends with.

Entropy

The course over ground is given in the data set as a value in degrees in the interval
[0, 360). This leads to the assumption that a divisor of 360 would be a suitable bin
count M . Figure 5.112 shows the results for M = 90, M = 180 and M = 360. We see
that, in this case, these values give qualitatively identical graphs, only differing in the
absolute value and in the height of the peaks. For example, the drop in between 23:00
und 23:30 CET is 5.2% for M = 360 and 7.6% for M = 90.

Figure 5.113 compares the time frame with the accident and the previous one with a
bin count of M = 90. Our focus is on the time after 04:00 CET. Here, we see that the
accident and the canal closure have only a small effect on the Entropy, where the values
start to decrease from H ≈ 3.1 to H ≈ 3.0. Yet, compared with the normal operation,
this decrease is barely noticeable. On the other hand, the strong drop from H ≈ 3.3 to
H ≈ 3.0 near 23:00 CET is highly visible but does not correspond to any known incident.
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Figure 5.112: The time series of the Entropy for the Maritime Traffic scenario in the
second time frame with bin counts M = 90 (blue), M = 180 (red), and M = 360 (green).
The black line denotes the time of the accident.

Figure 5.113: The time series of the Entropy for the Maritime Traffic scenario with bin
count M = 90 for the normal operation time frame (blue) and the accident time frame
(red). The black line denotes the time of the accident.

Configuration Stability

For the Configuration Stability, we will start with the influence of the tuning parameters
M , L and ε.

Figures 5.114, 5.115 and 5.116 show the results for different values of the window size
M . The impact of the canal closure can be seen better with smaller values. For M = 10
minutes, we have two peaks near 05:45 CET with cs ≈ 0.00075. M = 30 minutes also
creates an isolated peak at this point with cs ≈ 0.00013, while M = 20 minutes leads to
a peak that does not exceed other spikes before the event.
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Figure 5.114: The Configuration Stability in the Maritime Traffic scenario with L = 10
minutes, ε = 1 and M = 10 minutes for the in the time frame with the accident. The
black line denotes the time of the accident.

Figure 5.115: The Configuration Stability in the Maritime Traffic scenario with L = 20
minutes, ε = 1 and M = 10 minutes for the in the time frame with the accident. The
black line denotes the time of the accident.

Figures 5.117, 5.118 and 5.119 show the results for different values of the lag parameter
L. Again, the impact of the canal closure can be seen better with smaller values. The
bases of the spikes become wider for larger L and start to merge with neighbouring spikes.
Furthermore, for larger L, the height of the peaks that follow the accident decreases, and
they align with the height of other peaks. For L = 20 minutes and L = 30 minutes, the
time series start with a value above cs = 0.006. For a better visibility, the Y-axis is cut
off at the given values.

Finally, Figures 5.120, 5.121 and 5.122 show the results for different values of the
threshold ε. Smaller values lead to a decreased height of the interesting peaks after
the accident. For ε = 2, we see additional isolated spikes (e.g. at 00:00 CET with
cv ≈ 0.0002). Therefore, ε = 1 is a suitable value for the analysis of this scenario.
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Figure 5.116: The Configuration Stability in the Maritime Traffic scenario with L = 30
minutes, ε = 1 and M = 10 minutes for the in the time frame with the accident. The
black line denotes the time of the accident.

Figure 5.117: The Configuration Stability in the Maritime Traffic scenario in the time
frame with the accident. M = 10 minutes, ε = 1 and L = 10 minutes. The black line
denotes the time of the accident.

By choosing M = L = 10 minutes and ε = 1, we receive Figure 5.123. Here, we
see the comparison of the two time frames. We can identify the canal blockade directly
by the prominent peaks that start at ≈ 05:30 CET. This delay of nearly one hour is
expected, as stated above. In the previous time frame, such a notable increase in the
Configuration Stability starts only around 07:30 CET with a peak of cs ≈ 0.0005.
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Figure 5.118: The Configuration Stability in the Maritime Traffic scenario in the time
frame with the accident. M = 10 minutes, ε = 1 and L = 30 minutes. The black line
denotes the time of the accident.

Figure 5.119: The Configuration Stability in the Maritime Traffic scenario in the time
frame with the accident. M = 10 minutes, ε = 1 and L = 30 minutes. The black line
denotes the time of the accident.

Figure 5.120: The Configuration Stability in the Maritime Traffic scenario in the time
frame with the accident. M = L = 10 minutes and ε = 0.5. The black line denotes the
time of the accident.
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Figure 5.121: The Configuration Stability in the Maritime Traffic scenario in the time
frame with the accident. M = L = 10 minutes and ε = 1. The black line denotes the
time of the accident.

Figure 5.122: The Configuration Stability in the Maritime Traffic scenario in the time
frame with the accident. M = L = 10 minutes and ε = 2. The black line denotes the
time of the accident.

Figure 5.123: The time series of the Configuration Stability in the two time frames of the
Maritime Traffic scenario. Blue is the first time frame with the normal operation, and
red the frame with the accident. M = L = 10 minutes and ε = 1. The black line denotes
the time of the accident.
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Configuration Variability

Figure 5.124 shows the Configuration Variability in the two time frames. Both graphs
are very noisy. The accident shows by a rise from cv ≈ 0.38 before the event to cv ≈ 0.41
with increased volatility after it. However, such changes also occur at other times, e.g.
near 15:00 CET in the time frame of the accident.

Figure 5.124: The time series of the Configuration Variability in the two time frames of
the Maritime Traffic scenario. Blue is the first time frame with the normal operation,
and red the frame with the accident. The black line denotes the time of the accident.

Coherence Metrics

The Figure 5.125 gives us a comparison of the Configuration Coherence in the two time
frames. Here, the accident leads – with the expected delay of ≈ 1 hour – to a notable
increase in coherence, a generally higher coherence level than in the time frame of the
normal operation, and a noisier graph. During the reference period with the normal
operation, increasing values for the Configuration Coherence occur only after 07:00 CET.

The Adaptation Coherence oscillates heavily between coha = 0.5 and coha = 1 with-
out any clear patterns or isolated peaks. Therefore, Figure 5.126 shows only a section of
the time series. What we see here happens everywhere. The reason behind this is the
fact that in each time step only very few ships adapt their course, and in many steps, we
only see one ship doing so. But, with only one data point, the statistical variance is zero,
which leads to coha = 1. The fact that we use circular arithmetic to compute the mean
and the variance of angles (see Chapter 4.1.4) leads to the lower bound of Ua = 0.5 when
exactly two ships are involved, and their courses are directly opposite to each other.
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Figure 5.125: The time series of the Configuration Coherence in the two time frames of
the Maritime Traffic scenario. Blue is the first time frame with the normal operation,
and red the frame with the accident. The black line denotes the time of the accident.

Figure 5.126: The time series of the Adaptation Coherence in the two time frames of the
Maritime Traffic scenario. Blue is the first time frame with the normal operation, and
red the frame with the accident. The black line denotes the time of the accident. Only
a part is shown for a better overview.

Parameter Usage Metrics

Figures 5.127 and 5.128 show the influence of the window parameter M on the Parameter
Usage metrics. For both metrics, higher values for M lead to a delayed drop to lower
metric levels. Rising metric values, on the other hand, appear immediately with all
window sizes. Furthermore, in the Average Parameter Usage, higher values for M lead
to higher values for the metric.

The comparison of the two time frames with the Average Parameter Usage is shown
in Figure 5.129. The impact of the accident is visible as the two highest peaks with
values near Ua ≈ 0.04. Since there are other isolated peaks with values Ua ≥ 0.03, this
metric needs to be compared with the reference time frame to give an indicator for the
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Figure 5.127: The times series of the Global Parameter Usage in Maritime Traffic scenario
for different window sizes in the time frame with the accident. Blue is M = 10 minutes,
red is M = 20 minutes, and green is M = 30 minutes. The black line denotes the time
of the accident.

Figure 5.128: The times series of the Average Parameter Usage in Maritime Traffic
scenario for different window sizes in the time frame with the accident. Blue is M = 10
minutes, red is M = 20 minutes, and green is M = 30 minutes. The black line denotes
the time of the accident.

accident.
The behaviour of the Global Parameter Usage in the two time frames is given in

Figure 5.130. Both time series start with a value of Ug = 0, which we cut off for a better
overview. This metric shows an immediate reaction to the accident. Due to how this
metric is calculated, course changes of a single ship can lead to a substantial change in
the metric. In fact, this is the case here. While in the hour before the accident, all ships
together only used 75% of the available 360 degrees for the course values, shortly after
the accident, a few ships took new courses, which led to a greater range of used values.
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Figure 5.129: The times series of the Average Parameter Usage metrics in Maritime
Traffic scenario in the two time frames. Blue is the first time frame with the normal
operation, and red is the time frame with the accident. M = 10 minutes. The black line
denotes the time of the accident.

Figure 5.130: The times series of the Global Parameter Usage metrics in Maritime Traffic
scenario in the two time frames. Blue is the first time frame with the normal operation,
and red is the time frame with the accident. M = 10 minutes. The black line denotes
the time of the accident.

Configuration Divergence

In Figures 5.131, 5.132 and 5.133, the influence of the window size M on the Configuration
Divergence is shown. Again, the bigger window sizes lead to wider bases of the spikes
and smaller values for the metric. For example, the peak at 23:00 CET has a value of
cd ≈ 0.017 with M = 10 minutes, while for M = 30 minutes it reaches only cd ≈ 0.0055,
but is still the highest values in this configuration. The increasing width of the bases can
be seen in the spike at 18:30 CET. For M = 10 minutes, it has a width of 10 minutes
which stretches to ≈ 60 minutes with M = 30 minutes.

In Figures 5.134 and 5.135, we see the influence of the lag parameter L (L = 10
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Figure 5.131: The Configuration Divergence in the Maritime Traffic scenario in the time
frame with the accident. L = 10 minutes and M = 10 minutes. The black line denotes
the time of the accident.

Figure 5.132: The Configuration Divergence in the Maritime Traffic scenario in the time
frame with the accident. L = 10 minutes and M = 20 minutes. The black line denotes
the time of the accident.

minutes is shown in Figure 5.131): higher values for L lead to bigger values for the
metric. The peak at 23:00 CET with value cd ≈ 0.0017 for L = 10 minutes reaches
cd ≈ 0.0045 for L = 30 minutes.

The Configuration Divergence is one of the metrics that reacts to the unknown event
near 23:00 CET with an isolated peak. The accident, on the other hand, gives no
identifiable reaction. Figure 5.136 shows the metric in the two time frames. During the
time frame with the normal operation, we see increasing values in the morning hours
after 07:00 CET. During this time, the values exceed cd = 0.003. In the time frame with
the accident, on the other hand, we see spikes after the accident, but also during the
other times of the day. Thus, even in the direct comparison to the reference time frame,
the accident is not visible.
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Figure 5.133: The Configuration Divergence in the Maritime Traffic scenario in the time
frame with the accident. L = 10 minutes and M = 30 minutes. The black line denotes
the time of the accident.

Figure 5.134: The Configuration Divergence in the Maritime Traffic scenario in the time
frame with the accident with M = 10 minutes and L = 20 minutes. The black line
denotes the time of the accident.

Self-Organisation Divergence

Communication data for the ships in this scenario is not available. Therefore, the Self-
Organisation Divergence is not applicable in this scenario. Besides that, the bidirectional
communication between ships is still usually a dialogue between humans, making the
classification of message types and contents challenging.
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Figure 5.135: The Configuration Divergence in the Maritime Traffic scenario in the time
frame with the accident with M = 10 minutes and L = 30 minutes. The black line
denotes the time of the accident.

Figure 5.136: The times series of the Configuration Divergence metrics in Maritime
Traffic scenario in the two time frames. Blue is the first time frame with the normal
operation and red is the time frame with the accident. M = L = 10 minutes. The black
line denotes the time of the accident.

Summary

The closure of the Kiel Canal can be identified with some delay by the Configuration
Stability, both Parameter Usage metrics and the Configuration Coherence. Since the
Configuration Stability creates unusually high spikes after the accident, it can be used
directly. The other metrics require a comparison with the reference time frame to show
the abnormal behaviour of the system. The other metrics were not able to give an
indicator for the accident.

On the other hand, the Entropy, the Configuration Stability (with M = 10 and
L = 20 minutes), the Configuration Variability, the Configuration Coherence, the Average
Parameter Usage, and the Configuration Divergence give an indicator for an unknown
event that occurred about 5:30 hours before the accident.
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This scenario shows that our framework can be used to analyse AIS data to assess
the collective behaviour of groups of maritime vessels in real-life situations.

5.2.10 Results for the Game of Life Scenario

This section gives the result of the Game of Life simulation. In this scenario, we have
no disturbance. It runs for itself and simply follows the rules. Nevertheless, we observe
two noteworthy events. Figure 5.137 shows the number of active cells over the course of
time. The first interesting event occurs from t = 154 to t = 169, where the number of
cells rapidly decreases from 420 to 243. The second event is the drop of active cells from
290 to 170, from t = 212 to t = 225. Now, let us see whether these events can be found
in our metrics:

Figure 5.137: The number of active cells in the Game of Life simulation. The phases of
interest are marked grey.

Entropy

Since the configuration in this system only allows for two values, a bin count of M = 2
is the only possible choice. Figure 5.138 shows the result. The simulation becomes
stationary after t = 302, which leads to a constant Entropy. The decrease of the Entropy
over time is also expected. The simulation starts with a chaotic behaviour and many
state changes. Over time, patterns emerge, and the number of cells that change their
state decreases.

At first glance, the graphs for the Entropy and the number of active cells (Fig-
ure 5.137) appear identical up to scaling. They are not! In Figure 5.139, we scaled
both time series to the interval [0, 1] and calculated the difference D(t) = E(t) −
|{a : a is active at t}|. We see that the difference is relatively small, but the scaled En-
tropy is bigger than the scaled number of active cells most of the time.
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Figure 5.138: The time series of the Entropy in the Game of Life simulation with M = 2.
The phases of interest are marked grey.

Figure 5.139: The time series of the difference between the scaled Entropy and the scaled
number of active cells in the Game of Life scenario.

Configuration Stability

Since there is no disturbance in this simulation and no notable configuration changes
emerge, we cannot search for suitable parameters that would allow an indication for such
an event. Therefore, Figures 5.140, 5.141 and 5.142 give a few combinations. Again, as
in the previous scenarios, the parameters influence the delay of peaks and the widths of
their bases.

The first event at t = 154 is visible as a peak in all three graphs. Due to the metric’s
delay, the corresponding peak is at t = 166 with cs ≈ 0.00004 for M = L = 5. With
M = L = 20, the main peak moves to t = 194 and reaches cs ≈ 0.00007 for M = L = 5.
The second event is only visible in the two graphs with the higher values for M and L.
The peak after t = 200 in the graph for M = L = 5 is not the result of the event. This
peak comes too early. For M = L = 20, the second peak at t = 166 reaches cs ≈ 0.00004,
while for M = L = 10, we get cs ≈ 0.00001 at t = 231.
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Figure 5.140: The Configuration Stability in the Game of Life simulation with M = L = 5
and ε = 0.025. The phases of interest are marked grey.

Figure 5.141: The Configuration Stability in the Game of Life simulation with M = L =
10 and ε = 0.05. The phases of interest are marked grey.

Figure 5.142: The Configuration Stability in the Game of Life simulation with M = L =
20 and ε = 0.05. The phases of interest are marked grey.
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Configuration Variability

The Configuration Variability, as seen in Figure 5.143, again resembles the number of
active cells. If the cluster count is k ≥ 2, there will be a cluster containing all the 1s and
another with all the 0s. In this case, the distance to the centre of the cluster is 0 for all
cluster members. Therefore, only the summand for k = 1 contributes to the value of the
metric.

Let a denote the number of active agents. For k = 1 the centre C of mass for n − a

zeros and a ones is C = a/n. The sum of distances s to the centre is

s = (n − a) a

n
+ a

(
1 − a

n

)
= 2a

(
1 − a

n

)
. (5.8)

With the given values of a, the factor 1 − a/n ranges from ≈ 0.8 to ≈ 0.95. Thus, the
average distance d = s/n is nearly proportional to a. This leads to the similarity with
the number of active cells.

Figure 5.143: The time series of the Configuration Variability in the Game of Life sce-
nario. The phases of interest are marked grey.

Coherence Metrics

Figure 5.144 shows the Configuration Coherence. At first glance, it looks like the inverted
graph of the number of active cells, but actually, the result for a active cells is

cohc = 1
1 + a

n

(
1 − a

n

) = 1
1 + a

n − a2

n2

· (5.9)

For sufficiently small values of a, the term a2/n2 becomes neglectable. Thus, in our case
we get:

cohc ≈ 1
1 + a

n

· (5.10)
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That explains the reciprocal similarity to the number of active cells. Nevertheless, the

Figure 5.144: The time series of the Configuration Coherence in the Game of Life scenario.
The phases of interest are marked grey.

two events are visible in the graph in the same way as they are visible in the number of
active cells.

The Adaptation Coherence, on the other hand, shows only the event at t = 212, as
shown in Figure 5.145. Here, the value reaches coha ≈ 0.69. In this simulation, the
Adaptation Coherence has values near 1.0 for the first three steps and then drops to a
baseline of coha ≈ 0.667. For a better overview, we cut off the Y-axis.

Figure 5.145: The time series of the Adaptation Coherence in the Game of Life scenario.
The graph is zoomed in for a better overview. The phases of interest are marked grey.

Parameter Usage Metrics

The Global Parameter Usage Ug tells us how much of the available spectrum of values
is used at each step. For the Game of Life simulation, at any given time, there are dead
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and living cells present. This means the two possible configuration values are used at
every step. Therefore, Ug = 1 for all time steps.

The Average Parameter Usage is shown in Figure 5.146. We see that higher values
for the window parameter M flatten the graph more and lead to delays. The first event
can be identified by a notable drop for all three given parameters. For M = 5, the drop
starts at t = 161 from Ua ≈ 0.034 and lasts until t = 173, where it reaches Ua ≈ 0.018.
For M = 20, the corresponding drop starts at t = 170 from Ua ≈ 0.056 and ends at
t = 188 with Ua ≈ 0.04.

The second event can only be seen with M = 5. In this case, the metric creates a
steep drop from t = 216 with Ua ≈ 0.015 down to Ua ≈ 0.008 at t = 220. For the higher
values of M , this drop is lost in the general downward trend starting at t = 200.

Figure 5.146: The time series of the Average Parameter Usage in the Game of Life
scenario. The time window M is M = 5 (blue), M = 10 (red), and M = 20 (green). The
phases of interest are marked grey.

Configuration Divergence

Finally, the Configuration Divergence is given in Figure 5.147. As in the other scenarios,
the parameters influence the delay and the width of spikes. The two events can be
identified by all given parameter combinations. M = L = 10 gives the best result. Both
spikes are prominent and not as delayed as for M = L = 20. The first peak is visible at
t = 170 with cd ≈ 0.004, and the second is at t = 224 with cd ≈ 0.0022. For M = L = 5,
several additional spikes of comparable height are visible. For example, the peak at
t = 199 has a value of cd ≈ 0.0011, while the peak for the second event at t = 218 reaches
an only slightly higher level with cd ≈ 0.018.
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Figure 5.147: The time series of the Configuration Divergence in the Game of Life sce-
nario. The parameters are M = L = 5 (blue), M = L = 10 (red), and M = L = 20
(green). The phases of interest are marked grey.

Self-Organisation Divergence

Again, this simulation does not implement direct communication between the cells, but
with the same argument as for the Flocking scenario, we can introduce a communication
that makes the Self-Organisation Divergence equal to the Configuration Divergence.

Summary

In this scenario, the Entropy, the Configuration Variability, and the Configuration Co-
herence show a strong similarity to the number of active cells. Since the number of active
cells is our source for the interesting events, these three metrics are able to identify the
events. Yet, they rely on the definition that the respective drop in the number of active
cells is a specific event. The same holds for the Average Parameter Usage, with the
restriction to a suitable window size. The Configuration Stability and the Configuration
Divergence can identify both events by giving isolated peaks, but again only with suit-
able parameters. The Adaptation Coherence can only identify the second event, and the
Global Parameter Usage is a flat line and thus gives no information.

5.2.11 Evaluation of Multivariate Configurations

As mentioned in Chapter 4.3.4, configurations with higher dimensions can lead to a
more sparse distribution of observations and less accurate results. To illustrate this
problem, we apply the multivariate version of the Configuration Stability to the Road
Block scenario. As we can see in Figure 5.148, we lose information. Only the univariate
metric shows notable activity after the end of the blockade.
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Figure 5.148: The multivariate (blue) version of the Configuration Stability and the
univariate (red) version in the Road Block scenario. Both with M = L = 20 and ε = 10.
The black lines denote the start and the end of the road block.

So, wherever possible, the analysed entries in the configuration vectors should be
separated or divided into reasonable groups.

5.3 Evaluation Summary

After having applied the metrics to our selected systems and given the relevant events (i.e.
the disturbances and the events of specific interest), two questions need to be answered:

1. Does the metric show a reaction to the relevant event?
2. Is the metric able to isolate this event?

For the first question, we say that the metric shows a reaction if it creates an isolated
peak that can be associated with the event or if there is a change in the metric’s baseline
at a point in time that can be associated with the event. We collected the answers to
this question in Table 5.6. Here, a green tick (✓) means that the metric shows a reaction
to at least one relevant event in the scenario. If the metric fails to show a reaction or if
peaks or changes in the baseline cannot be clearly linked to the events, then we use a red
X (✗). For example, we see that the Configuration Stability is sensitive to the relevant
events in all scenarios while the Adaptation Coherence shows a reaction in only half of
the applications.

For the second question, we say that the metric can isolate the event if the metric
generates an isolated peak or a substantial and unique change in the time series or if the
comparison to a reference time series (e.g. the undisturbed simulation of the scenario)
shows a notable difference. That means that the adaptation effects of the disturbances
can be separated from the effects of other situations in the scenarios. The answers to
the second question are compiled in Table 5.7. If the metric’s reaction is isolated or the
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difference to the reference time series is obvious, then we will use a green tick (✓). If
the metric fails to isolate all events in the scenario, e.g. because it generates additional
spikes or the comparison to reference time series shows no substantial difference, then we
mark the metric with a red X (✗). If the metric can isolate some but not all events, we
use a black cross (✤). As an example in the table, we see again that the Configuration
Stability shows the best performance with only one scenario where it fails to isolate the
event and five events where it shows all relevant events. The Entropy, on the other hand,
fails in six of the eight scenarios.

Scenario

Metric F
lo

ck
in

g

Sm
ar

t
C

am
er

as

T
ra

ffi
c:

R
oa

db
lo

ck

T
ra

ffi
c:

R
us

h
H

ou
r

T
ra

ffi
c:

L
if

e-
L

ik
e

T
ra

ffi
c:

L
if

e-
L

ik
e

D
P

SS

M
ar

it
im

e
T

ra
ffi

c

G
am

e
of

L
if

e
Entropy ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✓

Cfg. Stability ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Cfg. Variability ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓

Cfg. Coherence ✓ ✗ ✓ ✓ ✗ ✗ ✓ ✓

Adapt. Coherence ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✓

Glob. Param. Usage ✓ ✗ ✓ ✓ ✓ ✗ ✓ ✗

Avg. Param. Usage ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✓

Cfg. Divergence ✓ ✓ ✓ ✓ ✗ ✓ ✗ ✓

SO Divergence ✓ ✓ - - - ✗ - ✓

Does the metric show a reaction to the relevant event?
✓ = yes, ✗ = no, - = not applicable

Table 5.6: Overview of the detection performance of the metrics in the different scenarios
regarding the question: Has the relevant event a notable influence on the metric?

We will end this chapter with some remarks on the scenarios and the disturbances, a
summary of each metric and a conclusion.

5.3.1 Remarks on the Scenarios

When we look at the results, we see that the overall detection performance is poor in
the scenarios with the open systems, i.e. the Life-Like Road Network and the Maritime
Traffic scenarios. In the Life-Like Road Network, scenario only three of the eight metrics
are influenced by the relevant events, and isolation of the events is, at most, only partly
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Entropy ✓ ✓ ✤ ✤ ✗ ✗ ✗ ✗

Cfg. Stability ✓ ✗ ✓ ✓ ✤ ✤ ✓ ✓

Cfg. Variability ✗ ✓ ✤ ✓ ✗ ✤ ✗ ✗

Cfg. Coherence ✓ ✗ ✤ ✓ ✗ ✗ ✓ ✗

Adapt. Coherence ✓ ✗ ✤ ✓ ✗ ✗ ✗ ✤

Glob. Param. Usage ✓ ✗ ✗ ✓ ✤ ✗ ✗ ✗

Avg. Param. Usage ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗

Cfg. Divergence ✓ ✓ ✤ ✗ ✗ ✤ ✗ ✓

SO Divergence ✓ ✓ - - - ✗ - ✓

Is the metric able to isolate this event?
✓ = yes, ✗ = no, ✤ = partly, - = not applicable

Table 5.7: Overview of the detection performance of the metrics in the different scenarios
regarding the question: Can the metric distinguish the relevant event from other events?

possible. The Maritime Traffic scenario allows only slightly better performance, with four
metrics being influenced and only two metrics that are able to isolate the accident. In
the closed systems, the metrics show better performance. One major difference between
the two classes of systems in our evaluation is the frequency of configuration changes.
While our closed systems change their configuration at nearly every time step, the open
systems apply changes way less often. Since the metrics aim to analyse configuration
changes, we can assume that this is one important reason for this observation.

5.3.2 Remarks on the Disturbances

Chapters 5.2.2 and 5.2.6 presented the influence of different strengths of the disturbance.
The results show that we can make no general statement about how a change in the
disturbance affects the metrics. In some cases, smaller disturbances lead to decreased
reactions of the metrics and even the reaction being lost in the background noise. Here,
changing the parameters of the metrics can sometimes mitigate the weakness of the
reaction. In other cases, the differences between two disturbances lead to a negligible
difference in the metrics. This leads to the following conclusions:
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1. The choice of parameters for the metrics is crucial.
2. The definition of disturbance needs special attention in each system. In the Rush

Hour scenario, the smallest analysed disturbance with only 100 additional cars
during the rush hour might be considered only a phase with increased system load
but not a disturbance as such. This definition is up to the user of the framework.

3. Using an appropriate definition of disturbance, when the framework is used with all
applicable metrics, then a disturbance can be identified in our scenarios, regardless
of the strength of the disturbance.

5.3.3 Summary for the Metrics

Tables 5.6 and 5.7 show that every metric shows a reaction to the relevant events in at
least four of the eight scenarios, with only the Adaptation Coherence hitting this lower
bound. Furthermore, every metric has at least two scenarios where it can fully isolate
the relevant events.

Entropy

The Entropy shows a reaction to the relevant events in five of the eight scenarios. In
the open systems, the influence of the relevant configuration changes shows no specific
change in the behaviour of the metrics’ time series. In the Rush Hour and the Game
of Life Scenario, the reaction is relatively small. In the other scenarios, the reaction is
substantial.

The ability to isolate the relevant events is only given in the Flocking and the Smart
Camera scenarios. In the Rush Hour and the Roadblock scenario, only one of the two
events is clearly visible in the time series.

Configuration Stability

The Configuration Stability is sensitive to at least one relevant event in all scenarios. The
evaluations show that the sensitivity heavily depends on the choice of parameters. The
double window approach in this metric often leads to delays in the reaction of the time
series. The ability to isolate an event can suffer from this delay, as we can see in the
Smart Camera scenario. The Configuration Stability is one of the few metrics that can
isolate two of the three relevant events in the Life-Like Road Network scenarios. Only
the second road block cannot be isolated here.

In general, we can state that this metric shows the best performance of all presented
metrics. With a sensitivity in all scenarios and only one scenario where the metric fails
to isolate any event, the Configuration Stability takes the first place.
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Configuration Variability

When it comes to sensitivity, the Configuration Variability places second with only the
Maritime Traffic scenario, where the configuration changes cannot be clearly said to
influence the time series. In the Life-Like Road Network scenarios, the influence of at
least one relevant event is given. In the OTC-only simulation, this influence can only be
seen in the direct comparison with the undisturbed case.

The isolation of events is fully given only in two scenarios and at least partly in two
others, including one of the Life-Like Road Network scenarios.

Configuration Coherence

The Configuration Coherence shows a sensitivity in five of the eight scenarios. An event
isolation is possible in four of them, including the Road Block scenario where only one
of the two events can be isolated. This metric is one of the two metrics that allow the
isolation of the event in the Maritime Traffic scenario, although only through comparison
with the undisturbed case.

Adaptation Coherence

In the Flocking scenario, the Rush Hour scenario, and the Road Block scenario, the
Adaptation Coherence appears like a noisier version of the Configuration Coherence.
However, the approach to only consider those subsystems that had a configuration change
since the last time step shows a different behaviour in the other five applications. Here,
the time series of the two coherence metrics have nothing in common.

The Adaptation Coherence shows sensitivity in only half of the scenarios but can, in
all of these, at least partly isolate an event. Especially in the open systems, this metric
shows poor performance.

Global Parameter Usage

The Global Parameter Usage shows an event reaction in five of the eight scenarios. With
five scenarios where it fails to isolate any event, this metric is the weakest in our scenarios.
Yet, the relatively coarse approach to simply monitor the fraction of used parameters
can fully isolate the relevant events in the Flocking scenario and the Rush Hour scenario.
Even the OTC-only version of the Life-Like Road Network scenario allows the isolation
of at least one event. This scenario is the one where the least number of metrics are able
to isolate an event. The Global Parameter Usage is one of the two metrics that can do
so.
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Average Parameter Usage

The Average Parameter Usage is affected by at least one relevant event in six of the eight
scenarios. The isolation of these events is possible in four of the scenarios. The Game
of Life scenario and, again, the open systems do not allow the event isolation, no matter
what parameter is used for the metric.

Configuration Divergence

This metric gives a reaction to an event in six of eight scenarios, and in five of them, at
least one event can be isolated. This includes the DPSS version of the Life-Like Road
Network, where most metrics fail to isolate any event.

Self-Organisation Divergence

Due to its nature, this metric is fully applicable only to the DPSS version of the Life-Like
Road Network scenario. In this case, it fails to react to an event or even isolate it. This
comes from the low number of messages in the scenario. In three other scenarios, we
emulated a message exchange so that the Self-Organisation Divergence became equal to
the Configuration Divergence. In these scenarios, the Configuration Divergence - and
therefore the Self-Organisation Divergence - can isolate the relevant events.

5.3.4 Conclusion

The evaluation shows that all metrics can give an indication of unusual events in at least
two different scenarios. However, they cannot be used alone. No metric is able to isolate
the events in all given scenarios. Only in combination with other metrics can the events
be (at least partly) identified. Therefore, our idea of an overarching framework makes
sense, and all of our metrics are eligible to be integrated into this framework.



Chapter 6

An Application towards
Self-Explanation

In the previous chapter, we saw how our framework is able to give indicators for unusual
self-adaptation events in a SASO system. The created time series for themselves show
no value for a simple user. Only a system administrator or an automated monitoring
system can benefit from the framework’s output.

In the introduction in Chapter 1.2, we noted that a user will accept an unusual be-
haviour of an SASO system if it provides an explanation for the observed behaviour. This
chapter shows how our framework can help to provide such self-explanation capabilities
to SASO systems. Besides having an indication of the presence of an unusual event, the
source of this event is often needed to give a useful explanation.

Therefore, we will show how the framework can be extended to aid in a root cause
analysis of such an event. For this, we first give a short introduction to the notion of root
cause analysis in Chapter 6.1. Then, Chapter 6.2 shows the necessary extensions to the
framework. With these modifications at hand, Chapter 6.3 shows the actual application
to three of our scenarios. After an overview of other approaches to root cause analysis
(Chapter 6.4) and a comparison to a classical method (Chapter 6.5), we conclude the
use case with the summary in Chapter 6.6.

6.1 Root Cause Analysis

In general, the notion of root cause analysis (RCA) refers to a structured process of
problem-solving used to identify the initial causes of errors or problems [245]. In Chap-
ter 1.2, we used a traffic light as an example where the user experiences an unusually
long phase of red light. In this example, the technical root cause for the problem of

171
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the long red phase is the car accident that happened somewhere in the street network.
From another point of view, the root cause lies deeper: a malfunction in the car, a med-
ical problem of the driver or something completely different. Eventually, the root cause
depends on the definition of the problem and the person who defines it.

RCA is used in productive environments in many domains, such as healthcare [168],
manufacturing [130], telecommunication [254] and IT operations [212]. Depending on the
domain, the problem and the available tools, the actual methods to perform an RCA can
differ significantly. During the Covid pandemic, some medical authorities were forced
to use pen, paper and telephones to trace contact persons and find the root of infection
chains [259]. On the other hand, in large-scale manufacturing chains, machine-learning
approaches using big data sources can be applied [133].

No matter what tools are used, a complete root cause analysis comprises the following
four steps [245]:

1. Description of the problem.
2. Creation of a timeline from the normal situation until the problem occurs.
3. Identification of the root cause and other causal factors.
4. Creation of a causal graph from the root cause to the problem.
If we assume that the experienced problem is the result of an unexpected or unusual

behaviour of the system and use our core assumption that an unusual behaviour comes
from unusual self-adaptation events, then we can apply our framework and identify the
point in time where the metrics in our framework indicate such an event. Together with
this temporal identification of possible root causes, the framework can give hints for a
spatial identification: which subsystems are most likely linked to the root cause? The
framework assists in the steps 2 and 3 of the RCA by helping to answer the questions of
”Where?” and ”When?”.

6.2 Extension of the Measurement Framework

To aid in the spatial detection of events, the involved subsystems have to be associated
with the event. To achieve this, we extend our framework to assign a score to each
subsystem. Following our core assumption, we calculate the score based on configuration
changes. For every metric and every subsystem, we investigate how much impact the
current configuration change of the subsystem has on the value of the metric. A higher
impact will lead to a higher score. Figure 6.1 shows the idea.

The calculation of the scores requires only small additions. During the computation
of the time series of the metrics, every subsystem has to be queried to deliver its config-
uration. The association between the subsystem and the result of the metric calculation
is directly available. Thus, the only additional step is to calculate the score for the
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Figure 6.1: The extension of the framework. For every time step, each metric calculates
a score for every subsystem. Together with the event detection in the time series, the
scores are used in the RCA.

subsystem. We will see the formulae for this in Chapter 6.2.2.
The procedure to identify likely sources of an unusual event starts with the temporal

detection of the events by analysing the time series that our metrics generate. Chap-
ter 6.2.1 will give details on this. Then, when the metrics indicate an unusual event, we
take a look at the sum of the scores of the subsystems. If we have only a handful of
subsystems with a significantly higher score than the rest, we can assume that the source
of the event is associated with that group. If, otherwise, the scores for all subsystems
are on the same level, we can assume that it is a global event and the source cannot
be located in isolated subsystems. Starting with the first case, we can simply sort the
subsystems by their scores and start inspecting the first I subsystems with the highest
scores (for a fixed number I). If we cannot identify a source in that list, we again assume
a global event.

6.2.1 Formalisation of the Temporal Event Detection

During the evaluation of the scenarios in Chapter 5.2, we identified peaks and spikes
with the naked eye. For an application in the real-world this would require a human
being to watch the time series and have the knowledge and experience to identify the
peaks. This becomes unmanageable very quickly. Since SASO systems aim to reduce the
management effort, an automatic method to identify peaks is required.
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For this, we apply one of the many peak detection algorithms for univariate time
series [162]. We will use the algorithm presented in [234]: this algorithm takes a time
series as input and creates a new time series as output that consists of 0s and 1s. A 1
indicates that the corresponding entry in the input time series is a peak. The algorithm
outputs a 1 if the last data point (which is at runtime a newly added data point) is a given
number x of standard deviations away from some moving mean. Otherwise, we receive
a 0. The algorithm takes three inputs: the parameter ”lag” is the size of the moving
window, the parameter ”threshold” is the z-score at which the algorithm signals and the
parameter ”influence” is the influence (between 0 and 1) of new signals on the mean and
standard deviation. The algorithm creates signals with values +1 for a positive deviation
(i.e. the new data point is above the moving mean) and −1 for a negative deviation. Since
we are only interested in the existence of a peak signal, we will use the absolute value of
the signal.

The benefit of this algorithm is its ability to be used at runtime. On the downside,
suitable values for the three parameters depend on the metric and the SASO system. To
find such values, experience and experiments with data from the system are required.

One important point for temporal event detection is that for a given SASO system,
usually, not all metrics in our framework produce usable results. This means only the
output of some selected metrics can be used for a specific system. This selection again
requires experiments with the system.

After selecting the suitable metrics for our system and configuring the peak detection
algorithm, we must fix a threshold nthres. This is an integer and depends on the number of
selected metrics. Counting the number of peak signals npeak provided by the algorithm
for the metrics at a given time, we finally can define that an unusual event occurs if
npeak ≥ nthres holds.

6.2.2 Scoring

We now explain how a score can be derived during the calculation of the metrics. Since
we have several metrics, the resulting score from every metric should be comparable.
Therefore, we scale the score calculation such that the score for every metric lies in the
interval [0, 1]. The subsystems with the highest impact on the metric are assigned the
highest score. The following calculations are not the only possibilities to assign a score
value to a subsystem. The user is free to adapt them as necessary. The given formulas
work well for the application scenarios presented in Chapter 6.3.

Entropy

When computing the Entropy, the configuration value of a subsystem is put into the
proper bin where it (usually) becomes one of many entries. Only the number of entries
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in the bin is used for the Entropy. There is no evident way to quantify the influence of a
single subsystem on the computation result. Thus, assigning a score is not possible, and
the Entropy is not used in the RCA application.

Configuration Stability

During the calculation of Configuration Stability, we classify agents as active or inactive
depending on how strong their configurations have changed over time. This classification
is the basis for the computation of the metric. Therefore, we assign those agents a score
of 1 if they are active by definition. The inactive agents are assigned a 0.

For a fixed point t in time and subsystem a, the score scfg.stab. is defined as

scfg.stab.(a) =

1, if a is classified as active

0, otherwise.
(6.1)

Configuration Variability

The effect of a changed configuration vector on the result of a clustering algorithm is hard
to predict and even harder if we use several cluster counts. Therefore, a differentiated
scoring is not reasonable. Thus, for this metric, we assign a score value of 1 to every
subsystem whose configuration changed since the last time step.

Let xa,t and xa,t−1 be the configuration vectors for the subsystem a at time t and
t − 1 respectively. The score scfg.var.(a) for this subsystem is then

scfg.var.(a) =

0, if xa,t = xa,t−1

1, otherwise.
(6.2)

Coherence

The calculation of these metrics is based on the distances of the configuration vectors
to the average. Therefore, we assign the score based on that distance: let d(xa) :=
(∥xa − x̂∥) be the distance of the configuration from the average for the subsystem a

and let m := max(d(xa)) be the maximum of these distances. The score scfg.coh. for the
subsystem xa is then

scfg.coh.(a) = d(xa)
m

. (6.3)

Therefore, the subsystem with the largest distance receives a score of 1. The calculation
for the Configuration Coherence and the Adaptation Coherence differs only in the consid-
ered subsystems in the same way as the metrics do. The Configuration Coherence uses all
subsystems, while the Adaptation Coherence uses only those with a configuration change.
In the latter case, the subsystems without a change receive the value scfg.coh. = 0.
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Global Parameter Usage

In this metric, the configuration of a subsystem either contributes to the bounds of the
total range or not. A subsystem is assigned a score of 0 if its current configuration does
not touch the current bounds. Those subsystems in which either the lower bound of the
configuration range equals the lower bound of the total range or the upper bound of the
configuration range equals the upper bound of the total range are assigned a score of 1.

For the current time frame and a fixed configuration index j, let rs := [rs,l, rs,u] be
the current maximum interval of used values in the system with the lower bound rs,l and
the upper bound rs,u. Analogously, let ra := [ra,l, ra,u] be the interval of configuration
values of the subsystem a. The score sglob.param. is then

sglob.param.(a) =

0, if ra,u ̸= rs,u and ra,l ̸= rs,l

1, otherwise.
(6.4)

Average Parameter Usage

For this metric, we are looking at how much the ranges (i.e. the length of the interval)
of used values change from one time step to the next. Analogous to the scoring in the
Coherence metrics, the subsystem with the strongest change receives a score of 1. The
score for the other systems is scaled accordingly. Subsystems whose range did not change
receive a score of 0.

For a fixed configuration index j, let ra,t and ra,t−1 the range of values of the con-
figuration entry xa [j] for the subsystem a in the current time frame f and the previous
frame f − 1 respectively. Let d(xa) := (∥ra,f − ra,f−1∥) be the difference of these ranges,
and let m := max(d(xa)). The score savg.param. is then

savg.param.(a) =

0, if ra,f = ra,f−1
d(xa)

m , otherwise.

We need to note that a score of 0 can occur even if the actual configuration values have
changed, e.g. when a has values in [0, 2] in the time frame f and values in [3, 5] in f − 1
both value ranges are equal

Configuration Divergence

The Configuration Divergence uses the configuration values to calculate a probability
distribution. Like in the Entropy, the influence of a single subsystem cannot be traced
during the calculation. Therefore, we will exclude this metric from our RCA application.
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Self-Organisation Divergence

This is another metric where a scoring cannot be derived. The reason is that we usually
cannot associate a subsystem with the result of a message because there is an ambiguity
between the sender and the receiver. We cannot know whether the message is a result of
the event at the sender or the cause of an event at the receiver. Additionally, the same
arguments as for the Configuration Divergence apply here since the Self-Organisation
Divergence uses probability distributions.

6.3 Application of the Measurement Framework

In the set of scenarios introduced in Chapter 5.1, there are three where we can put our
finger on a single source of disturbance and where most of our metrics show a sufficient
performance:

1. The Flocking scenario (cf. Chapter 5.1.1) with the shot at a single bird.
2. The Smart Camera scenario (cf. Chapter 5.1.2) where the attacker influences the

camera.
3. The Artificial Road Block scenario (cf. Chapter 5.1.3) where a single intersection

becomes unavailable.
We will now show how our framework with its scoring extension works in these three

applications.

6.3.1 Application in the Flocking Scenario

In the Flocking scenario, we installed a disturbance at time step t = 500, which caused
several birds to change their direction sharply. To create a spatial identification of the
cause, we will first set up the framework with suitable parameters, then we will show the
output of the framework and finally analyse the results.

Configuration of the Framework

For this application, we choose the Configuration Coherence, the Configuration Variabil-
ity, and the Average Parameter Usage as sources for the scores and the peak signals. As
the evaluation results in Chapter 5.2.1 show, these three metrics have a fast reaction to
the disturbance and a different behaviour in their time series.

The window size Parameter L in the Average Parameter Usage is set to L = 5. The
two other metrics are without parameters. The peak detection algorithm is configured
with the parameters lag = 30, threshold = 5.0 and influence = 1.0.
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Framework Output

Figures 6.2, 6.3 and 6.4 show the time series of the three metrics and the peak signals
they produce. For a better overview, the time series of the peak signals are scaled to a
range that allows it to be put beside the metric. The actual signal has either a value of
0 or 1.

Figure 6.2: The output of the Configuration Coherence and its peak signals for Flocking
scenario. The time series of the metrics is in red, the peak signals are in blue. The signals
are scaled and moved to fit in the picture. The disturbance happens at t = 500.

Figure 6.3: The output of the Configuration Variability and its peak signals for Flocking
scenario. The time series of the metric is shown in red, the peak signals are in blue. The
signals are scaled and moved to fit in the picture. The disturbance happens at t = 500.

There are three time frames where all three metrics create a peak signal. The peak
signal sum equals 3 from t = 502 to t = 504, from t = 698 to t = 690, and from
t = 975 to t = 976. Our attention is on the first frame because the direct reaction to
the disturbance lies in this frame. The Configuration Variability assigns only 1s and 0s
as scores, which alone does not provide further insight. Since we are interested in the
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Figure 6.4: The output of the Average Parameter Usage and its peak signals for Flocking
scenario. The time series of the metric is shown in red, the peak signals are in blue. The
signals are scaled and moved to fit in the picture. The disturbance happens at t = 500.

top-scoring subsystem, we provide the five highest-scoring birds for the other two metrics
in Tables 6.1 and 6.2.

Step Subsystem scores
502 a41 = 0.95 a39 = 1.00 a12 = 0.92 a11 = 1.00 a8 = 0.98
503 a40 = 0.34 a27 = 0.64 a26 = 0.47 a19 = 1.00 a18 = 0.50
504 a36 = 0.72 a34 = 0.67 a25 = 0.70 a15 = 1.00 a7 = 0.67

Table 6.1: List of the highest-scoring subsystems in the Average Parameter Usage metric
in the Flocking scenario shortly after the disturbance.

Step Subsystem scores
502 a27 = 0.41 a26 = 0.39 a19 = 1.00 a11 = 0.38 a8 = 0.40
503 a43 = 0.59 a38 = 0.87 a26 = 0.73 a14 = 0.87 a13 = 1.00
504 a31 = 1.00 a27 = 0.48 a11 = 0.43 a10 = 0.74 a2 = 0.59

Table 6.2: List of the highest-scoring birds in the Configuration Coherence metric in the
Flocking scenario shortly after the disturbance.

Analysis

For the analysis, the first relevant information is the sum of the scores for the subsystems.
Table 6.3 shows the ten birds with the highest score for the three time steps.

We see that a bird appears in the top ten only for one or two time steps. This alone
seems to be no indication towards the source of the event. However, when we take the
second relevant information – the locations of the birds – into account, we obtain a better
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Step Subsystem score sum

502 a42 = 1.98 a41 = 2.05 a39 = 2.28 a37 = 1.85 a24 = 2.04
a19 = 2.57 a14 = 1.96 a12 = 1.99 a8 = 2.38 a2 = 2.07

503 a36 = 1.80 a31 = 1.36 a26 = 2.20 a19 = 1.36 a18 = 1.59
a15 = 1.38 a13 = 2.00 a9 = 1.34 a7 = 1.53 a5 = 1.40

504 a47 = 1.32 a39 = 1.37 a36 = 1.94 a34 = 1.74 a33 = 1.51
a27 = 1.95 a25 = 1.74 a15 = 2.07 a14 = 1.51 a10 = 1.88

Table 6.3: List of the highest-scoring subsystems in the Flocking scenario shortly after
the disturbance.

view. Figure 6.5 shows the simulation during the first relevant time frame. The ten birds
with the highest score are highlighted.

(a) t = 502 (b) t = 503 (c) t = 504

Figure 6.5: The 10 highest-scoring birds in the Flocking scenario shortly after the dis-
turbance.

With these pictures and human expertise, we can identify the location of the source
event. One possibility to achieve this is to extrapolate the current course backwards by
drawing a straight line through the highest-scoring birds. Most of these lines will cross
in a single point for all three time steps. And that point is the actual point in space
where the shot was located. Furthermore, we can see that the number of highest-scoring
subsystems considered in the analysis should not be too high. The birds a34 and a33 are
on places 6 and 7 in the top 10 list but were not affected by the shot. A restriction to
the top 5 would have given an even more concise picture.

6.3.2 Application in the Smart Camera Scenario

In the Smart Camera scenario, the artificial disturbance occurs between t = 110 and
t = 120. During this time frame, some cameras are turned around by an external hacker.
To identify the physical source of the anomaly in the system, we will first set up the
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framework with suitable parameters, then we will show the output of the framework and
finally analyse the results.

Configuration of the Framework

The evaluation of this scenario (see Chapter 5.2.3) shows that several metrics produce
comparable time series. The Configuration Variability and the Entropy show similar
behaviour. The same holds for the Global Parameter Usage and the Configuration Co-
herence, and the Adaptation Coherence and the Configuration Divergence as another pair.
Therefore, we again configure the framework to use metrics with different behaviour. In
this case, we choose the Configuration Variability, the Average Parameter Usage, and the
Adaptation Coherence.

Parameters
Metric Peak Detection

Average Parameter Usage L = 5 threshold = 4.0
Configuration Variability - threshold = 25.0
Adaptation Coherence - threshold = 3.0

Table 6.4: Configuration parameters of the framework for the Smart Camera scenario.
In all three metrics, the peak detection uses lag = 5 and influence = 1.0.

Framework Output

Figure 6.6 shows the time series of the three metrics and the peak signals they produce.
For a better overview, the time series of the peak signals are scaled to a range that allows
it to be put beside the metric. Of course, the actual signal has either a value of 0 or 1.

There is exactly one point in time where all three metrics create a peak signal: t = 111,
one time step after the beginning of the disturbance. Table 6.5 lists the scores for the
cameras.

Metric Scores
Average Parameter Usage a5 = 1.00, a6 = 0.34, a8 = 0.34, a7 = 0.34, a1 = 0.08
Configuration Variability a1 = 1.00, a5 = 1.00, a6 = 1.00, a7 = 1.00, a8 = 1.00
Adaptation Coherence a5 = 1.00, a7 = 0.34, a8 = 0.33, a6 = 0.33, a6 = 0.07

Table 6.5: Score results from the metrics in the Smart Camera scenario at t = 111.
Cameras without a positive score are omitted.
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(a) The Adaptation Coherence

(b) The Configuration Variability

(c) The Average Parameter Usage

Figure 6.6: The output of the metrics and their signals for the Smart Camera scenario.
The time series of the metrics are shown in red, the peak signals are in blue. The signals
are scaled and moved to fit in the picture. The duration of the attack is marked grey.



6.3. APPLICATION OF THE MEASUREMENT FRAMEWORK 183

Analysis

Figure 6.7 shows the camera positions and their assigned scores. As we can see, camera
a5 has the highest score. In fact, this is the camera where the intruder had to apply
the biggest change so that the hallway on the left is free. This happened in the previous
step, and the difference is recognised by the metrics. This camera does not move in
the following steps. On the other hand, cameras a6, a7, and a8 continuously need small
adjustments to cancel out the impact of a5 and a1 in the monitoring system of the
museum. The score for camera a1 is the result of the moving guard which the camera
currently follows.

a4a3a2a1 = 1.15a0

a9a8 = 1.68a7 = 1.68a6 = 1.67a5 = 3.00

Figure 6.7: The hacked Smart Camera simulation at t = 111 with the resulting scores.
Only the positive scores are shown.

This analysis points to the source of events within the boundaries of the camera
system. The deeper cause – the external actions of the intruder and its presence – can
only be recognised with additional steps, such as an alert to the guard, who might turn
back and look at the hallway and the camera a5.

6.3.3 Application in the Artificial Road Block Scenario

In the artificial Road Block scenario, our attention lies on the start (t = 250) and the
end (t = 400) of the road block. From the evaluation in Chapter 5.2.4, we already know
that our metrics have difficulties in identifying the end of the blockade. Therefore, we
will investigate the framework output for t ≥ 250. For this, we will first set up the
framework with suitable parameters, then we will show the output of the framework and
finally analyse the results.
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Configuration of the Framework

With the same arguments as in the previous analysis scenarios, our choice of metrics falls
on the Configuration Variability, the Average Parameter Usage, and the Configuration
Coherence. Their parameters are shown in Table 6.6.

Parameters
Metric Peak Detection

Average Parameter Usage L = 5 threshold = 3.33, influence = 0.1
Configuration Variability - threshold = 4.0, influence = 1.0
Configuration Coherence - threshold = 3.33, influence = 0.1

Table 6.6: Configuration parameters of the framework for the Road Block scenario. In
all three metrics, the peak detection uses lag = 15.

Framework Output

In Figures 6.8, 6.9 and 6.10, we see the time series of the three metrics and their peak
signals. Again, for a better side-by-side comparison, we moved and scaled the graphs of
the peak signals. As usual, the actual signal has either a value of 0 or 1.

Figure 6.8: The output of the Configuration Coherence and its peak signals for the Road
Block scenario. The time series of the metric is shown in red, the peak signals are in
blue. The signals are scaled and moved to fit in the picture. The black lines denote the
start and the end of the road block.

This time, the only time frame where the peak signals sum up to 3 is from t = 258
to t = 259. Tables 6.7, 6.8, and 6.9 show the ten highest-scoring subsystems (i.e. the
individual red lights) in the system for the applied metrics. Not all of the subsystems
receive a positive score. In this case, they are not listed in the tables.
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Figure 6.9: The output of the Configuration Variability and its peak signals for the Road
Block scenario. The time series of the metric is shown in red, the peak signals are in
blue. The signals are scaled and moved to fit in the picture. The black lines denote the
start and the end of the road block.

Figure 6.10: The output of the Average Parameter Usage and its peak signals for the
Road Block scenario. The time series of the metric is shown in red, the peak signals are
in blue. The signals are scaled and moved to fit in the picture. The black lines denote
the start and the end of the road block.

Step Score for the Configuration Coherence

258 r1 = 1.00 r3 = 0.49 r6 = 0.38 r12 = 0.38 r0 = 0.22
r2 = 0.22 r4 = 0.22 r9 = 0.20 r7 = 0.16 r5 = 0.12

259 r1 = 1.00 r3 = 0.77 r0 = 0.43 r2 = 0.43 r4 = 0.43
r6 = 0.42 r10 = 0.27 r5 = 0.27 r9 = 0.24 r11 = 0.17

Table 6.7: List of the highest-scoring subsystems in the Configuration Coherence metric
in the Road Block scenario shortly after the first disturbance.
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Step Score for the Average Parameter Usage
258 r5 = 1.00 r8 = 1.00 r13 = 1.00 r4 = 1.00 r10 = 1.00

259 r8 = 1.00 r1 = 1.00 r7 = 1.00 r13 = 1.00 r10 = 0.67
r12 = 0.33

Table 6.8: List of the highest-scoring subsystems in the Average Parameter Usage metric
in the Road Block scenario shortly after the first disturbance.

Step Score for the Configuration Variability

258 r1 = 1.00 r6 = 1.00 r7 = 1.00 r8 = 1.00 r9 = 1.00
r10 = 1.00 r11 = 1.00 r12 = 1.00 r13 = 1.00

259 r1 = 1.00 r6 = 1.00 r7 = 1.00 r8 = 1.00 r9 = 1.00
r10 = 1.00 r11 = 1.00 r12 = 1.00 r13 = 1.00

Table 6.9: List of the highest-scoring subsystems in the Configuration Variability metric
in the Road Block scenario shortly after the first disturbance.

Analysis

When we take the sum of the scores (as provided in Table 6.10), and assign them to
their respective locations in the system (shown in Figure 6.11), we see that most of the
highest-scoring red lights are at lanes connected to intersection D2. This leads to the
assumption that unusual traffic patterns occur in D2. This is, again, the closest we can
get to the root cause with this approach. We have no further hint from the scores and
the metrics that intersection C is the actual problem.

Step Score sum

258 r13 = 2.09 r10 = 2.04 r8 = 2.03 r1 = 2.00 r6 = 1.38
r12 = 1.38 r4 = 1.22 r9 = 1.20 r7 = 1.16 r5 = 1.12

259 r1 = 3.00 r13 = 2.14 r8 = 2.13 r7 = 2.10 r10 = 1.94
r12 = 1.49 r6 = 1.42 r9 = 1.24 r11 = 1.17 r3 = 0.77

Table 6.10: List of the highest-scoring subsystems over all metrics in the Road Block
scenario shortly after the first disturbance.
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Figure 6.11: The street network for the Road Block scenario with the actually considered
subsystems – the red lights for the incoming lanes at each node – and the top ten scores
at t = 258.

6.3.4 Application Summary

We have seen that in the examined scenarios, our framework is able to provide temporal
and spatial information about sources of unusual events. This information is limited to
the boundaries of the system and the sources of unusual self-adaptation. A malfunction
of a single subsystem or the presence of external attackers could not be discovered.
Nevertheless, the framework helped with coming closer to the answers of where and
when in a root cause analysis.

6.4 Other RCA Approaches

As mentioned above, the root cause analysis is a structured process. There are several
methodologies and strategies that provide such a structure. The commonly used ap-
proaches include the Ishikawa Fishbone Diagram [126], the Five Why technique [204],
and the Fault Tree Analysis [122]. Such strategies are only the starting point for a root
cause analysis. The choice of the strategy and its actual implementation depends on the
user. A comprehensive overview of tools and techniques for RCA in technical systems
can be found in [213]. Building upon this toolset, many RCA implementations for tech-
nical systems have been proposed in the literature. For a comparison, we will restrict
ourselves to the domains of distributed systems and self-adaptive systems.

For cluster applications,Agarwal et al. [2] describe an approach based on dependency
graphs with a behaviour model. They measure the response times of cluster nodes and use
their dependencies on each other to identify problems. Banerjee et al. present a framework
for distributed RCA in large IP networks [9]. Their framework is another example of
approaches that work with relationship graphs. The framework basically divides the
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network into smaller subnetworks where centralised RCA methods are applied. A review
of RCA methods based on such graphs is given by Glymour et al. [71].

Zhang et al. [252] present a machine-learning-based system to analyse multivariate
time series for anomaly detection and diagnosis. While their starting point is comparable
to the scope of this thesis, their approach assigns scores to possible anomalies based on
their duration, However, they can only identify the possible time series (i.e. a sensor)
that caused the anomaly, and their neural network requires training with data from the
actual system. Our framework, on the other hand, requires no training and can point to
spatial sources of events even in systems with moving subsystems.

Another tool for RCA based on time series is presented by Jeyakumar et al. [100].
Their system uses causal Bayesian networks to aid anomaly explanation in time series.
For this, the user has to provide a hypothesis on causal dependencies between several
time series. The Bayesian networks are then derived from this input. Furthermore, this
system is only used after anomalies have been detected. The user has to provide the time
series he wishes to be analysed and explained. The Bayesian networks are then again
analysed with graph-based methods [71].

For cloud computing platforms, Zhang et al. present a framework based on Bayesian
networks which is built upon several data sources like logfile and system monitoring
metrics and domain knowledge. They call this type of network a knowledge-informed
hierarchical Bayesian network [256].

The detection and isolation of faults in multi-agent systems have been widely regarded
in research literature. Especially the domain of decentralised fault detection has been
intensively investigated. An overview can be found in [177]. All approaches presented
there rely on a specific property of the MAS: communication between the agents. Systems
without communication or with only limited exchange of information are not covered by
them.

In general, problem analysis in distributed systems either makes use of graph-theoretic
approaches (causal graphs, relationship graphs, or dependency graphs) or analyses each
component individually (e.g. by anomaly detection in a time series from that compo-
nent). Raj et al. state that for adaptive distributed systems, the graph-theoretic ap-
proach is problematic because self-adaptation can cause a change in the structure of
these graphs [181]. To solve this problem, they propose an RCA method that uses stat-
echarts [88]. But this requires knowledge about system states.

In conclusion, we can say that the established RCA methods all require knowledge
about the system. At this point, our measurement framework is no different. We need to
configure the parameters for our framework. But this can be done with experimentation
using only the output (i.e. the configurations) of the system. Other approaches require
deeper insight about causalities, subsystem relationships or system states. These system-
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specific RCA methods are highly optimised and work very well. Yet, our framework, when
used in the context of an RCA, can assist in the analysis due to its overarching view of
the system.

6.5 Comparison to a Classical Method

Now, we will see how the ”Where?” can be approached with a simple data analysis
method and compare the result to our framework.

In our SASO systems, the available data exists as a set of time series. When in-
vestigating the ”Where?” of interesting events in such a data source, the first thing to
try is anomaly detection in time series. Those time series that show an anomaly at the
given time are candidates for the source of the event. To limit the number of candidates,
the anomalies must be quantified, usually by assigning the distance of the anomaly to a
baseline, a mean or a cluster centroid [249].

From the huge toolset of anomaly scoring methods, we choose the Histogram-based
Outlier Score (HBOS) [72]. It is easy to implement, requires only basic mathematics and
can be used at runtime.

After introducing HBOS in detail, we will apply it in our two RCA scenarios and
compare the results with the scoring extension of our framework.

6.5.1 Histogram-based Outlier Score

HBOS builds several histograms for a given data set. If the data points are n-dimensional,
then for every entry i in the data vector v = (v1, ..., vn) a single histogram is created,
where the i-th histogram contains the values vi for all data points.

After the histograms are built, the height of the bins is normalised. The height of a
bin is the number of data points in the bin. Let h be the height of the biggest bin, i.e.
the number of entries in the highest-counting bin. Then, the height of bin bi is divided
by h. This way, the highest-counting bin is assigned the height 1.

The score HBOS(p) of an outlier p is calculated as

HBOS(p) :=
n∑

i=1
log

1
histi(p) , (6.5)

where histi(p) is the height of the bin in the histogram for the i-th dimension of the
configuration vector in which the data point p lies.
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6.5.2 Application in the Flocking Scenario

To assign a score to each bird for a given point t in time, we collect the last 20 config-
uration values, i.e. the bird’s orientations in the time frame [t − 20, t]. This data set of
20 points is the input of the HBOS computation, and then the score for the bird at time
point t is the HBOS score for the configuration value that the bird has at that time.
Note that the window size of 20 steps is the result of experimentation. The number of
bins is set to 60, again as a divisor of 360, since we have angular values here.

Like above, we will limit our attention to the ten highest-scoring birds for the steps
after the disturbance. Table 6.11 shows the results.

Step Subsystem HBOS score

502 a0 = 5.41 a5 = 5.31 a10 = 5.48 a12 = 5.19 a14 = 5.10
a19 = 5.04 a30 = 5.08 a38 = 5.19 a41 = 5.54 a47 = 5.27

503 a0 = 5.27 a4 = 4.24 a10 = 4.65 a12 = 4.49 a27 = 4.78
a30 = 5.03 a31 = 4.83 a33 = 4.47 a35 = 4.49 a41 = 5.41

504 a4 = 4.24 a8 = 4.24 a10 = 4.10 a11 = 4.58 a15 = 3.87
a20 = 4.43 a30 = 4.27 a38 = 4.38 a41 = 3.88 a47 = 4.02

Table 6.11: List of the highest-scoring subsystems in the Flocking scenario shortly after
the disturbance using the HBOS scoring.

This list contains some of the birds that received a top score in our framework, e.g.
a41, a19, a14 and a12 for t = 502, and some birds that are not in the framework’s list.
Nevertheless, looking at the locations of the birds in the HBOS list, which are shown in
Figure 6.12, we can deduce the spatial source by following the trajectories backwards.

(a) t = 502 (b) t = 503 (c) t = 504

Figure 6.12: The 10 highest-scoring birds in the Flocking scenario shortly after the
disturbance using the HBOS scoring.
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6.5.3 Application in the Smart Camera Scenario

In this scenario, we will again use a window size of 20 steps and a bin count of 60. These
values are, again, chosen for the same reasons as above. Our point of attention is t = 111,
one step after the beginning of the disturbance. Figure 6.13 shows the scores for each
camera.

a4a3a2a1 = 1.70a0

a9a8 = 2.94a7 = 2.94a6 = 2.94a5 = 9.98

Figure 6.13: The hacked Smart Camera simulation at t = 111 with the resulting HBOS
scores. Only the positive scores are shown.

Except for the score values, this is the same result as our framework produces in this
scenario. Again, the camera a5 is the primary candiate for the source of the disturbance.

6.5.4 Application in the Artificial Road Block Scenario

To complete the comparison, we now presented the HBOS scores in the artificial Road
Block scenario. This time, the HBOS is configured with a window size of 20 steps and 40
bins. For brevity, we list the HBOS output of time step t = 258 and display it directly
in the network picture. The result is shown in Figure 6.14.

In this case, the incoming lanes at intersection D2 are, again, highly scored. This
time, the lane from D1 to D2 has the second-highest score, while our framework gave it
the first rank. On the other hand, the HBOS scoring assigns a score to an incoming lane
at intersection C and a zero to the lanes at E1 and E2. Nevertheless, the HBOS score
points at D2 and A as a candidate for further investigation of the disturbance.
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E1 E2
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r2 r3
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r9

(a) The subsystems

E1 E2

D1 D2

A B

C

2.19
2.19

2.70

2.70

2.70
2.70
2.94

0.18

(b) Top ten scores

Figure 6.14: The street network for the Road Block scenario with the actually considered
subsystems – the red lights for the incoming lanes at each node – and the top scores of
the HBOS scoring at t = 258. Scores of 0 are not displayed.

6.5.5 Comparison Summary

In this section, we saw that our framework produces similar results when compared
to a classical outlier scoring approach. In the Flocking scenario, the highest-scoring
subsystems were not always the same in both approaches, but both approaches assigned
high scores to sufficiently enough birds with a meaningful position and trajectory. In the
Smart Camera scenario, our framework and the HBOS scoring came to identical results.
The Artificial Road Block scenario is another example where different subsystems are in
the top ten lists. However, a human expert still gets the same pointers from both scoring
approaches.

6.6 RCA Summary

As we have seen, with small modifications, our framework can help in the process of
a root cause analysis. Of course, this is restricted to systems where our framework is
applicable and can detect unusual events sufficiently well. However, it is limited to the
detection of unusual events within the technical bounds of the system. The application
in the Road Block scenario shows this: although the root cause – the blockade of an
entire intersection – takes place in one location in the system, the unusual event, in
the view of self-adaptation, occurs somewhere else. Therefore, the framework cannot
replace established RCA approaches which use specific knowledge about the system.
Furthermore, we have compared our scoring approach to a classical idea. While in the
classical approach one score is assigned to each time series, our framework assigns several
distinct scores, one for each metric. Nevertheless, the results are comparable. This shows
that the scoring in our metrics can be used in the same way as other methods and that
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our metrics and existing scorings can complement each other for root cause analysis
applications.



You have a lot of measurements.
Quite a few variables.

Randall Munroe1

Chapter 7

Conclusion

Let us now conclude this thesis with a summary and an outlook on future work.

7.1 Summary

This thesis presented a framework of several metrics that helps in the assessment of the
self-adaptation behaviour of SASO systems. We started with the core idea that unusual
self-adaptation is reflected in unusual changes in the configurations of the subsystem. We
described how the framework applies existing and new metrics to the configurations and
their time series to create a single time series of every metric. In addition, the framework
incorporates a metric that analyses the communication messages in the SASO system.

Then, we evaluated the framework in eight scenarios from different domains that were
chosen to cover a wide range of system properties, such as openness and closeness to real-
world systems. We introduced the scenarios in detail and showed how a disturbance in the
systems was created to lead the systems to unusual self-adaptation. For each scenario,
the results of every metric and the influence of their parameters were presented and
discussed. Afterwards, we summarised the evaluation and compared the results across
the several scenarios.

We then presented a possibility of extending the framework with a scoring feature and
showed how this extended framework can be applied as a tool in a root cause analysis. We
evaluated the augmented framework in three of the previously introduced scenarios with
the goal of identifying a potential spatial source for the detected unusual self-adaptation
event.

The contents of this thesis provide the following contributions to research:

1The xkcd.com webcomic [271].
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• Metrics for self-adaptation: We created new metrics that are able to mea-
sure self-adaptation with a unique focus on the configurations. These metrics are
designed to assess the self-adaptation at the system-wide level. Furthermore, we
created a framework to combine and simultaneously apply the metrics. Due to
their reduced requirement for system knowledge, the metrics in the framework can
be applied to a broad range of systems from various domains.

• Behavioural analysis of SASO systems: The framework can aid in a be-
havioural analysis by detecting changes in a system that might lead to a new
observable behaviour. An early indication for possible regional or global behaviour
changes resulting from unusual self-adaptation can help to anticipate possible prob-
lems.

• Root cause analysis: With small extensions, the framework can help in root
cause analysis by supporting system-specific methods with additional insights into
possible sources of problems.

7.2 Room for More

This thesis provided the formal foundations for the framework. Although we evaluated
it in scenarios with real-world data, there are still some open questions that have to
be considered before the framework can be implemented for an actual real-world SASO
system. The questions that should be approached in future work are:

• For the actual system, we have to decide what we consider as the configuration
that we want to analyse. In simple systems, such as the birds in the Flocking
scenario, there is not much room for a choice. However, when we consider SASO
systems where the productive system decides its actions with a ruleset and where
the control mechanism can change this ruleset, it is possible to use a suitable
numerical representation of the rulesets as the configuration instead of the output
of the current ruleset.

• How to deal with possible problems with the acquisition of the configurations of
the subsystems? There can be delays in the response of a subsystem, general
asynchronisms in the communication, and data can be corrupted or missing.

• We evaluated the framework in simulations with discrete time steps. How can the
framework handle systems with continuous timings?

• The framework collects the configurations from all subsystems to create a global
analysis. In very large systems, problems might be limited to a specific region.
Thus, it should be investigated how the framework can be implemented on a re-
gional level. Furthermore, in very large systems with possibly millions of subsys-
tems, the computational performance needs to be considered.
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• In our scenarios, we have seen that the detection performance of the framework
depends on the system. The evaluation should be extended to more and different
systems. A classification of system properties that reduce or improve the detection
performance would be beneficial for application attempts.

• During the evaluation and the application in the RCA scenarios, we used a peak
detection algorithm, the comparison with expected time series and the human eye to
identify anomalies in the output of the framework. It should be investigated which
existing methods for time series analysis can further improve the event detection
performance.

• The detection performance in the scenarios that we have classified as open systems
is relatively poor with the given metrics. Additional metrics should be researched
to improve the detection quality for such systems.

• It is possible that SASO systems will encounter other SASO systems in their en-
vironment. Their actions will most likely lead to a mutual influence on their be-
haviour. Here, the question is how our framework can support existing detection
algorithms for mutual influence [196] or the learning algorithms under mutual in-
fluence [194, 195].

• How can existing anomaly detection algorithms and novelty detection methods
which do not meet the requirements of the framework be adapted to be included?
A starting point in this direction can be heuristics for the online applicability [4, 82]
of such methods.
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Computing Perspective on Self-Improving System Interweavin, at runtime. In 2016
IEEE International Conference on Autonomic Computing, ICAC 2016, Wuerzburg,
Germany, July 17-22, 2016, pages 276–284. IEEE Computer Society, 2016.

[232] Sven Tomforde, Bernhard Sick, and Christian Müller-Schloer. Organic Computing
in the Spotlight. CoRR, abs/1701.08125, 2017.

[233] Ichiro Tsuda, Yutaka Yamaguti, and Hiroshi Watanabe. Self-Organization with
Constraints—A Mathematical Model for Functional Differentiation. Entropy,
18:74, 02 2016.



REFERENCES 217

[234] J.P.G. van Brakel. Robust peak detection algorithm us-
ing z-scores. https://stackoverflow.com/questions/22583391/

peak-signal-detection-in-realtime-timeseries-data/22640362#22640362.
Accessed: 2022-05-12.

[235] Norha Villegas, Hausi Müller, Gabriel Tamura, Laurence Duchien, and Rubby
Casallas. A Framework for Evaluating Quality-Driven Self-Adaptive Software Sys-
tems. SEAMS 2011, 05 2011.
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