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Abstract

Effectively handling failures and ensuring the quality of transmission are essential elements
in maintaining optimal performance for high-speed optical networks in the digital age.
With the constant increase in data demands, any disruption of optical connections can
result in significant financial consequences and data loss. In response to the complex and
continuously evolving nature of optical networks, there is an urgent need for automated
and dynamic methods to manage failures. While traditional approaches rely on conser-
vative designs, machine learning algorithms offer proactive solutions for early detection
of failures and aging dependent degradations in the quality of transmission. Accurately
estimating the quality of transmission of a certain connection is crucial for maximizing
capacity and possible self-management of future networks. Monitoring data for the
training of machine learning algorithms is difficult to obtain from wavelength division mul-
tiplexed signals without demultiplexing the channels. However, optical spectrum analyzers
can be used to obtain signal information in a transparent way, i.e., without demultiplexing.

This work presents novel approaches for quality of transmission estimation and soft-failure
management based on the optical spectrum obtained through optical spectrum analyzers.
Multiple machine learning algorithms were evaluated for quality of transmission estimation
under uncertain parameters using optical spectral data. The algorithms were trained
on simulations and tested on experimental data. Spectral data utilization increased the
quality of transmission estimation accuracy. Recursive interpretation of optical spectra
for each node in conjunction with recurrent neural networks further improved accuracy.
Furthermore, this work investigates optical spectra driven soft-failure management using
experimentally emulated component failures. Machine learning algorithms analyzing opti-
cal spectra effectively detected, identified, and localized emulated soft-failures, showcasing
their potential when running on spectral data. For fault detection, a variational autoen-
coder was used, yielding high accuracy. Integrating a generative adversarial network into
the framework, enabled by the variational autoencoder’s generative capabilities, achieved
exceptional performance in identifying soft-failures with very low amounts of available
training data. In combination with advanced training methods for generative adversarial
networks, unknown spectra were reliably identified enabling unknown failure detection
and classification.



Zusammenfassung

Effektiver Umgang mit Ausfällen und die Sicherstellung der Übertragungsqualität sind
wesentliche Elemente zur Aufrechterhaltung optimaler Leistung für Hochgeschwindigkeits-
Glasfasernetzwerke im digitalen Zeitalter. Angesichts der stetig steigenden Datennachfrage
kann jede Störung der optischen Verbindungen erhebliche finanzielle Folgen und Datenver-
luste zur Folge haben. Als Reaktion auf die komplexe und sich ständig weiterentwickelnde
Natur optischer Netzwerke besteht ein dringender Bedarf an automatisierten und dy-
namischen Methoden zur Bewältigung von Ausfällen. Während traditionelle Ansätze auf
konservativen Designs beruhen, bieten Machine-Learning-Algorithmen proaktive Lösun-
gen für frühzeitige Erkennung von Ausfällen und altersabhängigen Verschlechterungen
der Übertragungsqualität. Eine genaue Schätzung der Übertragungsqualität einer be-
stimmten Verbindung ist entscheidend, um die Kapazität zu maximieren und eine mögliche
Selbstverwaltung zukünftiger Netzwerke zu ermöglichen. Die Überwachungsdaten für
das Training des Machine-Learning-Algorithmus sind schwer zu erhalten, wenn sie aus
Wellenlängenmultiplex-Signalen ohne Demultiplexing der Kanäle stammen. Allerdings
können optische Spektrumanalysatoren verwendet werden, um Signalinformationen auf
transparente Weise zu erhalten, d.h. ohne Demultiplexing.

Diese Arbeit präsentiert neuartige Verfahren für die Schätzung der Übertragungsqualität
und für das Soft-Failure-Management, basierend auf dem optischen Spektrum, das durch
optische Spektrumanalysatoren gewonnen wird. Mehrere Machine-Learning-Algorithmen
wurden für die Schätzung der Übertragungsqualität unter unsicheren Parametern unter
Verwendung optischer Spektraldaten evaluiert. Die Algorithmen wurden auf Simulationen
trainiert und auf experimentellen Daten getestet. Die Nutzung von spektralen Daten
erhöhte die Genauigkeit der Übertragungsqualitätsschätzung. Darüber hinaus unter-
sucht diese Arbeit ein auf optischen Spektren basierendes Soft-Failure-Management unter
Verwendung von experimentell emulierten Komponentenausfällen. Machine-Learning-
Algorithmen, die optische Spektren analysieren, haben emulierte Soft-Failures effektiv
erkannt, identifiziert und lokalisiert, was ihr Potenzial bei der Verwendung von Spektral-
daten zeigt. Für die Fehlererkennung wurde ein Variational Autoencoder verwendet, der
eine hohe Genauigkeit lieferte. Die Integration eines erzeugenden gegnerischen Netzwerkes
(engl.: generative adversarial network) in das Framework, ermöglicht durch die generativen
Fähigkeiten des Variational Autoencoders, erzielte eine außergewöhnliche Leistung bei
der Identifizierung von Soft-Failures bei sehr geringen verfügbaren Trainingsdatenmengen.
In Kombination mit fortschrittlichen Trainingsmethoden für erzeugende gegnerische Net-
zwerke wurden unbekannte Spektren zuverlässig identifiziert, was eine Erkennung und
Klassifizierung unbekannter Ausfälle ermöglichte.
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Chapter 1

Introduction

Managing failures and ensuring the quality of transmission (QoT) are critical aspects
of maintaining high-speed optical networks in the digital era. With the data demand
growing exponentially [1] (Fig. 1.1), challenges arise for future optical networks. In
this regard, accurately estimating the QoT is vital for maximizing capacity by reducing
system margins and enabling self-management of networks in the future. Furthermore,
disruptions to optical links can result in significant data loss and service level agreements
no longer being met. To address the increasing complexity and dynamic nature of today’s
and future optical networks, automated and dynamic techniques for QoT estimation and
failure management are required [2].

With the evolution of optical networks to meet increasing bandwidth demands, flexible
add-drop multiplexers and reconfigurable networks have become the norm. However,
current networks include large operating margins to ensure service level agreements and
promised capacity, resulting in wasted capacity [3]. This encourages the use of performant
QoT estimation for optimizing the performance and capacity of optical networks.

In multi-vendor optical networks, where equipment parameters may be confidential
or unknown, QoT estimation becomes even more challenging. These networks can
be considered as scenarios where exact component parameters are agnostic, further
complicating the estimation task due to parameter uncertainties and fiber nonlinearities
[4, 5]. Various factors affect signal quality, such as amplified spontaneous emission (ASE)
noise, signal power, individual channel power, or channel spacing, all of which contribute
to the signal-to-noise ratio (SNR). Additionally, the inherent nonlinearity of the fiber
causes these factors to introduce intersymbol and interchannel interference, making QoT
estimation a complex undertaking.

Traditional fault management approaches relying on conservative designs and fault de-
tection alarms based on QoT thresholds are no longer sufficient in such complex optical
networks. However, machine learning algorithms offer a promising solution for proactive
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Figure 1.1: Total amount of global internet traffic over the years from 2018 to 2023 [1].

maintenance of future networks. These algorithms leverage a substantial amount of
training data to operate reliably. Obtaining this training data and developing fault
management machine learning algorithms require effective optical performance monitor-
ing (OPM).

Since OPM of wavelength division multiplexing (WDM) systems is difficult, the usage of
optical spectrum analyzers (OSAs) can play a crucial role in extracting optical spectrum
information for machine learning frameworks. By incorporating transmission quality de-
grading failures, i.e., soft-failures, into the fault management processes, machine learning
algorithms extend the capabilities beyond the limitations of QoT metrics like the bit
error ratio (BER), optical signal-to-noise ratio (OSNR) or generalized optical signal to
noise ratio (GOSNR). While fault detection can be achieved relying on thresholds of
those metrics, the inability to adapt to changing network conditions inherently limits
QoT-based fault identification and localization.

Today, fault localization is mostly relying on optical time-domain reflectometry (OTDR)
measurements. While OTDR allows fault localization [6], it only provides span-by-span
measurements and necessitates technical staff. This process is time-consuming and may
lead to delays in addressing issues. By leveraging machine learning techniques, fault
detection and identification capabilities are enhanced, enabling adaptive QoT thresholds
and the recognition of changing patterns [7].

It can be seen that effective failure management and accurate QoT estimation are essential
for ensuring the reliable operation and optimal performance of high-speed optical networks.
By leveraging machine learning algorithms and innovative monitoring techniques, network

2
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operators can proactively address failures, adapt to changing network dynamics, maximize
capacity utilization, and enable the self-management of future networks [8, 9].

1.1 Goals and Applications

The goals of this work are based on the project description for the AI-NET-PROTECT
subproject of the AI-NET project, which encompasses a set of defined objectives. In
essence, the AI-NET-PROTECT subproject focuses on establishing automated resilient
and secure networks on trusted devices for critical infrastructure and enterprises. The
primary goal of the project is to safeguard critical data while ensuring optimal per-
formance and high resilience of the network infrastructure. To achieve this, scalable
network and node architectures are developed, utilizing both hardware and software,
enabling the optimization and monitoring of essential performance parameters. These
architectures leverage network telemetry and software defined networking (SDN) to attain
complete automation of end-to-end services within the network using artificial intelligence
techniques. Artificial intelligence (AI) is employed to optimize performance, proactively
detect faults and anomalies, conduct vulnerability testing, and manage security. The
security management aspect also encompasses the utilization of multi-layer cryptography
and quantum-safe algorithms.

The main goals for this work are

• the development of novel AI-based techniques for enabling end-to-end performance
predictions of different optical link paths in complex, meshed networks,

• developing AI-based methods for QoT estimation, and

• the development of AI-based methods for enhanced failure and anomaly detection,
identification and localization.

These goals are achieved using in-depth literature research, simulations, failure modeling,
laboratory experiments and measurements.

The algorithms and frameworks developed in this work, can be further used for automating
performance optimization of optical networks as well as fully-automated soft-failure
handling. The combined framework with QoT estimation and failure management could
be deployed in an SDN controller with a monitoring data pipeline to unfold their full
potential in disaggregated optical networks.

3
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Table 1.1: Selected ML-based soft-failure management and QoT estimation literature overview.
Literature Sim. Exp. OPM Data (ML-)Algorithm SFD Acc. SFI Acc. SFL Acc. QoT MAE

Vela et al. [7]
√

Rx power, BER Analytical model 99.06% 99.55%
Furdek et al. [10]

√
BER, block errors, etc. DBSCAN, SVM 96.2%

Shariati et al. [11]
√

Optical spectrum (1 Ch.) SVM up to 100% up to 100%
Sun et al. [12]

√
Residual spectrum AE+SVM 97.61%

Lun et al. [13]
√

PSD CNN up to 100%
Zhang et al. [14]

√
OTN data BiLSTM 98.73%

Mayer et al. [15]
√

Tx Power, OSNR ANN up to 100%
Abdelli et al.[6]

√
OTDR LSTM 92±1.06% 2.2±0.13 m

Sun et al. [16]
√

Residual spectrum AE+SVM 96.20%
Aladin et al. [17]

√
Transmission parameters GRU, LSTM 0.285 dB

Müller et al. [18]
√

Transmission parameters XGB 0.1 dB
D’Amico et al. [19]

√
Transmission parameters GNPy 0.6±0.9 dB

Kruse et al. [20]
√

Optical spectrum LSTM 0.18 dB
Kruse et al. [21]

√ √
Optical spectrum VAE+LSTM 0.2 dB

Kruse et al. [22]
√

Optical spectrum VAE+SVM 98.9% 99.6% 90.08% 0.17 dB
Kruse et al. [23]

√
Optical spectrum VAE+SVM 99.96% 99.05% 99.13% 0.29 dB

1.2 State of the Art

In the following, the state of the art regarding QoT estimation and soft-failure detection,
identification and localization is presented briefly. Table 1.1 provides a concise overview
of the literature discussing failure management and the estimation of transmission quality
with the help of machine learning (ML).

1.2.1 Quality of Transmission Estimation

There have been several proposed approaches for estimating the QoT in optical links,
with the goal of evaluating nonlinear impairments. However, these techniques always
involve a trade-off between accuracy and speed. The most accurate method is the full-
fiber propagation simulation using the split-step Fourier method (SSFM) [24], but it is
computationally complex and unsuitable for real-time implementation.

Analytical tools like the Gaussian noise (GN)-model [25] offer acceptable accuracy with
low computation time, although they are less accurate than the SSFM-based approach.
Extensions of the GN-model, such as incoherent (IGN) and close-form methods, approxi-
mate the nonlinear interference to reduce computation time. However, both numerical
and analytical approaches require precise knowledge of link parameters [19, 26], which
can lead to less accurate QoT estimation [27]. Additionally, both models cannot adapt to
the presence of soft-failures in the network. In contrast, ML-based estimation combines
high accuracy and fast computation by training an estimator on input features that are
correlated to the target. Although the training process can take minutes to days, once
trained, the estimation is quick and suitable for real-time environments.

Recently, various approaches, including analytical [25], machine learning-based [17, 28],
and hybrid methods [29, 30], have been explored to evaluate the performance of lightpaths

4
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in optical networks using different metrics. The choice of a performance metric is crucial
for proactive response to degradation or failures. The primary metric of interest for
network designers is the BER of the lightpath, usually expressed as pre-forward error
correction (FEC) BER, which determines performance acceptability [3].

What all of the mentioned approaches are missing is the consideration of uncertain
parameters as mentioned in [4], meaning not exactly known component parameters in
the field.

1.2.2 Failure Detection, Identification and Localization

In recent years, there has been a significant focus on exploring machine learning al-
gorithms for the management of soft-failures, including their detection, identification,
and localization. Soft-failures occur due to the degradation and aging of components in
the networks, and if not addressed, they can evolve into hard failures that disrupt the
service [7].

Vela et al. [7] considered signal overlap, tight filtering, gradual drift, and cyclic shift of
filters as examples of soft-failures. They proposed an adaptive threshold mechanism for
detecting changes in the BER and a pattern recognition algorithm for identifying these
failures.

In [11], Shariati et al. focused on soft-failures caused by filters. They utilized features
extracted from the optical spectrum and employed a support vector machine (SVM) for
detection and identification purposes.

Lun et al. [13] adopted a one-dimensional convolutional neural network (CNN) applied
to the power spectral density (PSD) obtained from a coherent receiver. Their approach
aimed at identifying variations in the PSD that can indicate soft-failures, such as filter
shift, filter tightening, increased ASE noise, and Kerr nonlinear effects resulting from an
increase in launch power.

Mayer et al. [15] used an artificial neural network (ANN) to localize soft-failures based
on limited telemetry data. They classified the failures by considering features such as
OSNR and transmitter power. The identified failures included amplifier gain degradation,
transponder power degradation, and additional fiber losses.

Fully automated failure management will need highly accurate OPM with metrics that
mirror the actual state of the connection. This is why we present the concept of using
OSAs as OPM and using the optical spectra for failure detection, identification and
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Chapter 1. Introduction

localization. Furthermore, there are no frameworks that combine all previously mentioned
stages into one. Our final approach combines not only failure management but also QoT
estimation into one framework.

1.3 Structure of this Work

This work is divided into seven chapters. After the introduction, the fundamentals of
coherent optical transmission systems are described in Chapter 2. First, the transmitter
side is explained followed by the transmission channel, including the optical fiber with its
linear and nonlinear effects, optical filters and optical amplifiers. Afterwards, the receiver
side and in particular the optical-to-electrical conversion are described.

Chapter 3 introduces the basics of machine learning and basic machine learning algorithms
of supervised and unsupervised learning are briefly presented. This is followed by the
description of the advanced machine learning algorithms used in this work and an expla-
nation of the metrics for performance evaluation. The chapter ends with a complexity
analysis of machine learning algorithms with regards to big-O complexity.

In Chapter 4, the approach of using optical spectra as OPM data for QoT estimation is
proposed, investigated and experimentally validated. Subsequently, this approach is used
further for failure prediction, identification and localization with regards to soft-failures in
optical networks in Chapter 5 based on experimental data. In Chapter 6, QoT estimation
and soft-failure management are combined in a single framework. Finally, Chapter 7 ends
the thesis with a conclusion and an outlook.
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Chapter 2

Coherent Optical Transmission Systems

Optical transmission networks are the backbone of today’s digital world. Their low
latency and high bit rates enable global communication to be possible in the first place.
The complex electric field of the optical signal ES is defined as [31]

ES(t) = AS(t) · ej2πfSt, (2.1)

where AS is the amplitude and fS is the frequency of the signal. Optical transmission
systems can be divided into two groups, depending on which parts of Eq. (2.1) are used
for modulation and detection as well as their underlying technologies. Simpler systems use
the intensity of the optical signal for modulation (IM) together with direct-detection (DD)
with a simple photodiode (PD). Such IM/DD systems are inexpensive, but they are
severely limited. By modulating the intensity, in this case the amplitude, only one degree
of freedom can be used. From Eq. (2.1) it can be seen that a change of further components
of the optical signal brings a further modulation dimension with it, i.e., the phase of
the signal. Using phase modulation ensures higher robustness against fiber propagation
effects and extending transmission reach. By combining intensity and phase modulation,
the number of phase states can be reduced for the same number of symbols leading to
larger distances between the symbols which increases the spectral efficiency of the system
as well as offering a higher robustness [32]. However, for phase modulated systems a
simple detection with a PD is not sufficient since only the amplitude can be extracted
with the absolute square operation employed which loses the phase information. For
extracting the phase, coherent detection is needed.

Tx DSP

E/O

DAC

Rx DSP

O/E

ADCChannel

Figure 2.1: Basic setup of an optical transmission system.
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Figure 2.2: Basic setup of an WDM system with PolMux IQ modulation.

A simplified block diagram of an optical transmission system is depicted in Fig. 2.1. First,
the transmitter digital signal processing (DSP) is applied, followed by the digital-to-analog
converter (DAC) generating the analog electrical signal. This electrical signal is used to
drive the external modulator which is used for the electrical-to-optical (E/O) conversion.
The optical signal is transmitted over the channel in which optical amplification, filtering
and the transmission over the fiber may be applied. At the end of the transmission, the
signal is converted back to the electrical domain by a detector (optical-to-electrical (O/E)
conversion). The analog-to-digital converter (ADC) generates the digital signal being
processed by the receiver DSP.

In a transmission system where more than one channel is to be transmitted over the
optical link, the technique of wavelength division multiplexing (WDM) is used. Different
signals are assigned to different wavelengths with a specific channel spacing and are sent
over the same fiber. The wavelength assignment is done in a multiplexer with either a
fixed frequency grid or a flexible frequency grid configuration. Most of today’s networks
still use fixed grid channel assignments, since multiplexing and demultiplexing is way
easier and more cost efficient than in the flexible grid case. A simplified WDM system with
polarization multiplex (PolMux) inphase-quadrature (IQ) configuration for the example
channel is depicted in Fig. 2.2.

In this chapter, the building blocks from Fig. 2.1 are discussed in their order of appearance.
The relevant components as well as the underlying technologies are explained for deeper
understanding of coherent optical transmission systems.

2.1 Transmitter Side

To transmit data over an optical link, the data has to be pre-processed in order to use the
transmission medium as efficiently as possible. The pulse shaper is then used to convert
the data signal into a continuous time electrical signal. Afterwards the electrical baseband
signal is converted into an optical bandpass signal using a modulator which is mapping
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Digital
Source

Pulse
Shaping

Modulator
Modulated Signal

Figure 2.3: Basic setup of an optical transmitter.

the electrical signal onto an optical carrier from the continuous wave (CW) laser. A basic
structure of an optical transmitter can be seen in Fig. 2.3. There are two main types of
modulation used in optical systems: direct modulation and external modulation. In direct
modulation, the laser itself performs the modulation, while external modulation relies
on external devices like the Mach-Zehnder modulator (MZM) or the electro-absorption
modulator (EAM). Direct modulation is a more cost-effective option but has limited
bandwidth due to chirping, making it suitable for low data rates only. On the other hand,
external modulation is well-suited for high data rates and long transmission distances.
Due to the fact that only external modulation is used in this thesis, direct modulation is
omitted. In the following, the transmitter DSP including modulation formats and digital
pre-compensation, the digital-to-analog conversion including pulse shaping, and E/O
conversion with information on MZM and polarization multiplexed IQ modulators will
be described.

2.1.1 Transmitter DSP

For data that is to be transmitted over an optical link, DSP is applied in today’s
optical systems to optimize the spectral efficiency, the transmission reach, and the
robustness of the optical signal. Transmitter DSP algorithms enable the use of advanced
modulation formats and with this, higher data rates can be achieved. In this section,
the main aspects of modulation formats, digital pre-compensation and pulse shaping are
described.

Modulation Formats

As mentioned in the introduction of this chapter, higher order modulation formats offer
the possibility of enlarging the overall throughput of an optical transmission. Assigning
different amounts of data bits to one symbol is called modulation. The number of symbols
M is usually a power of two. The amount of bits per symbol is called order and is
calculated by log2(M). Following this definition, higher order modulation means that a
higher number of bits are contained in each symbol. The overall bit rate RB is defined
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Figure 2.4: Constellation diagrams for (a) bipolar 4-PAM, (b) 8-PSK, (c) 4-QAM, and (d) 16-
QAM.

as

RB = RSlog2(M), (2.2)

where RS is the symbol rate. In order to improve RB, RS and/or M can be increased
[32]. The mapping of the bits to the symbols is defined by the used modulation format.
Modulation formats can be divided into real and complex formats. Those rely on the
definition of the electrical field in Eq. (2.1): A modulation of the intensity will only
change the amplitude of the signal, which means a shift on the real axis, of the inphase
(I-) component. Such a modulation format is called pulse amplitude modulation (PAM).
Complex modulation formats change the imaginary part of Eq. (2.1), i.e., the phase
component. If the symbols are placed equidistant from the zero point, the modulation
format is called phase shift keying (PSK). Combining amplitude and phase modulation
reduces the number of phase states and the Euclidean distances of the symbols are
increased. These modulation formats are called quadrature amplitude modulation (QAM)
and can be easily extended for more constellation points and with this to very high data
rates. The constellation points contain an I-component and a quadrature (Q-) component.
Each symbol can thus be defined on a complex plane in a constellation diagram, also
called IQ-diagram. Figure 2.4 contains examples of real and complex modulation formats.

Digital Pre-Compensation

For the compensation of impairments on the signal, the signal can be pre-distorted in
the transmitter. This includes for example I-Q-imbalances or low pass characteristics of
the transmitter caused by the arbitrary waveform generator (AWG), cables, electrical
amplifiers or MZMs. The task of the pre-compensation is therefore to optimize the
electrical signal before it is applied to the optical signal in the external modulator. Digital
pre-compensation can be realized in practice by measuring the impulse response of the
transmitter and then implementing a finite impulse response (FIR) filter.
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Within the context of this work, the frequency response is evaluated by utilizing a multi-
tone signal in an optical back-to-back (B2B) setup. In Section 4.4.1, where we present
the coherent laboratory setup, the pre-distortion process takes into account both the
frequency response and the skew of the AWG, exclusively [33, 34].

2.1.2 Digital-to-Analog Conversion (DAC)

A basic task is the conversion from a digital signal to an analog signal by a DAC, since
only in this way a signal can be transmitted over a real channel. A DAC is characterized
by the number of bits/sample NS and its maximum sampling rate fDAC as well as its
output power [35]. An optical transmission system using a DAC is most likely limited
towards higher data rates by fDAC. Due to this, the DAC should be used with one
sample per symbol, resulting in equal symbol and DAC rates [36]. In the likely case that
the symbol rate is not equal to the DAC rate, resampling has to be applied to match
both frequencies. In this case, the pulse shape of the transmitted signal is dependent
on the frequency response of the DAC. However, it is possible to define the pulse shape
before the DAC by pre-processing the signal using DSP. In this work, the only pulse
shape used is the root-raised cosine (RRC) pulse [35]. Pulse shaping is needed to ensure
that the detection of a symbol is not affected by neighboring pulses. This is achieved,
if the spectrum of a pulse is as steep as possible. The RRC pulse, is parameterized by
the roll-off factor 0 < αRRC ≤ 1. αRRC determines the additional bandwidth required
compared to an ideal low-pass. For a roll-off factor of 0, the result is a Si-pulse, which
corresponds to an ideal rectangular function in the frequency domain [35]. In contrast,
αRRC = 1 results in a bandwidth which is double of the ideal low-pass.

2.1.3 Electro-to-Optical (E/O) Conversion

For a transmission over an optical fiber, the electrical baseband signal has to be converted
into an optical bandpass signal. This can either be done by a directly modulated laser
(DML) or by an external modulator. DMLs suffer from frequency chirping above 2.5 Gb/s
which makes them unsuitable for high data rate applications [37]. Moreover DMLs
and single external MZMs can only be used to modulate one-dimensional information
on the optical signal. External modulators change the incoming CW laser signal. If
complex valued modulation formats are desired, IQ modulators which combine multiple
MZMs, are used. These offer up to four degrees of freedom in the case of a PolMux IQ
modulator. In the following, first the basic principle of an MZM is described followed by
more information on PolMux IQ modulators, since these are the only type of modulators
used in the remainder of this work.
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Mach-Zehnder Modulator (MZM)

The MZM is typically based on Lithium-Niobate (LiNbO3) and is built from one Mach-
Zehnder interferometer (MZI). The function of the MZI is based on the Pockels effect,
which describes the change of the refractive index of a waveguide by applying an external
voltage [38]. By changing the refractive index, the phase of the optical signal is changed.
The structure of an MZM is shown in Fig. 2.5(a). The incoming signal is split by a
3 dB-coupler and travels through two separate waveguides which are driven by electrical
voltages individually. Afterwards, the two signals are recombined by a 3 dB-combiner
and the output signal is formed.

The applied voltage to the MZM is given by

u(t) = uD(t) + ubias, (2.3)

where uD(t) is a DC-free drive signal and ubias the bias voltage [38]. The MZMs used
in the experiments in this work are driven in push-pull configuration. This means that
they are used entirely for amplitude modulation. The voltages applied to the MZIs are
defined in this case as u1(t) = −u2(t). Although complex modulation is possible with
an MZM, the more robust push-pull operation is preferred due to the sensitivity of the
output signal depending on the bias voltage, ambient temperature and other influences.
Furthermore, in push-pull configuration the MZM is completely chirp-free, theoretically
[39]. The transfer function HMZM can be derived as [39]:

HMZM = cos
(

π

2 · uD(t) + ubias
uD

)
. (2.4)

Here, uD represents the switching voltage, which is a characteristic for each MZM.

(PolMux) IQ Modulation

Realizing higher order modulation schemes that use amplitude and phase for symbol
generation is challenging with a simple MZM. For modulating such complex signals on
an optical carrier, IQ modulators are used. In Fig. 2.5(b), the setup of an optical IQ
modulator is shown. In order to modulate the real and imaginary components of the
signal individually, a nested MZM structure is employed. This modulator incorporates a
90-degree phase shift between its upper and lower branches. By operating the MZMs in
push-pull configuration, the amplitude of both branches can be modulated [37].

If the X- and Y -polarization of the light should be utilized for two additional degrees of
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Figure 2.5: Schematic illustrations of (a) an MZM, (b) an IQ modulator composed of two MZMs
and a 90◦ phase shift, and (c) a PolMux IQ modulator utilizing two IQ modulators, a polarization
beam splitter (PBS) and a polarization beam combiner (PBC).

freedom for modulating the signal, two of these IQ-modulators are used in combination
with a polarization beam splitter (PBS) as depicted in Fig. 2.5(c). First, the incoming
signal undergoes polarization splitting by the before mentioned PBS to obtain two
orthogonal polarizations, X and Y . Afterwards each polarization is modulated individually
using an IQ modulator before the outputs are combined by a polarization beam combiner
(PBC).

2.2 Transmission Channel

After looking at the transmitter setup, the transmission channel containing the optical
fiber as the transmission medium, optical filters and optical amplifiers will be looked at
in more detail.

2.2.1 Optical Fiber

As mentioned in the introduction of the chapter, the optical fiber is the preferred
transmission medium when it comes to high data rates over long distances. Its low loss
and wide usable bandwidth make it highly suitable for meeting the ever-increasing demand
for data. Therefore, the optical fiber is the transmission medium used in this work. As
shown in Eq. (2.1), the optical signal in an optical fiber propagates as an electromagnetic
wave. For mathematically describing the propagation of light as an electromagnetic
wave in a fiber, the nonlinear Schrödinger equation (NLSE) is used. Originated from the
Maxwell equations the NLSE describes the behavior of the optical envelope A(z, t) given
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by [38]

∂A

∂t
+ β1

2
∂A

∂t
+ j

β2
2

∂2A

∂t2 − β3
6

∂3A

∂t3︸ ︷︷ ︸
1st, 2nd, and 3rd order dispersion

= jγ|A|2A︸ ︷︷ ︸
nonlinear Kerr effect

− α

2 A︸︷︷︸
attenuation

. (2.5)

The NLSE includes the modeling of the most important linear effects, i.e., attenuation
and dispersion, and nonlinear impairments which limit the transmission distances for
fiber communications.

The following sections will further discuss the linear and nonlinear effects that affect the
light propagating through the fiber. For a more in-depth view on effects in the optical fiber
and their representation in the coupled NLSE, the reader is referred to [38, 40].

Linear Effects

There are two major linear effects on a fiber, namely attenuation and dispersion. The
fiber losses were the main limiting factor in fiber optic communications since they reduce
the signal power which is reaching the receiver before low-loss fibers and low-cost optical
amplifiers were introduced.

The attenuation in a fiber can be described by the attenuation coefficient α which does
not only include material absorption but also other sources of power attenuation [38].
The output power Pout is given by

Pout = Pin · e−αL, (2.6)

where Pin denotes the input power into the fiber and L is the length of the fiber. In
general, αdB is expressed in units of dB/km and is referred to as the fiber-loss parameter
defined as [38]:

αdB [dB/km] = −10
L

log10

(
Pout
Pin

)
, (2.7)

αNp [Neper/km] = ln(10)
10 · αdB. (2.8)

The fiber losses depend on the wavelength of the transmitted light. They emerge mostly
from Rayleigh scattering, infrared and ultra-violet absorption, OH absorption, and bad
splices or connectors. Typical values for the standard single mode fiber (SSMF) are
α = 0.4 dB/km at λ = 1300 nm in the O-band and α = 0.2 dB/km at λ = 1550 nm in
the C-band . In this work, the C-band is used for the transmission through the fiber.
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For the simplified case of a linear fiber, meaning all nonlinear effects are omitted, the
propagation of the light along the fiber can be modeled as the frequency response of the
SSMF as follows [37]:

HSSMF(ω, L) = e− 1
2 αNp·L + e−jβ(ωL). (2.9)

Here ω = 2πf denotes the angular frequency, L the fiber length, αNp the fiber loss
in Neper/km (see Eq. (2.8)), and β(ω) the propagation constant which includes the
dispersion influences.

Dispersion leads to pulse broadening in time domain. This pulse broadening results from
the frequency dependence of β. The propagation constant β can be expressed as a Taylor
series with n components [37, 38]:

β(ω) = β0 + β1ω + 1
2β2ω2 + 1

6β3ω3 + ... + 1
n!βnωn. (2.10)

The first element of the Taylor series, β0, is the phase constant at the carrier frequency
and β1 is the reciprocal value of the group velocity [37]. The higher-order components
describe the dispersive fiber effects. The group velocity dispersion is described by β2

which is related to the dispersion parameter:

D = −2πc

λ
β2. (2.11)

Another typical value for describing the dispersion is the dispersion slope

S = dD

dλ
= (2πc)2

λ3

( 1
λ

β3 + 1
πc

β2

)
, (2.12)

which is related to the third-order dispersion parameter β3 and the derivative of the
dispersion parameter D to the wavelength λ. The dispersion slope is of increasing impor-
tance in today’s WDM systems with large spectral bandwidth since the different channels
suffer from different amounts of dispersion [37].

The lightwave travelling through a fiber is composed of two orthogonal polarization modes
called X- and Y - polarization. The electrical field of the wave can then be described
as

E(ω, L) =

EX(ω, L)
EY (ω, L)

 . (2.13)

The so-called state of polarization (SOP) of the electrical field is not constant during
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the transmission along a fiber. Random rotations of the SOP occur along the fiber
and polarization mode dispersion (PMD) is present. The effect of the rotating polariza-
tions can be described using the rotation matrix R, which includes the rotation angle
ϕr [33]:

R =

 cosϕr sinϕr · e−jϕp

−sinϕr · e−jϕp cosϕr

 . (2.14)

Here, ϕp is the phase shift along the X-axis and −ϕp along the Y -axis.

PMD is related to fiber birefringence, which is caused by small deviations from perfect
cylindrical symmetry because of different mode indices associated with orthogonally
polarized components of the fundamental fiber mode [38]. Thus, the propagation constants
differ for X- and Y -polarization due to non-perfectly cylindrical shaped fiber cores. An
input pulse becomes broader as the two polarization parts of the pulse disperse differently
along the fiber because of the underlying different group velocities. Since the fiber
birefringence is randomly distributed along the fiber, PMD can be described by the
standard deviation of the time delay between the polarization components [38]:

σT ≈ DPMD
√

L, (2.15)

where DPMD is the PMD parameter which is measured to be in the range of DPMD =
0.01 to 10 ps/

√
km and L is the length of the fiber.

For fiber lengths around 100 km the time delay σT is around 1 ps and can be ignored for
pulse widths > 10 ps [38]. In systems with high bit rates and long transmission distances,
PMD can be a limiting factor [37].

Nonlinear Effects

When transmitting light over long distances, it is necessary to have a high input power to
the fiber to compensate for attenuation and insertion losses. In any dielectric medium the
refractive index gets power dependent in presence of an electric field. At high intensities
these materials behave nonlinearly. This physical effect is called the Kerr effect [37, 38, 40]
and can be described as

n(t) = nlinear + n2(P/Aeff), (2.16)

where n is the refractive index, nlinear is the linear refractive index, n2 is the nonlinear
refractive index, Aeff is the effective mode area and P is the power of the light. The
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numerical value of n2 varies for different core materials, however, for silicia fibers n2 is in
the range of 2.6 · 10−20 m2/W. Effects emerging from the Kerr effect are also called elas-
tic effects, since the Kerr effect is energy conserving regarding the overall optical power [37].

When a single channel is transmitted, the Kerr effect induces self-phase modulation (SPM),
resulting in a phase shift caused by the time-varying power of the optical signal. The phase
shift is then converted into an amplitude shift through dispersion, i.e., group-velocity
dispersion. If more than one channel is transmitted over a fiber, for example in a WDM
system, cross-phase modulation (XPM) occurs. In WDM systems, the nonlinear phase
shift for a specific channel depends not only on the power of that channel but also on the
aggregate power of other channels. This induces a phase shift of other WDM channels
based on the changing refractive index through the power exchange. The third effect
caused by the Kerr effect is four-wave mixing (FWM). The name arises from its property
of generating a fourth wave if three waves are propagating over a fiber. Especially for
WDM systems, FWM is crucial, because the generated wave can fall into WDM channels
and leads to undesired crosstalk. However, in systems with a moderate amount of
dispersion, i.e., an SSMF in the C-band, FWM is less impactful. A typical WDM system
is mostly distorted by XPM which is shown to be noise-like in the constellation diagrams
[37]. The dependency of the SPM, XPM, and FWM is defined by the fiber-specific
nonlinear coefficient γ given by

γ = n2ω0
c0Aeff

, (2.17)

where ω0 is the angular carrier frequency and c0 is the speed of light in vacuum.

Besides elastic nonlinear effects, optical transmission over a fiber is prone to inelastic
effects. Those include scattering processes like stimulated Brillouin scattering (SBS) and
stimulated Raman scattering (SRS). Both phenomena involve the scattering of a photon,
resulting in the generation of a lower energy photon accompanied by a phonon that
accounts for the energy difference. Besides SBS and SRS being quite similar from their
origin, there are some major differences between them:

1. SRS is caused by optical photons while SBS involves acoustic phonons [40],

2. SBS only occurs in the backward direction of the incoming light, whereas SRS can
happen in both directions [37], and

3. for SBS the frequency of the light is shifted by about 10 GHz but for SRS the
frequency shift is around 13 THz (Stokes shift) [38].

The fact that SRS can lead to a power shift of the incoming light to a lower frequency
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leads to its use in amplifier technologies like the Raman amplifier.

Since in this work long-haul WDM transmissions are assumed for most investigations,
the nonlinear effects of XPM and FWM dominate. For more information on nonlinear
effects and their understanding, the reader is referred to [38] and [40].

2.2.2 Optical Filters

Optical filters are crucial to WDM systems and are an important part of the optical
communications infrastructure. They are essential for selecting specific wavelengths out of
complex multiplexed signals at the receiver side of the system. The proper functioning of
optical filters in WDM systems depends on critical considerations and design principles.

One of the main goals when designing tunable optical filters in WDM systems is to achieve
a fine balance between transmitting the desired channel and effectively blocking unwanted
neighboring channels. This task necessitates precise selection of the filter bandwidth, as
a too narrow bandwidth may result in insufficient signal transmission, while a too wide
bandwidth may allow unwanted signals to pass through.

Based on the physical mechanisms that determine their operation, optical filters can be
divided into different types. These mechanisms primarily fall into two categories: optical
interference and diffraction [38].

When considering tunable optical filters for use in WDM systems, it is important to
identify and prioritize certain desirable characteristics. These characteristics include a
wide tuning range to allow selection of a greater number of channels within the available
spectrum [41]. Additionally, it is crucial to have minimal crosstalk between channels
to avoid interference from adjacent channels, ensuring the transmission of data remains
unaffected. It is also important to have a fast tuning speed for quick access to specific
channels to improve system responsiveness.

Furthermore, reducing insertion loss is critical to minimize signal attenuation during
the filtering process. Another important attribute is polarization insensitivity, which
allows optical filters to accommodate different polarizations and assures compatibility
with diverse signal sources. Stability against environmental changes, such as humidity,
temperature, and vibrations, is essential for reliable and consistent filter performance.
Cost-effectiveness is also a significant consideration, particularly in large-scale optical
communication networks where efficiency and affordability are key.

There are many different types of optical filters. In the following, four types, each utilizing
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different interferometric and diffractive devices to achieve their filtering capability are
presented. These four kinds are

1. Fabry-Perot (FP) filters,

2. Mach-Zehnder filters,

3. Bragg grating filters, and

4. Acousto-optic filters.

Each of these filter types has its own advantages and limitations, making them suitable for
particular applications and scenarios within the broader domain of WDM systems. The
selection of a filter type depends on the specific requirements of the system, considering
factors such as channel count, bandwidth, and performance criteria.

Fabry-Perot (FP) filters are based on a cavity formed by using two mirrors [42]. The tun-
ability is achieved through electronic control, typically utilizing a piezoelectric transducer.
By electronically controlling the length of the cavity, the filter can be precisely tuned
to select specific channels within the WDM spectrum. As an example, for a 10-channel
WDM signal with 0.8 nm channel spacing, the cavity length should be smaller than 100
µm [38]. Such a short length together with the requirement of high mirror reflectivities
underscores the complexity of the design of FP filters for WDM applications. Other
implementations of an FP filter include an all-fiber design with an air gap between two
optical fibers [43], liquid crystals as mirrors [41, 44], semiconductor waveguides [45], and
dielectric films for narrow-band interference filters [46].

Mach-Zehnder filters are optical filters that can be adjusted using a one or a series
MZIs, where only one MZI is enough for intensity modulated transmission scenarios.
To construct an MZI, two output ports of a 3-dB coupler are connected to two input
ports of another 3-dB coupler. The input signal is then divided into two paths with
different phase shifts by the first coupler. The phase shift is created by intentional
variations in the length of the arms within the interferometer. The introduced phase
shift is dependent on wavelength, resulting in the filter transmittance being inherently
dependent on wavelength and enabling accurate wavelength discrimination. The cascaded
chain of MZIs with adjusted relative delays acts then as a tunable optical filter. It can
select closely spaced channels and can be built using fiber couplers or silica waveguides on
a silicon substrate. Tuning in Mach-Zehnder filters can be achieved through a chromium
heater deposited on one arm of each MZI, resulting in a slow response with a switching
time of about 1 ms [38]. More information on Mach-Zehnder filters can be found in [38]
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and examples of implementations can be found in [47–50].

A fiber Bragg grating acts as an optical filter because of the existence of a stop band [38].
This stop band is the frequency region in which most of the incident light is reflected
and is centered at the so-called "Bragg wavelength". So basically, a fiber grating acts as
a reflection filter. To make a fiber Bragg grating tunable, the Bragg wavelength has to
be controlled by changing the grating period and the bandwidth has to be adjusted by
changing the grating strength or by chirping the grating period slightly [38]. Wavelength
selectivity can be achieved by a build-in grating whose Bragg wavelength is tuned electri-
cally through electrorefraction [51]. In [52], a phase shift is applied in the middle of the
grating to convert the fiber grating into a narrow band transmission filter. Many other
schemes can be used to make transmission filters based on fiber gratings, like MZI-based
filters with a grating in each arm [53], FP filters with gratings as mirrors [54], and Saganc
and Michelson interferometers [55].

Tunable filters are for example used if a certain channel should be added or dropped from
a WDM signal. Such a filter is called an optical add and dropp multiplexer (OADM).
Furthermore, the overall multiplexing and demultiplexing of WDM channels is achieved
using filters. Multiplexing and demultiplexing can be realized with all techniques described
above, however, fiber Bragg gratings offer the advantage of all-fiber demultiplexers offering
low losses and fast conversion times [38]. Multiplexers can be simply implemented using
multiple directional couplers [38].

Other applications of filters are, for example, gain flattening, noise reduction and
single-sideband (SSB) creation. New emerging reconfigurable optical add-drop mul-
tiplexer (ROADM) provide the feature of adjusting and changing the channel assignment
of a WDM signal according to the traffic pattern. Today, fixed-grid ROADMs, meaning
every wavelength has to fit inside a particular frequency slot, are replaced with wavelength
selective switch (WSS) technology enhanced ROADMs. This allows the usage of a flexible
grid approach enabling different channel bandwidths and spacings to be used in order to
increase the spectral efficiency [3].

2.2.3 Optical Amplifiers

As discussed in Section 2.2.1, the reach of an optical transmission is limited by fiber losses.
Historically, the first long-haul systems used optoelectronic repeaters for regenerating the
signal [38]. However, this technology got way too slow and expensive with the emergence
of WDM and high data rate systems. Today, long distance transmission is enabled by
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the usage of optical amplifiers relying on scattering processes, for example Erbium-doped
fiber amplifiers (EDFAs) [56]. Those devices amplify the optical signal without the con-
version to the electrical domain. Amplifiers are used either before (pre-amplifier), inside
(inline) or after the transmission link (post-amplifier). Since EDFAs are the only optical
amplifiers used in this work, their underlying technology will be explained in the follow-
ing. For other amplifier types and their technologies, the reader is referred to [38] and [57].

EDFAs consist of a rare-earth doped fiber, as the name suggests. This rare-earth dopand
is chosen according to the desired output frequency range of the amplifier. For the case
of a conventional EDFA, this frequency range is most of the C- and L-band. There are
different structures of EDFAs, however, all are built up on the same technology: A pump
laser with a significantly different wavelength than the incoming light (mostly 980 nm or
1480 nm) excites the erbium ions in the amplifier’s fiber to their high-energy state. Upon
encountering photons belonging to the signal at a different wavelength from the pump
light, the excited erbium ions relinquish some of their energy to the signal and revert back
to their lower-energy state [56]. In the process, it is noteworthy that the erbium releases
its energy as additional photons, precisely matching the phase and direction of the signal
being amplified. Consequently, the amplification of the signal occurs exclusively along its
direction of travel [56]. As mentioned, the amplification effect of an EDFA is based on
stimulated emission. However, spontaneous emission, i.e., a energy state change without
any influence from outside, also occurs. This spontaneous emission is also amplified in
the EDFA, resulting in undesired ASE noise. In a link with EDFAs, the ASE noise is the
major noise source overtaking thermal noise or shot noise sources by far.

An amplifier is characterized by its ability to boost the power of the incoming signal.
This measure is called the gain G and is defined as

G = Pout
Pin

. (2.18)

For an EDFA, the gain is wavelength dependent resulting in a non-flat gain characteristic.
However, modern EDFAs employ gain flattening filters after amplification to account for
possible imbalances in the amplification of high bandwidth WDM signals in the C-band.
The influence of the ASE noise of an amplifier is characterized by its impact on the SNR.
The relation between the SNR at the input and the output of the amplifier is called the
noise figure and is defined as [38]

FN = SNRin
SNRout

. (2.19)
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Commercially available EDFAs offer a noise figure as low as FN = 5 dB. The noise power
spectral density NASE of an EDFA is calculated as [37]

NASE = nsp · h · fc · (G − 1), (2.20)

where nsp is the spontaneous emission factor, fc is the carrier frequency, h is the Planck
constant and G is the amplifier gain.
The optical power of the noise is measured over a reference bandwidth Bref (usually
0.1 nm) and is given by [37]

PASE = 2 · NASE · Bref . (2.21)

For a more in-depth look on EDFAs the reader is referred to [56].

2.3 Receiver Side

When looking back at Fig. 2.1, the next part of a transmission system is the receiver side
containing the O/E conversion, the ADC and the receiver side DSP. In the following, the
different parts of the receiver side will be explained in more detail.

2.3.1 Optical-to-Electrical (O/E) Conversion

In a simple intensity modulation/direct detection (IM/DD) system, the detection is
realized with a single PD. If a (PolMux) IQ modulator is used to employ higher order
modulation formats, a receiver which is able to extract amplitude and phase is required.
Such a receiver is called a coherent receiver. In this work, coherent detection is used in
every investigation. Due to this, only the coherent receiver will be introduced as a device
for O/E conversion. With coherent detection the phase is preserved which allows for an

X-pol.

90° 
hybrid

Y-pol.

90° 
hybrid

PBS

PBS

LO

Figure 2.6: Block diagram of a coherent PolMux receiver.
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electronic dispersion compensation (EDC) as well as allowing for carrier synchronization
by the use of a local oscillator (LO) for down-conversion.

A coherent receiver (Fig. 2.6) is built out of four pairs of balanced PDs to extract the
four quadrature components of the X- and Y-polarization. The incoming light is first
separated for the two polarizations before being mixed in two 90◦ hybrids with the LO
signal. The outputs are then detected by the mentioned pairs of balanced PDs.

The photocurrents at the output of the PDs are calculated as follows [31, 38, 58]:

iI(t) = RPD
√

PLOPsig · cos(Φsig(t) − ΦLO(t)), (2.22)

iQ(t) = RPD
√

PLOPsig · sin(Φsig(t) − ΦLO(t)), (2.23)

where RPD denotes the responsivity of the photodiode, PLO the local oscillator power,
Psig the signal power, Φsig the signal’s phase, and ΦLO the phase of the local oscillator.
The difference in phase between the LO and the signal must be compensated in the DSP
by carrier frequency offset (CFO) recovery algorithms [59].

2.3.2 Analog-to-Digital Conversion (ADC)

In order to extract the digital information contained in the analog signal, the signal has
to be converted back to a digital sequence. As the counterpart to the DAC described in
Section 2.1.2, the ADC samples and digitizes the analog input signal. It can be modeled
as a low-pass filter, a sampler and a quantizer. Like the DAC, the ADC is characterized
by its maximum sampling frequency fADC, the resolution in bits and the bandwidth.
A signal processed by an ADC suffers from the same impairments as its counterpart
at the transmitter side, i.e., the DAC. These impairments are the quantization noise
originating from the limited number of amplitude levels being available by the converter
and inter-symbol interference (ISI) which occurs due to bandwidth limitations of the
converters.

2.3.3 Receiver DSP

The digital sequence after the ADC can be further processed to extract the information.
The simplest way would be the use of a simple decider for symbol extraction. In a system
with no noise or other impairments, these symbols would not be distorted in any way
meaning they would be located exactly on their transmitted constellation points. In
a real-world transmission system, however, the signal is distorted by the fiber effects
described in Section 2.2.1 and noise originating from the amplifiers, DAC and ADC, the
PDs and many more electrical components. This leads to a deviation from the ideal
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Receiver DSP
IQ-Imbalance Compensation

Resampling 2 fsym
Blind EDC

Synchronisation

Coarse CFO Compensation
De-rotation of SOP

Matched Filter
2x2 MIMO Equalizer

Resampling fsym
PNC

4x4 MIMO Equalizer
Demapping

Figure 2.7: DSP chain for coherent PolMux transmission used in this work; EDC: electrical
dispersion compensation; SOP: state of polarization; CFO: carrier frequency offset; PNC: phase
noise compensation; MIMO: multiple input multiple output.

constellation points.

Some of these impairments can be compensated for in the DSP. In Fig. 2.7, the DSP
chain used in this work is shown. The DSP includes the dispersion compensation, IQ
imbalance compensation, SOP de-rotation, phase noise compensation, and equalization.
However, all this is only possible, if the signal is synchronized. If this is not the case,
no information can be extracted, since it is not recognizable when the data block starts.
Synchronization is achieved using pilot sequences within the data blocks.

Although the receiver DSP described in the following sections can compensate for most
impairments, there are more accurate DSP chains that exist. These include joint detection
and decoding or iterative techniques, where the output of one DSP block is fed back to a
preceding block for another iteration of already executed algorithms [60].

Within the receiver side DSP, all algorithms operate at two samples per symbol (SpS),
except for carrier recovery using blind phase search (BPS) and the 4x4 multiple input
multiple output (MIMO) equalizer. These are executed at symbol intervals (1 SpS). The
arrangement of the DSP chain is designed to counteract impairments in the reverse order
in which they occur. Thus, compensation starts with receiver-based impairments and
finishes with transmitter-based impairments. This approach recognizes that some effects
in the system are influenced by later effects. For example, when evaluating transmitter
skews, compensating for IQ-mixing from CFO and phase noise is crucial since they directly
affect the estimation of the skews.
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IQ-Imbalance Compensation

As a first step in the receiver side DSP, the IQ-imbalances originating from the re-
ceiver front-end are compensated. The skews of the receiver setup can be measured
using cross-correlation [33] and are set directly in the software of the real-time oscilloscope.

In an ideal scenario, the IQ components of each polarization should be mutually orthogo-
nal, resulting in a received constellation that exhibits circular rotation. This rotation is
mainly caused by phase variations introduced by factors such as CFO and laser phase
noise. However, when there are IQ imbalances at the receiver, the received constellation
deviates from circularity and takes on an elliptical shape. To address these IQ imbalances,
a corrective approach involves adjusting the scaling of the quadrature components and
introducing a phase shift to the imaginary part of the signal, which restores the desired
orthogonality between the quadratures. Like this, the receiver side IQ-distortions are
compensated for using the Gram-Schmidt orthogonalization procedure (GSOP) [61, 62].

To correct the received signal sRx,X/Y, the imaginary and real parts of the signal have to
be corrected for both polarizations X and Y. The corrected real part is given by

ŝI,X/Y(k) =
Re{sRx,X/Y(k)}

√
EI

, (2.24)

with EI = 1
N

N−1∑
k=0

Re{sRx,X/Y(k)}2, (2.25)

where N is the length of the data sequence. The corrected imaginary part can be derived
as

ŝQ,X/Y(k) =
(

Im{sRx,X/Y(k)} −
(

EIQ
EQ

· Re{sRx,X/Y(k)}
))

· 1√
EI

(2.26)

with EQ = 1
N

N−1∑
k=0

Im{sRx,X/Y(k)}2, and (2.27)

EIQ = 1
N

N−1∑
k=0

Re{sRx,X/Y(k)} · Im{sRx,X/Y(k)}. (2.28)

Combining imaginary and real parts, the corrected signal ŝRx,X/Y can be computed
as

ŝRx,X/Y = ŝI,X/Y(k) + j · ŝQ,X/Y(k). (2.29)

The IQ-imbalances of the receiver can be considered as almost static. This leads to
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an adjustment of the correction terms being only necessary for every new measure-
ment.

Blind Electrical Dispersion Compensation

Coherent detection allows for electronic dispersion compensation (EDC) since phase
information can be retrieved. For EDC, an algorithm for blind estimation of accumulated
dispersion can be used. Blind EDC is based on the delay-tap sampling method that can
be used for signals with an oversampling factor of 2 SpS [33]. In this algorithm, the
standard deviations σ of two consecutive samples are compared [63].

Coarse EDC can be achieved using an all-pass filter which has the inverse phase response
of the fiber. However, this is only possible when the accumulated dispersion is known.
The chromatic dispersion (CD) can be computed by multiplying the dispersion coefficient
D and the transmission length L. Nevertheless, for blind EDC several test values for
the accumulated dispersion are computed following a pre-defined step size. With those
values for the CD, the following cost function can be computed for a sequence with length
NFFT [63]:

FD(DL) = σ(δX(DL) + σ(δY(DL))
2 , (2.30)

where δX/Y is defined as

δX/Y =
|sRx,X/Y(2k + 1, DL)|2 − |sRx,X/Y(2k, DL)|2

√
2

, k ∈ {0, ...,
NFFT

2 − 1}. (2.31)

If the power of sample k is identical to the power of sample k + 1, δX/Y is 0. The variable
δX/Y can thus be interpreted as the power difference between two consecutive samples.
The cost function averages this difference over both polarizations for higher stability of
the estimation. The cost function FD has a minimum at the correct test value of the
accumulated dispersion [33].

There are multiple approaches to determine this minimum value [33]. The first approach
involves an iterative process where potential values for the cumulative dispersion are
tested until the cost function FD falls below a specified threshold. The choice of this
threshold depends on factors such as the modulation format, pulse shape, and OSNR.
Alternatively, when there is approximate knowledge of the link parameters, another
method involves testing predefined distance ranges and searching for the minimum of the
cost function within this range. This approach supports parallel implementation and may
offer greater efficiency. A third method employs a two-stage estimation process, initially
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using a coarse step size in the first estimation, followed by a more refined search [33]. In
all these methods, the accuracy and complexity of the estimation are influenced by the
step size used for the cumulative dispersion.

Frame Synchronization

A modified Schmidl and Cox approach is used to address the difficulty in performing
cross-correlation based synchronization when a CFO or dispersion is present in the signal
[64]. For this purpose, a training sequence of length NTS is used which consists of two
identical halves:

dCAZAC(k) = dCAZAC(k + NTS/2), k = 0, 1, ..., NTS/2 − 1. (2.32)

The method for detecting the beginning of a frame involves sliding auto-correlation of the
received signal. This repetitive structure enables the identification of the frame’s start.
First, a window of size NTS/2 is extracted from the received signal, and its correlation with
a subsequent sequence of equal length is calculated. The correlation with the matching
(identical) half is computed when the sliding window aligns with the initial half of the
received training sequence. Since these two halves are only correlated within the signal,
this leads to a significantly greater correlation compared to the rest of the signal, resulting
in a distinctive peak in the timing metric.

A constant amplitude zero auto-correlation (CAZAC) sequence is used because of its
special properties regarding the auto-correlation. The CAZAC sequence is given as
[65]

dCAZAC(k) =

ejMπk2/NTS , NTS even

ejMπ(k+1)2/NTS , NTS odd
with k = 0, 1, ..., NTS/2 − 1. (2.33)

Here, M is an integer that is relatively prime to NTS/2. In Schmidl and Cox synchro-
nization schemes, so-called timing plateaus can occur. To overcome this, a pseudo noise
sequence of length NTS is used to weight the CAZAC-sequence [33, 66]. This pseudo
noise sequence dPN has the values ±1 and is also known at the receiver for descrambling.

The timing metric at symbol d using a sliding correlation window of length NTS/2 is
computed based on the auto-correlation of the received signal [33, 66]:

J(d) = |A(d)|2

R(d)2 , (2.34)
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where A(d) is the auto-correlation of the descrambled received signal given by

A(d) =
NTS/2∑

k=0
dPN(k)s∗

Rx(d + k) · dPN

(
k + NTS

2

)
· sRx

(
d + k + NTS

2

)
. (2.35)

The normalization factor R(d) is defined as

R(d) = 1
2

NTS−1∑
k=0

|sRx(d + k)|2. (2.36)

The maximum of J(d) indicates the starting point of the frame and thus synchronization
is achieved.

De-rotation of the State of Polarization

It is necessary to de-rotate the state of polarization (SOP), to ensure steady compensation
of the CFO and to achieve swift convergence of the channel estimation during equalization
[33, 67]. Since the SOP is given by the rotation matrix R from (2.14), the training
symbols NTS,SOP with special properties are used. Those are 4-QAM symbols which are
multiplied with a 2x2 Walsh-Hadamard matrix [33]. A Walsh-Hadamard matrix is a
square matrix whose entries are either +1 or -1 and whose rows are mutually orthogonal.
As a result, two sequential symbols are identical in the X-polarization, while in the
Y-polarization, the same symbol is used with the second symbol having a phase shift of π.
The different symbols in the training symbol alphabet dSOP are given by [67]:

dSOP =

dX(k) dX(k + 1)
dY (k) dY (k + 1)

 = ejθ

1 1
1 −1

 , (2.37)

with θ ∈ {±π/4, ±3π/4}. Because the matrix is orthogonal between the polarizations,
blind estimation of the SOP can be achieved.

The compensation of the SOP is done using the received training symbols from sRx(k)
and multiplying them with the compensation matrix Rc. The compensated signal ŝRx(k)
can be derived as [67]:

ŝRx(k) = Rc · sRx(k), (2.38)

where

Rc =

 |a| |b|ej(arg[a]+arg[b])

|b|ej(arg[a]+arg[b]) |a|

 . (2.39)
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The correction terms a, which can be interpreted as a correlation between the two received
symbols of each pair of training symbols, and b are represented as [33, 67]:

|a| ≈

√√√√√√√√1
2 + 1

2NTS,SOP
Re


N2

TS,SOP
2 −1∑
n=0

sRx,S(2n)s∗
Rx,X(2n + 1) − sRx,Y (2n)s∗

Rx,Y (2n + 1)

,

(2.40)

|b| =
√

1 − |a|2, (2.41)

and

arg[a] + arg[b] = arg

−

NTS,SOP
2 −1∑
n=0

sRx,X(2n)s∗
Rx,Y (2n + 1) − s∗

Rx,Y (2n)sRx,Y (2n + 1)

 .

(2.42)

In all cases, the product of R · Rc results in an identity matrix with positive or negative
sign so that the SOP is rotated back [33].

Compensation of Carrier Frequency Offset

As it can be seen in Fig. 2.7, the compensation of the carrier frequency offset (CFO)
is done in two stages. At first, a coarse compensation of the CFO is done before the
matched filter and the second stage is located after the first equalizer to compensate for
the residual CFO and phase noise.

The coarse CFO compensation is done using a periodogram-based estimation [68], since
this technique does not require training symbols. In this technique, the property of QAM
symbols of the constant fourth power of the symbols, E[d(k)4] = const., is used. With
this, the phase modulation of the data signal is removed so that the expectation value of
the fourth power of a QAM-signal is constant [33].

In case of a frequency offset, a distinct spectral component appears in the expectation
value of the fourth power of the received signal, which exactly matches the carrier and
LO frequency discrepancy multiplied by four. Therefore, determining the CFO can be
effectively accomplished using the following method:

A sequence of NFFT samples of the signal is taken and the fourth power is applied.
Using a fast Fourier transform (FFT), the signal is converted into the frequency domain.
As the last step, a periodogram is generated by squaring the absolute values of the
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Figure 2.8: Block diagram of an 2x2 MIMO equalizer.

frequency spectrum. This periodogram shows a prominent peak at precisely four times
the frequency difference between the carrier and the LO. With this peak, the CFO can
be easily computed by identifying the maximum value in the periodogram.

However, it is essential to recognize that the accuracy of this estimate depends on the
frequency resolution of the periodogram, which is determined by the dimensions of the
FFT used in the process.

There are also other methods based, for example, on training symbols for compensating
the CFO. For more information, the reader is referred to [33, 64].

2x2 MIMO Equalization

For compensation of residual ISI, PMD and residual rotation of the SOP, a 2x2 MIMO
equalizer is used. Its butterfly structure can be seen in Fig. 2.8. The equalizer is operated
at 2 SpS. The complex valued output sequences for the X- and Y -polarizations are given
by [69]:  xout(k)

yout(k)

 =

 hxx
T hT

yx

hT
xy hT

yy

 xin(k)
yin(k)

 , (2.43)

where xin and yin are the input signals for the X- and Y -polarization, respectively. The
filtering in the four complex-valued filters can be performed in the frequency domain
using the overlap-save technique [33]. Since the equalizer has the purpose of erasing
residual distortions, the number equalizer coefficients can be chosen to be low.

The initial channel estimation is performed with the training symbols using the minimum
mean square error (MMSE)-criterion [33]. Changes of the channel over time are tracked
with the decision-directed least mean squares (LMS)-algorithm.
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The channel’s impulse response is typically not known in advance, necessitating a channel
estimation process at the receiver. The algorithms presented in the following are designed
to be applicable to complex-valued signals as well.

Channel estimation can be achieved using the MMSE-criterion which aims to minimize
the mean square error (MSE) at the output of the equalizer, resulting in the cost function
FMSE:

FMSE = E{|xout(k) − xin(k)|2} ⇒ min
h

. (2.44)

With the help of training symbols dTS known at the receiver, the channel estimation can
be computed in the time domain as follows [33]:

hMMSE = Rxx
−1 · rxd, (2.45)

where Rxx is the auto-correlation matrix of the received training symbols and rxd is the
cross-correlation vector of the received training symbols and the undisturbed training
symbols.

When the channel is changing over time, the LMS-algorithm can be used to apply an
adaptive filter to update the filter coefficients during the transmission based on the
equalized signal points [64]. The update of the filter coefficients can be computed from
the current coefficients hLMS(k) and the derivation of the MSE [33]:

hLMS(k + 1) = hLMS(k) − µ
δFMSE

δhH
LMS(k)

. (2.46)

Here, the superscript H is the Hermitian transposition and µ is the step-size of the
LMS-algorithm.

Usually, the instantaneous error, i.e., the deviation from the decided symbol to the output
of the equalizer, ε(k) = d̂(k) − xout(k) is used instead of FMSE because the expectation
value of the MSE cannot be computed at the receiver. The so-called decision-directed
LMS can be described as follows [33, 70]:

hLMS(k + 1) = hLMS(k) − µε∗(k) · xin(k). (2.47)

It has to be noted, that the LMS-algorithm increases the convergence time significantly,
if the step size is chosen too small. A large step size, however, leads to a less accurate
estimation and thus to a worse equalization performance [33].
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Phase Noise Compensation

For the compensation of residual CFO and laser frequency deviations, the second stage
of the carrier recovery from the phase noise compensation (PNC) uses blind phase
search (BPS) [33, 71]. The following algorithm is designed to operate at 1 SpS and for
modulation formats with a rotational symmetry of π/2. When the received signal is only
distorted by phase noise and white noise, the received signal contains the transmitted
symbols with a certain phase offset ∆φ(k) at the time instance k.

Because of the rotational symmetry of the modulation formats, the BPS can be performed
using a set of N test-angles to rotate the received symbols. The test-angles are defined
as φtest = nπ

2N − π
4 with n ∈ {0, 1, ..., N − 1}. After the rotation by the test-angle,

the difference between the rotated symbols and the rotated symbols after the decider is
computed. Using a window on the received signal, the influence of the additive white noise
can be removed. Also, the distance to the nearest constellation point can be computed.
With minimizing this distance, the estimated phase difference of the received symbol
with respect to the transmitted symbol is derived. To avoid the uncertainty of π/2 at the
initialization of the algorithm, the decision operation can be replaced using the known
training symbols [33]. A more in-depth look on PNC can be found in [33, 71].

4x4 MIMO Equalization

In high-speed communication systems, especially those operating at high symbol rates,
various challenges arise, including signal degradation caused by timing mismatches and
IQ-skews. These issues, often in the range of tens of picoseconds, are significant limitations
to achieving reliable data transmission.

The IQ imbalances, resulting from propagation delays in both X- and Y -polarizations,
can be attributed to a range of factors. These include differences in radio frequency (RF)
cable lengths, variations in signal paths, varying RF driver phase responses, and timing
mismatches within the DAC channels. As modulation format orders increase, the system’s
tolerance against these IQ imbalances decreases, making the need for mitigation strategies
more pronounced. Furthermore, IQ imbalances are not only the result of propagation
delays and timing issues, but are also influenced by amplitude responses in DAC chan-
nels, variations in RF cable characteristics, differences in RF amplifier performance, and
biases in amplitude modulators. It is crucial to address these imbalances since they can
significantly degrade the system’s overall performance. In general, skews remain constant
over time, IQ imbalances, however, exhibit more rapid variations, making their block wise
compensation necessary.
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Figure 2.9: Block diagram of an 4x4 MIMO equalizer.

To overcome these challenges, various strategies are used. DSP algorithms are used in
the skew compensation stage to minimize distortions by introducing delays that align
signals correctly. To address IQ imbalances, it is essential to track and estimate them in
real-time within the DSP at the receiver. Employing the previously described techniques
such as GSOP or blind moment estimation can help to accurately assess and correct these
imbalances.

To compensate for residual IQ-imbalances, skews, ISI, polarization rotations, PMD, and
phase noise (PN), a 4x4 MIMO equalizer can be used. It also uses adaptive channel
estimation techniques to guarantee an optimal performance in dynamic and challenging
transmission scenarios.

While the 2x2 MIMO equalizer jointly filters the inphase and quadrature components,
the 4x4 equalizer processes the four quadratures of the incoming signal independently
[33, 72]. By this the imbalances and mixing between the quadrature components can be
removed.

An overall structure of the equalizer can be seen in Fig. 2.9. The four quadratures of the
received signal after the PNC are used as the input signals for the 16 real-valued filters.
It follows for the output signals of the MIMO equalizer:

Re {xout} = hXrXr
T Re {xin} + hXiXr

T Im {xin} + hYrXr
T Re {yin} + hYiXr

T Im {yin} ,

Im {xout} = hXrXi
T Re {xin} + hXiXi

T Im {xin} + hYrXi
T Re {yin} + hYiXi

T Im {yin} ,

Re {yout} = hXrYr
T Re {xin} + hXiYr

T Im {xin} + hYrYr
T Re {yin} + hYiYr

T Im {yin} ,

Im {yout} = hXrYi
T Re {xin} + hXiYi

T Im {xin} + hYrYi
T Re {yin} + hYiYi

T Im {yin} .

(2.48)

The filtering in the 4x4 equalizer is done at 1 SpS in this work [33]. As for the 2x2
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equalizer, the MMSE-criterion with training symbols is used for initial channel estimation
and adaption is done using the LMS channel estimation. Again, the filtering can also
be done in frequency domain using the overlap-save technique [33]. In [33], the perfor-
mance of the 4x4 equalizer is evaluated. The results show that the usage of a second
MIMO-equalizer is necessary in our lab environment to ensure proper BER during the
measurements.

2.4 Performance Metrics

In order to evaluate the performance of a transmission, measurable quantities must be
available. The optimization of different performance metrics for optical links is an essential
part of this work. For this reason, this section derives the GOSNR, which is based on the
SNR, the OSNR, the BER and the Q-factor.

Signal-to-Noise Ratio

The ratio between the signal power PS and the total noise power PN in the system is
called the signal-to-noise ratio (SNR) and is defined as [73]

SNR = PS
PN

. (2.49)

In general, the SNR represents the overall signal quality after the receiver side sampling
and can be improved, for example, by equalization.

Optical Signal-to-Noise Ratio

If now only optical power and optical noise is assumed to be present in both polarizations,
the OSNR can be defined. However, calculating optical noise requires a certain reference
bandwidth Bref which is set to be 0.1 nm or 12.5 GHz for a carrier wavelength of 1550
nm [37]. It follows for the OSNR in a system with an optical power Popt over the optical
bandwidth Bopt and the noise power PASE:

OSNR = Popt
PASE

· Bopt
Bref

. (2.50)

In practice, the OSNR is measured using an OSA. The OSA obtains the optical PSD
with a fine resolution bandwidth. The optical PSD should contain the signal as well as the
out-of-band noise floor. From the noise and the signal power levels, i.e., integrating over
the different parts of the signal, and normalizing with Bref , the OSNR can be obtained. It
has to be noted, that for the case of a WDM transmission, the measurement of the OSNR
is difficult. Since the OSNR of one channel has to be obtained the other channels should

34



2.4. Performance Metrics

not be considered when measuring the signal power. Another problem is the measurement
of the out-of-band noise floor, which might be out of the bandwidth of the OSA in a
dense WDM system. A solution for this problem would be switching off different channels
in order to measure noise power more accurately. Another technique would be increasing
the channel spacing of the WDM in such a way, that the measurement bandwidth of
the OSA only includes one channel. By this method, the signal power in the window of
the OSA corresponds to one channel while the overall optical power is not reduced. The
latter is used in this work for OSNR measurements of WDM systems. It has to be noted
that in a real-world deployment both techniques are not applicable. This is one reason
for the problem of optimizing the OSNR in order to reduce margins.

Bit Error Ratio

Since the information in a transmission system are contained in bits, errors in bits are
undesired, because information can be lost. A metric to evaluate the signal quality after
the transmission is the so-called bit error ratio (BER). It is defined as the ratio between
the bit errors to the total number of sent bits. To calculate the number of errors, the
detected bit sequence is compared to the originally sent bit sequence. For a reliable
estimation of the overall BER at least 100 bit errors have to occur [37]. This approach is
also called the "Monte Carlo" method. In today’s networks, however, schemes are used
to correct bit errors like FEC which lowers the BER towards zero. This is why for the
evaluation of the quality of a transmission, the BER before the FEC is used as a metric;
the so-called pre-FEC BER.

The requirement for the BER in modern optical communication systems lies in the
range of BER ≤ 10−12 or preferably BER ≤ 10−15 [74]. If such a BER is reached, the
transmission is considered error free. However, to reach such regions, FEC needs to be
applied. To lower the effort in simulations and experiments, FEC limits are assumed.
Those limits are set by the correction capabilities of the underlying FEC code. This
means, if a pre-FEC BER below this limit is reached, it can be assumed, that the FEC
code with a specific overhead can correct the errors to reach the desired BER.

In general, two types of FEC codes can be distinguished, based on the decoding at the
receiver: hard decision (HD)-FEC and soft decision (SD)-FEC. For the case of HD-FEC
an overhead of 7 % is assumed which enables a compensation of an BER of 3.8 · 10−3. For
reaching lower BER boundaries, the more complex SD-FEC codes are used which add
more overhead to the payload while lowering the pre-FEC treshold. For the long-haul
transmission scenarios in this work, the SD-FEC limit defined in the OpenROADM
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standard is assumed [75]. The so-called openFEC code adds an overhead of 15.3 %
lowering the pre-FEC limit to 2 · 10−2.

Q-Factor

Another metric is the quality factor Q which is directly derived from the BER by [76]

Q =
√

2erfc−1(2 · BER). (2.51)

The Q-factor is typically expressed in decibel (dB), which provides a logarithmic scale
that allows for convenient representation of a wide range of values. This logarithmic scale
helps to highlight small differences in performance, particularly in systems with very low
BER values.

Generalized Optical Signal-to-Noise Ratio

Recently, the performance of an optical transmission is evaluated using the GOSNR. The
GOSNR is calculated with the received power PRx, the ASE noise power PASE and the
power of the nonlinear impairments PNLI:

GOSNR = PRx
PASE + PNLI

. (2.52)

The power of the nonlinear impairments, however, is not easy to measure. Besides the
nonlinearities caused by the optical link, the OSNR incorporates impairments originating
from the transceiver, as it is unable to differentiate between the various components
of the noise term within the OSNR. This constraint necessitates the introduction of
the GOSNR, which denotes the OSNR value at which an equivalent BER is attained in
the back-to-back transmission using the back-trace method [21, 77]. Consequently, the
GOSNR exclusively accounts for the optical impairments resulting from the optical link,
encompassing both noise and nonlinear interference. Furthermore, due to the challenges
associated with obtaining the OSNR within a dense WDM signal, the estimation of
GOSNR is limited to the destination node exclusively.

Optical Spectrum Analysis

As described in the previous section, the performance of an optical link can be evaluated
using different metrics. However, the signal can also be monitored using the optical
spectrum. In practice, the optical spectrum can be extracted from the signal using an
OSA. An exemplary spectrum is depicted in Fig. 2.10, showing five channels of 32 Gbaud
transmission in a WDM signal with 37.5 GHz spacing. The spectrum shows the frequency
components of the signal with their magnitude. This allows different information to be
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Figure 2.10: Exemplary spectrum of an experimentally obtained spectrum for a five channel
WDM bandwidth-loaded signal after 88.4 km transmission; signal channel at center, neighboring
channels generated by shaping of ASE noise.

extracted and derived. First, the noise power can be extracted by extrapolating and
integrating the left and right noise floor. Second, the overall signal power can be extracted
by integrating over the entire spectrum. From this, the individual channel powers can
be derived. Furthermore, frequency information is visible like the individual channel
bandwidths, the channel spacings, the center frequencies, and the overall signal bandwidth
as well as the number of channels in a WDM system by simply counting the peaks in the
spectrum. Overall, much information regarding the state of the signal is contained in
the spectrum. The advantage of using an OSA in a real-world environment is that the
status of the signal and its channels can be monitored without a total demodulation of
the signal. This gives the opportunity to connect the optical spectrum with the other
performance metrics to construct a comparable monitoring approach.

2.5 Simulation Techniques

Solving the NLSE is not a trivial problem due to its nonlinear partial differential behavior.
There are analytical methods established on assumptions regarding physical behavior
(e.g. the GN-model) and numerical solutions like the SSFM. In this work, the SSFM
has been employed to simulate the light propagation over a fiber for single-channel and
multi-channel as well as PolMux multi-channel transmission. For multi-channel system
modeling, the GN-model has emerged as a fast and easy way to calculate system margins.
However, it comes with major downsides, especially for the scope of this work. To give
an overview of the simulation techniques available, this section describes the functionality
of the SSFM and elaborates on the advantages and disadvantages of both the GN-model
and the SSFM.
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2.5.1 Split-step Fourier Method (SSFM)

For simulating X- and Y -polarizations using the SSFM, the general NLSE from Eq. (2.5)
has to be extended [37, 38]. Since the SSFM solves the linear and nonlinear parts of
the NLSE independently, the linear part L̂ and a nonlinear part N̂ are added to the
equation:

∂A(z, t)
∂z

= (L̂ + N̂)A(z, t) (2.53)

⇒ ∂

∂z

AX

AY

 = (L̂ + N̂)

AX

AY

 . (2.54)

Here, the linear part L̂ is defined as

L̂ = −α

2 + 1
2

∆β1 0
0 −∆β1

 ∂

∂t
− j

β2
2

∂2

∂t2 − β3
6

∂3

∂t3 , (2.55)

and the nonlinear part N̂ as

N̂ = jγ

|AX |2 + 2
3 |AY |2 0

0 |AY |2 + 2
3 |AX |2

 . (2.56)

The linear part L̂ is solved in the frequency domain, while the nonlinear part N̂ is
solved in the time domain [37]. The transformation between time and frequency domains,
and vice versa, is obtained by fast Fourier transforms (FFTs) or inverse fast Fourier
transforms (IFFTs), respectively.

To understand the influence of the step size on the result of the SSFM, the analytical
solution of (2.53) resulting from the local integration over the step width l is given
by:

A(z + l, t) = exp
(∫ z+l

z
[L̂ + N̂(z′, t)]dz′

)
. (2.57)

If the step size is chosen to be small, the linear and nonlinear operators can be calculated
according to [34]

A(z + l, t) ≈ exp(lL̂)exp(lN̂)A(z, t). (2.58)

It can be seen, that if the step size would be too large, the results will be inaccurate
because the interactions of the linear and nonlinear parts cannot be considered adequately.
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Figure 2.11: Visualization of the wave plate model; adapted from [37].

However, if the step size is chosen too small, the computational efficiency is compromised.
Typically, multiple criteria are employed to restrict the maximum step-size, and the
strictest criterion (resulting in the smallest step-size) is always used. These criteria
encompass limiting the maximum nonlinear phase shift φNL,max between two split-steps,
the maximum amount of artificial FWM, and the maximum walk-off between two WDM
channels [37]. This nonlinear phase shift is defined as:

φNL,max = γ|Amax|2∆z. (2.59)

For a high accuracy, φNL,max is typically set to be less than 0.1 mrad. Following from
Eq. (2.59), the maximum nonlinear phase shift is amplitude dependent. The amplitude
of the signal is degrading over the transmission distance due to the attenuation. Due to
this, the accuracy can be maintained by enlarging the step width at higher transmission
distance leading to a decreased computational complexity.

The SSFM also suffers from overestimating the influence of FWM on the signal if the
step size is constant over the entire simulation. To conquer this, alternating random step
sizes within the allowed maximum nonlinear phase shift are used together with an overall
small step size. By providing an overall maximum FWM threshold, an overestimation is
also prevented [33, 34, 37].

As described in Subsection 2.2.1, small differences from a perfect cylindrical shape of
the fiber lead to fiber birefringence. This is also expressed by different propagation
constants βX and βY for X- and Y -polarizations, respectively. Due to the origin of
fiber imperfections, birefringence is varying randomly along the fiber which leads to the
definition of PMD through its standard deviation in Eq. (2.15). Simulating a randomly
distributed PMD influence in the SSFM is achieved using the so-called wave plate model.
Here the fiber is modeled as a series of birefringence elements resulting in random rotation
of the angle Θ [37]. Additionally, the length of each element ∆z as well as the phase of
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the mode coupling are also random variables. By applying these randomly distributed
elements, the behavior of PMD can be modeled. The wave plate model assumes that the
fiber consists of a limited number of wave plates which contribute to the given overall
PMD value. Thus, the higher the number of wave plates, the more accurate the estimation.
A high level visualization of the wave plate model is depicted in Fig. 2.11. However,
the computational complexity also increases with including PMD in the SSFM. More
information on the wave plate model can be found in [37].

2.5.2 Gaussian Noise (GN) Model

As shortly described in the introduction of this section, the GN-model is an analytical
approach for modeling optical transmission systems. Since its introduction in 2012 [25],
the GN-model has become one of the most popular methods for QoT estimation, especially
with the open source implementation in GNPy [78].

The GN-model finds an approximate solution for the NLSE with three assumptions being
made:

1. The transmitted signal behaves statistically like stationary Gaussian noise [25],

2. the nonlinear interference (NLI) behaves like additive Gaussian noise [25, 79], and

3. the overall contribution of the nonlinearity is relatively small compared to the
overall signal power [25].

Furthermore, the simple GN-model is restricted to equal span lengths within a link and
equal channel spacing in a WDM signal.

The Gaussian noise model reference formula (GNRF) for a WDM system is given by
[79]

F NLI(f) = 16
27γLeff

2

·
∫ ∞

−∞

∫ ∞

−∞
F WDM(f1)F WDM(f2)F WDM(f1 + f2 − f)

· ρ(f1, f2, f) · χ(f1, f2, f)df2df1,

(2.60)

with F WDM(f) describing the PSD of the transmitted signal at the frequency f and Leff

being the effective fiber length, i.e., the ’strength’ of the frequency components. The
normalized FWM efficiency ρ assuming EDFA amplification is defined as

ρ(f1, f2, f) =
∣∣∣∣∣1 − e−2αLsej4π2β2Ls(f1−f)(f2−f)

2α − j4π2β2(f1 − f)(f2 − f)

∣∣∣∣∣
2

· Leff
−2, (2.61)
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where Leff is used to normalize the maximum of ρ to 1. The factor χ takes into account
the coherent interference at the receiver location of the NLI produced in each span. It is
derived as

χ(f1, f2, f) = sin2(2Nsπ
2(f1 − f)(f2 − f)β2Ls)

sin2(2π2(f1 − f)(f2 − f)β2Ls)
. (2.62)

By calculating the NLI contribution, together with the launch power and the power from
the ASE noise, the GOSNR is calculated following Eq. (2.52). For more information on
the behavior of the GN-model, the reader is referred to [25, 79–81].

There are several extensions to the simple GN-model that either increase its accuracy at
the cost of computational power (closed form GN-model), removing limitations such as
identical span lengths [79] or removing the Gaussian approximation from all NLI to form
a much more complex model (extended GN-model or EGN) [81]. Overall the GN-model
is based on assumptions which makes it less accurate than a detailed SSFM simulation.
However, the computation time of a whole WDM signal takes between 1 second and
2 hours, depending on the GN-model extension used. In general, the higher accuracy of
the model should be, the longer it takes for the computation. Another limitation of the
GN-model is the fact that it can only output a certain performance metric instead of the
whole signal envelope like the SSFM does. This makes the GN-model unsuitable for the
generation of optical spectra in simulations.

2.6 Experimental Techniques

Hardware cost is a significant constraint for experiments of optical transmission systems in
laboratories. With the need for cost-effective experimental solutions, different approaches
are being considered. One challenge is the replication of dense WDM systems, where
each channel would require a laser, modulator and receiver, so the need for transceivers
drastically increases as the number of channels increases, placing a significant demand
on laboratory setups. Another challenge arises for experiments with long transmission
distances where additional fibers and amplifiers are required. As a result, more affordable
and efficient techniques have emerged to enable the advancement of optical transmission
research and development. The experimental techniques used in this work are described
in the following including the concept of bandwidth loading and the description of a
recirculating loop.
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2.6.1 Bandwidth Loading

As presented in Subsection 2.2.1, the optical fiber channel is subject to Kerr nonlinearity,
causing nonlinear phase shifts, and the signal is distorted from the interaction of the
propagating WDM channels, the nonlinearity and ASE noise [82]. In order to make
predictions for the system performance of WDM optical transmission systems, these
predictions are commonly derived from experimental investigations wherein the trans-
mission link is rarely provided with a fully loaded WDM spectrum or even independent
channels [83]. To reduce the required hardware resources and the complexity in the
experiments, simplifications have to be applied to the system. Individual optical channels
would require large laser banks and high amounts of optical modulators. A common
approach to reduce the number of modulators is the odd-and-even-channel approach [84].
However, a higher or lower degree of correlation between the channels will be present
depending of the implementation [83]. To further reduce the hardware demand in the
experiments, the usage of ASE noise for bandwidth loading to emulate WDM channels
has emerged [82]. The ASE shaping can be implemented such that the spectral shape of
actual data channels is replicated or as flat continuous ASE bands without gaps between
neighboring emulated WDM channels [83]. The bandwidth loading scheme in this work is
based on shaping ASE noise using a Waveshaper to emulate WDM channels.

2.6.2 Recirculating Loop

A recirculating loop is a combination of optical components that can be used to emulate
long optical fiber transmissions in laboratory environments. A recirculating loop instead
of a traditional transmission structure offers several advantages for the investigation of
optical long-haul systems, e.g. long transmission distances can be achieved with only
small amounts of available fiber, which takes up less space than actual long-haul fiber, and
multiples of the loop length can be evaluated without much effort regarding rebuilding
the experimental setup. A block diagram of the used recirculating loop in this work is
depicted in Fig. 2.12. Recirculating loops can be built in different ways as it is described
in [85–87], however, the basic functionalities and the underlying components will be
described in the following.

To couple an optical signal into the recirculating loop, the first acousto-optic modulator
(AOM) is opened, and then closed after a duration longer than the signal duration to
ensure that a complete signal sequence is present in the loop. The signal is subsequently
directed to both outgoing branches at the 2x2 coupler. It goes to the Boston Applied
Technologies, Inc. (BATi) switch on one hand, and passes through the loop on the other
hand. After the loop’s completion, the signal is permitted through the coupler using
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Figure 2.12: Block diagram of a recirculating loop; AOM: acousto-optic modulator; EDFA:
Erbium-doped fiber amplifier; PM: power meter; BATi: switch from Boston Applied Technologies,
Inc.; SSMF: standard single mode fiber; PS: polarization scrambler.

the second AOM. It is subsequently transmitted to the BATi switch on one end, and is
redirected back into the loop on the opposite end. This course of action is repeated until
the second AOM is shut down, which occurs once the desired maximum number of loop
passes is successfully reached.

In the receiver branch at the BATi switch input, the signal from the transmitter arrives
with a time delay during each loop round trip. However, the BATi switch forwards only
the specific loop pass designated for consideration at the receiver. To ensure the loop
runs properly, it is necessary to know the round trip time (RTT), i.e., the time required
for a loop round trip.

All of the timing of switching the AOMs and the BATi switch is done by a delay generator,

0 265 530 796 1061 1326 1591
Length in km

15

20

25

30

35

40

45

O
SN

R
 in

 d
B

B2B

Straight line

Recirculating loop iterations

Figure 2.13: Experimentally measured OSNR of a 32 Gbaud dual-polarization (DP)-quadrature
phase shift keying (QPSK) signal for different link lengths with launch power of 0 dBm and a
single channel.
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also called the control unit. Other tasks involve providing the electrical signals for the
polarization scrambler and for synchronization of the receiver side real-time scope or the
OSA.

In addition to the effects that occur in a fiber optic link, such as ISI, CD, or nonlinear
effects, there are additional challenges when operating a recirculating loop. The installation
of additional components within the link under test causes additional losses in the system,
which limits the OSNR budget as it can be seen in Fig. 2.13. Additionally, the components
cause unintended effects on the signal. Thus, using AOMs leads to a frequency offset
of 27.12 MHz, which can be either compensated by another inverse AOM or during the
receiver side DSP. The recirculating loop serves as a useful tool for studying long-range
optical transmission, although it has certain limitations. For example, the delay generator
restricts the minimum RTT, since the switching has to be at least as fast as the RTT of the
loop. This limits the length of the fibers and the number of spans in the loop.
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Machine Learning Algorithms

AI is a field that utilizes computers and machines to perform cognitive tasks, including
knowledge processing, perception, learning, reasoning, and understanding. An AI system
is designed to store and utilize knowledge, apply it to solve problems, and acquire new
knowledge through experience. The key components of an AI system include knowledge
representation, ML, and automated reasoning [88].

ML, which is a branch of AI, employs algorithms to automatically learn patterns and
trends from datasets [89]. Although ML algorithms have been around since the 1960s [90],
they have experienced significant advancements due to improved computational power,
developments in theory and algorithms, and the availability of vast amounts of data. One
advanced field within ML is deep learning, which has demonstrated superior performance
in various domains [88, 90].

The impact of ML on society is anticipated to be even more substantial as it is today with
it’s usage in medicine, weather forecasting, translation and much more. The emergence
of ChatGPT and other large-language models (LLMs) provides a good glimpse into the
future. Thus, the possible applications of ML are numerous, with applications in areas
such as web searches, computer translation, content filtering on social media, healthcare,
finance, and law. It can be seen, that ML is an interdisciplinary field, intersecting with
statistics, optimization, information theory, and game theory [91].

ML algorithms typically focus on two types of pattern recognition tasks: regression
and classification. Regression predicts values for new inputs, while classification assigns
data points into categories. ML excels in scenarios where explicit descriptions of the
underlying physics and mathematics are challenging. This is the case for the exact solv-
ing of the NLSE which is crucial for optimal tuning of the optical communication networks.

In the field of optical communication systems the applications of ML are plenty. In
the past ten years, coherent detection and DSP techniques have played crucial roles in
optical transceivers for fiber-optic communication. Advanced modulation formats like
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16-QAM and above, along with DSP-based estimation and compensation of transmission
impairments, drive innovation in optical communication. Parameter estimation and
symbol detection involve regression and classification tasks, where probability theory
and an understanding of the underlying physics are utilized to derive estimation and
decision rules. High-capacity optical transmission links are often limited by transmission
impairments, such as fiber nonlinearity. ML techniques are being researched and applied
for fiber nonlinearity compensation. ML is also flourishing in short-reach direct detection
systems affected by chromatic dispersion, laser chirp, and imperfections in transceiver
components. Currently, ML-based QoT estimation, symbol detection or equalization are
a research area [88].

In general, ML algorithms require a large amount of data to be trained properly. This
data can be obtained using monitoring techniques. In OPM, ML is employed to acquire
real-time information about channel impairments across the network. OPM often faces
cost limitations and relies on simple hardware components and partial signal features.
ML becomes necessary in OPM when the mapping between input and output parameters
is complex and cannot be easily derived from underlying physics and mathematics. SDN
frameworks are driving major shifts in optical network architectures and operations. This
enables big data analysis to estimate network states and facilitate adaptive resource
provisioning and fault discovery. The data obtained in SDN frameworks encompasses
parameters from the physical layer to the network layer, enabling the use of data-driven
algorithms like ML for pattern extraction and analysis. However, OPM of the physical
layer aspect of WDM systems is especially challenging because a demultiplexing of all
channels is not desirable. In this work, the usage of OSAs for the extraction of optical
spectra is proposed as an OPM technique. The optical spectrum is then analyzed with
the help of ML algorithms and further processed with the same.

In this chapter, first, the basics of ML are described with respect to important terms,
nomenclature, and training algorithms. Then, the ML algorithms are roughly divided
into two classes, i.e., supervised and unsupervised learning. For each of those classes,
the algorithms used in this thesis are briefly introduced and their basics are explained.
Furthermore, advanced ML algorithms are explained, which are also used in this thesis.
At the end, the performance metrics, which are used to evaluate the ML algorithms, are
explained.
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3.1 Machine Learning Basics

As pointed out in the introduction to this chapter, an ML algorithm is able to learn
from data. Mitchell provides a definition of "learning" which describes the basics of
ML [92]:

"A [ML algorithm] is said to learn from experience E with respect to some
class of tasks T and performance measure P , if its performance at tasks in T ,
as measured by P , improves with experience E."

Basically, an ML algorithm is set up to solve the task T . For this, it is trained using the
features contained in the experience E. Its performance is then evaluated during training,
improved with experience E and afterwards in the testing phase with the performance
measure P . A typical scenario contains a set of measured values, called features, and
the observations of the outcome of the task T , called target. A training set of data, in
which the outcome for the ML algorithm is observed given the features, is applied to
predict quantitative or categorical outcomes.

ML algorithms are used in this work to solve the following tasks:

• Classification, i.e., a task, where the algorithm is asked to specify which of the
given categories the input belongs to,

• regression, i.e., a prediction of a numerical value given some input,

• anomaly detection, i.e., the labeling of given inputs as unusual or atypical, and

• synthesis and sampling, i.e., the generation of new examples that are similar to
those in the input data set.

Machine learning algorithms can be classified into two main categories: unsupervised
learning and supervised learning, which are differentiated based on the type of experience
E they acquire during the learning process [90].

Unsupervised learning algorithms operate by analyzing datasets and extracting valuable
properties from the underlying structure of the data. These algorithms do not rely on
labeled examples but rather focus on uncovering patterns, relationships, and intrinsic
characteristics of the dataset. They aim to understand the data’s inherent organization
and discover underlying concepts or clusters. By examining the dataset’s distribution,
unsupervised learning algorithms can perform tasks such as density estimation, synthesis,
denoising, and clustering. This type of learning is particularly useful when dealing with
large and unlabeled datasets, as it can reveal valuable insights and enable data-driven
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decision-making [89, 90].

On the other hand, supervised learning algorithms work with datasets that provide both
input features and their corresponding labels or targets. This labeled information serves
as a guide for the algorithm during the learning phase. By training on labeled examples,
supervised learning algorithms can learn to recognize patterns, establish relationships
between input features and output labels, and generalize from the provided information to
make predictions or classify new, unseen instances. The primary objective of supervised
learning is to develop models capable of accurately mapping inputs to desired outputs
based on the available labeled data [91].

3.1.1 Capacity, Overfitting and Underfitting

A central and critical challenge in ML is achieving generalization. Generalization is
the ability of an algorithm to perform well on novel, previously unseen inputs [90]. To
achieve this, the process of training a machine learning model involves accessing a large,
comprehensive training set and iteratively refining the model’s performance by minimizing
training errors through optimization techniques.

However, ML efforts go beyond optimization. The goal is a low test error, which is a
measure of the true predictive power of a model on new data. The generalization error is
essentially the expected error value on a novel input, given various possible inputs drawn
from the expected distribution. In order to estimate the generalization error, a separate
test set is used to measure the performance of the model independent of the training set
[90]. This partitioning of the data into training and test sets allows for a fair assessment
of the algorithm’s ability to generalize.

Under generalization, two central challenges in ML are present: underfitting and overfit-
ting:

• Underfitting occurs when the model struggles to achieve a sufficiently low error
on the training set, indicating its inability to effectively capture the underlying
patterns in the data [90].

• On the other hand, overfitting poses the opposite problem, where the model’s
performance becomes overly tuned to the training set, resulting in a significant gap
between the training error and the test error. This discrepancy means that the
model is unable to generalize well to new inputs. [91].

The performance of a machine learning model depends on its ability to reach a balance
between minimizing the training error and reducing the gap between the training and
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test errors. The key factor influencing this balance is the capacity of the model, which
defines its potential to fit a wide range of functions [90]. Models with low capacity may
struggle to fit the training set, leading to underfitting, while models with high capacity
may be prone to overfitting by memorising feature combinations of the training set. The
capacity of a model can be changed by increasing or reducing the number of input features
as well as optimizing its hyperparameters. There are many more methods of changing
the capacity, however, this is not the scope of this work and the reader is referred to
[89, 90].

3.1.2 Hyperparameters and Optimization Algorithms

ML algorithms have typically different settings to be tuned outside of the training to
achieve the best performance possible, the so-called hyperparameters. Those parameters
do not modify the model’s capacity and are not adapted in the learning process [88, 89].
They encompass parameters such as for example the number of coefficients, and, for the
case of neural networks, the learning rate, the activation function, the batch size, and
the number of hidden layers. These choices wield substantial influence over a model’s
performance, guarding against overfitting or underfitting. Hyperparameter tuning can be
done via manual exploration or automated techniques like grid search, random search,
Bayesian optimization, or evolutionary algorithms, i.e., one algorithms learns the best
hyperparameters for the other [90]. The objective of this tuning is to maximize the
model’s performance metrics on a validation set or through cross-validation.

Optimization algorithms play a crucial role in machine learning by enabling the training
and fine-tuning of models. These algorithms are used to find the optimal values of
parameters or variables that minimize or maximize an objective function. Their target is
for example to optimize loss functions, tuning hyperparameters, optimizing neural net-
works, and incorporating regularization techniques [88]. They enable the iterative process
of finding the best set of parameters or variables that lead to improved model performance.

Especially the updating of weights and biases in neural networks is a field of application for
optimization algorithms. In this field the stochastic gradient descent (SGD) optimization
algorithm or other algorithms based on the SGD are used. The SGD updates model
parameters iteratively by adjusting them in proportion to the negative gradient of the
objective function with respect to the parameters. The gradient indicates the direction
of the steepest ascent of the function, allowing the algorithm to update parameters
or coefficients for convergence towards the optimal solution through iterative steps. A
comprehensive overview of gradient descent optimization algorithms is given in [93]. In
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this work, however, only the so-called adaptive moment (Adam) optimizer is used. Adam
estimation [94] is a method that computes adaptive learning rates for each parameter.
Furthermore, it keeps an exponentially decaying average of the past gradients. More
information on the Adam optimizer can be found in [93, 94].

3.2 Supervised Learning

As described in Section 3.1, supervised learning algorithms learn from previously labeled
datasets. Because the targets of the input data is known during training, this error can be
measured and the algorithm can be adjusted accordingly. In the following, the supervised
learning algorithms used in this work will be explained briefly.

K-Nearest Neighbors

These kinds of classifiers are firstly mentioned in 1967 [95]. k-nearest-neighbor (k-NN)
classifiers are memory-based and require no model to be fit [91]. Given a query point
x0, it finds the k training points x(r) with r = 1, ..., k closest in distance to x0. Then,
the classification is done among the k neighbors regarding the majority of the present
classes. If the Euclidean distance is taken as a distance measure, the distance d(i) of the
ith sample x(i) to x0 is defined as

d(i) = ||x(i) − x0||. (3.1)

In this case, the features have to be standardized to have a mean value of zero and a
variance of 1, since it is possible that they are measured in different units [91]. Besides
the simplicity of the k-NN, it has been used for various numbers of classification tasks like
handwritten digit classification or electrocardiogram analysis even before high performance
hardware for ML was available.

Support Vector Machine

An SVM [91, 96–99] is a powerful supervised machine learning algorithm used for classifi-
cation and regression tasks. It aims to find an optimal hyperplane that separates data
points into different classes, maximizing the margin between the classes [96] as depicted
in Fig. 3.1. An SVM is a binary classifier but can be extended to handle multi-class
classification problems using techniques like one-vs-one or one-vs-rest [91].

The SVM utilizes a subset of training data points called support vectors. These vectors
are the closest to the decision boundary and have the most influence on the classification.
The choice of the hyperplane depends on the support vectors. During training, the SVM
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Optimal hyperplane
Maximum

margin

Figure 3.1: Separation of two data classes in the feature space through an optimal hyperplane;
solid dot and square are referred to as support vectors; adapted from [88].

tries to find the hyperplane that maximizes the margin between the support vectors
of different classes [96]. In addition, SVMs have the ability to handle both linearly
separable and nonlinearly separable data [34]. This is achieved by using different kernel
functions such as linear, polynomial, radial basis function (RBF), and sigmoid. These
kernel functions transform the input data into a higher-dimensional space where the data
becomes separable. Due to the application of kernels, SVMs are particularly effective in
high-dimensional spaces and can handle datasets with a small number of samples but a
large number of features [88].

The regularization parameter C in an SVM plays a crucial role in finding the balance be-
tween achieving a larger margin and allowing misclassified points and is a hyperparameter
of the SVM which has to be optimized. A smaller C value allows more misclassifications
but results in a larger margin, while a larger C value leads to a smaller margin but fewer
misclassifications [91].

Decision Tree

Decision trees have become increasingly popular in machine learning as a versatile algo-
rithm for classification and regression tasks. They have a distinct structure resembling
a flowchart, with internal nodes representing features, branches representing decisions
based on those features, and leaf nodes representing outcomes or predicted values. The
key advantage of decision trees is that they are easy to interpret and to visualize, making
it easier to understand the underlying decision process [100]. Their interpretability and
simplicity make decision trees a simple solution to complex problems, especially in prob-
lems where the importance of different features is of interest.
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Each decision tree begins with a root node, which determines the optimal feature to split
the data. The process of constructing a decision tree involves recursively splitting the
data using different features until a stopping criterion is met. This criterion may include
reaching a maximum depth, maintaining a minimum number of samples in a leaf, or
observing no further improvement in impurity or information gain [91, 100–102].

Decision trees and their evolutions offer flexibility in handling both categorical and
numerical features. When it comes to numerical features, the data is typically divided
into distinct intervals based on threshold values. However, decision trees are prone to
overfitting especially if the depth of the tree is chosen to be large [102]. To address
this issue, techniques such as pruning, enforcing a minimum number of samples per
leaf, or employing ensemble methods like Random Forests can be employed. Despite
their advantages, decision trees do have limitations. They may exhibit a bias towards
features with a large number of levels and encounter challenges with class imbalance
issues [100, 102]. To enhance their performance and address these limitations, ensemble
methods such as Random Forests and gradient boosting are commonly employed [103].

Ensemble Learning

Ensemble learning combines multiple ML models, known as base learners, to enhance
prediction accuracy and generalization [104]. By leveraging diverse algorithms or variations
of the same algorithm trained on different data subsets, ensembles capture different aspects
of the problem, reducing individual biases [105]. The predictions of the base learners are
combined using voting or averaging methods. Popular ensemble methods, like Random
Forest, use decision trees to create robust and accurate models. Ensemble learning
improves predictive performance, increases resistance to overfitting and noise, but can
be computationally expensive. It is a valuable approach when diverse base learners and
sufficient training data are available [106].

Artificial Neural Networks

ANNs are, as the name suggests, computational models inspired by the structure and
functioning of the biological neural networks in the human brain [107]. Biological brain
structures are way more advanced and superior to conventional computers, since they
overcome the limitations of traditional computers in the way of processing information.
ANNs consist of interconnected nodes, called neurons, which are organized in layers.
Those layers include an input, one or more hidden layers, and an output layer. Those
neurons, the basic building blocks of neural networks, can be seen as processing units.
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Input Projection Output

Figure 3.2: Single artificial neuron; as
[l−1]: input from the connected layer; a[l]: weighted sum

of the input signals through activation g with weights ws and bias b; adapted from [109].

A single neuron is depicted in Fig. 3.2. Each neuron receives weighted information
ws · as

[l−1] from the connected neurons as the input and computes the output a[l] by
passing the weighted sum of the input signals through an activation function g [108]. The
activation function is used to introduce nonlinearity into the output of the neuron as well
as to decide, whether a neuron should be activated or not. This nonlinear transformation
enables the neuron to learn and perform more complex tasks, leading to ANNs being able
to perform any task [107].

Different types of ANNs exist, each of which are used for specific problem domains. For
example, feed-forward neural networks (FF-NNs) process information in a unidirectional
manner, while recurrent neural networks (RNNs) incorporate memory to handle sequential
or temporal data. Convolutional neural networks (CNNs) as a more complex structure,
are used for analyzing visual data.

An FF-NN, also known as multilayer perceptron (MLP), is a popular type of ANNs which
is widely used in ML applications. As the name suggests, the data flows unidirectionally
through the network, i.e., from the input to the output without a backward connection.
A simple structure of an FF-NN is depicted in Fig. 3.3. During training, feed-forward
neural networks employ backpropagation, a technique that adjusts the weights associated
with the connections between neurons. This adjustment is based on the error between the
predicted output and the desired output. By iteratively updating the weights, the network
learns to minimize the prediction errors and improve its performance. This optimization
is done with gradient descent optimization algorithms such as SGD or Adam [94] as
explained in 3.1.2.

In contrast to FF-NNs, RNNs allow backward connections between neurons. The connec-
tions of an RNN are thus a directed graph along a sequence of inputs, which allows for
temporal dynamic behavior [110, 111]. The backward connections are used as an input
for each neuron together with the forward paths, enabling the RNN to work as a memory,
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Input layer Hidden layers Output layer

Figure 3.3: Example of an FF-NN with two fully connected hidden layers.

since previous data has an influence on the activation of the neuron. This structure allows
the RNNs to store, remember, and process past complex signals for long time periods
[111]. RNNs can map an input sequence to the output sequence at the current step and
predict the sequence in the next step [111]. More information on the basics of RNNs can
be found in [110, 111]. In this work, the two most used types of RNNs, i.e., the long-short
term memory (LSTM) and the gated recurrent unit (GRU), are used. Thus they are
explained in more detail.

Long-Short Term Memory

LSTM networks were initially proposed by Hochreiter and Schmidhuber [112] in 1997.
Since their introduction, LSTMs have become one of the most popular and effective
methods for modeling sequential dependencies in input features. The basic structure of
an LSTM is depicted in Figure 3.4(a). In comparison to traditional RNNs, each layer
of an LSTM is expanded to include memory cells, which are controlled by gates. These
gates manage the flow of information and retain information from previous time steps [112].

An LSTM cell consists of input, forget, and output gates, as well as a cell activation
component [111]. These gates regulate the information flow between memory cells based
on past inputs to the network. The different gates and their weights at time step t are
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Figure 3.4: (a) Basic structure of an LSTM cell; (b) basic structure of a GRU cell; xt: input at
time t, ht−1: output of the unit (last hidden state) at time t − 1, ht: output (new hidden state)
at time t. Each gate has a certain bias value b.

defined as follows [112]:

it = σ(Wi
Ixt + Wi

Hht−1 + Wi
Act−1 + bi), (3.2)

ft = σ(Wf
I xt + Wf

Hht−1 + Wf
Act−1 + bf ), (3.3)

ot = σ(Wo
Ixt + Wo

Hht−1 + Wo
Act−1 + bo), (3.4)

c̃t = tanh(Wc
Ixt + Wc

Hht−1 + bc), (3.5)

ct = itc̃t + ftct−1, (3.6)

ht = ottanh(ct). (3.7)

The weight matrix from the input layer to the corresponding gates (i: input layer, f :
forget gate, c: cell gate, o: output gate) is denoted as WI . The weight matrix from
the hidden state to the corresponding gates is represented by WH . WA signifies the
weight matrix from the cell activation to the corresponding gates. x represents the
input vector, h denotes the output vector, c̃ represents the candidate hidden state, and
b is the bias associated with the corresponding gates. In the equations above, σ(·)
denotes the activation function of the gates, and tanh(·) represents the output activation
function.

Gated Recurrent Unit

While LSTMs takle the problem of vanishing or exploding gradients, they require a high
amount of memory due to multiple memory cells in the architecture. Similar to the
LSTM unit, the GRU, which was first introduced by Cho et al. in 2014 [113], has gating
units that modulate the flow of information within the unit, but without having separate
memory cells.
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The basic structure of a GRU cell is depicted in Fig. 3.4(b). Unlike the LSTM, the GRU
exposes the entire state at each time step by forming a linear sum between the existing
state and the newly calculated state [111, 114, 115]. In a similar manner to the LSTM
gates’ equations, the updated GRU cells at each time step t are given as:

zt = σ(Wzxt + Wzht−1 + bz), (3.8)

rt = σ(Wrxt + Wrht−1 + br), (3.9)

h̃t = tanh(Whxt + Wh(rt ⊙ ht−1) + bh), (3.10)

ht = zt ⊙ ht−1 + (1 − zt) ⊙ h̃t, (3.11)

where z is the the update gate, r denotes the reset gate, x represents the input vector,
h is the output vector and W and b represent the weight matrix of the corresponding
gate and the bias vector of the corresponding gate, respectively [114]. As for the LSTM,
σ(·) represents the activation function of the gate and tanh(·) is the output activation
function. In addition, the ’⊙’ denotes an element-wise product operation.

In [116], the performance of LSTMs and GRUs are compared. Several similarities and
differences are presented, concluding that none of the models is inherently better than
the other. Both models perform better than the other only on certain tasks. However,
the GRU requires less memory than the LSTM in general.

3.3 Unsupervised Learning

As mentioned in Sec. 3.1, unsupervised learning algorithms operate by analyzing datasets
and by extracting valuable properties from the underlying structure of the data. They
aim to discover underlying concepts or clusters of the data which makes them suitable for
density estimation, denoising, and clustering of data points. In the following the most
used unsupervised learning algorithm called k-means will be explained as well as a more
advanced algorithm aiming for a more accurate clustering of the data, i.e., density-based
spatial clustering of applications with noise (DBSCAN).

k-Means

The k-means clustering algorithm is used for grouping data points into distinct clusters
by minimizing the within-cluster sum of squares, i.e., the squared Euclidean distance (see
Eq. (3.1)) [91]. By setting the number k of clusters to find in the dataset, the algorithm
iteratively assigns data points to a centroid based on the assigned distance metric. The
process of assigning data points to clusters and updating the centroids is repeated until
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cluster core object border object

Figure 3.5: Visual example of DBSCAN objects.

the predefined number of clusters is reached [91]. One downside of using k-means is that
prior knowledge of the domain is needed so that k can be chosen properly. However,
k-means is widely used, especially for customer segmentation and image compression.
More information on the algorithm can be found in [91].

DBSCAN

Unlike k-means, DBSCAN does not require specifying the number of clusters in advance
of the training for the clustering of data. The algorithm defines clusters as dense regions
of data points separated by regions of lower density [117]. By this, DBSCAN is able to
find clusters of similar points from the input data. It assigns different labels to the data
which include [118]

• core objects, i.e., data points with a sufficient number of neighboring points with a
specified distance,

• border objects, i.e., points with less neighboring points than core objects but within
the specified distance, and

• noise points, which are points that have not enough neighboring points and are not
within the neighborhood radius of any core point.

A visual example is depicted in Fig. 3.5. Like k-means, the algorithm is of iterative
manner. It starts by randomly selecting a data point and expanding the neighborhood
radius in order to find all, so-called, reachable points within the specified distance. At the
end of the iterations, the algorithm is able to find clusters with different densities and
arbitrary shape, while for example k-means is restricted to spherical shapes [91, 118]. By
setting the distance for neighboring points and the minimum number of neighboring points
of a core object, DBSCAN is tuned for specific tasks. However, DBSCAN is complex on
a large number of input data because of its iterative behavior. Furthermore, it is hard to
be tuned properly, because, like k-means, a rudimentary knowledge of the input data is
required for proper setting of the distance and the minimum number of points.
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3.4 Advanced Machine Learning Algorithms

The supervised and unsupervised learning algorithms from the previous sections are
limited when it comes to certain tasks, like dimensionality reduction, anomaly detection,
and generation of new samples. In recent years, popular advanced ML algorithms have
emerged to conquer the mentioned tasks. The presented algorithms in the following are
basically architectures containing ANNs, which are then trained and connected in special
ways.

3.4.1 Variational Autoencoder

Autoencoders (AEs) are a type of ANN architecture comprising an encoder E : X → Z

and a decoder network D : Z → X, where Z ∈ Rn, n ∈ N+. These are jointly trained to
reconstruct unlabeled data X ∈ Rm. By selecting a lower dimension n < m, represented
by the multivariate latent vector z = E(x) with x ∈ X, the encoder E learns to encode
the input data X in a way that enables reconstruction with the decoder x̂ = D(z), where
z ∈ Z. Trained AEs enable applications such as dimensionality reduction by using z

instead of x in the following algorithms, denoising by utilizing x̂, and anomaly detection
by measuring the discrepancy between x and x̂.

Kingma and Welling [119] introduced variational autoencoders (VAEs) as an extension
of AEs. VAEs share a similar architecture with AEs, but have a key difference in their
objective. Instead of directly reconstructing the data, VAEs aim to learn the distribution
of the data using a prior distribution pθ parameterized by θ. The latent vector z is typically
assumed to follow a multivariate Gaussian distribution. This Gaussian assumption enables
additional capabilities beyond conventional AEs, such as data generation by decoding
samples drawn from a Gaussian distribution using the probabilistic decoder. Typically,
VAEs demonstrate better generalization due to the fact, that encoded samples are not
reconstructed directly, but parameterize the distribution from which the input of the
decoder is drawn. As the true posterior pθ(z|x) is often intractable, it is approximated
by a function qϕ(z|x) ≈ pθ(z|x) parameterized by the probabilistic encoder Eϕ(x). The
multivariate latent vector is calculated as follows:

z = µ + σ ⊙ ϵ (3.12)

where µ represents the mean value, σ is the standard deviation, and ϵ is a sample drawn
from a normal distribution with a mean value of 0 and a standard deviation of 1. The
basic structure of a VAE is illustrated in Fig. 3.6. During training, the goal is to find
optimal parameters θ and ϕ that minimize the reconstruction error at the decoder output
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E D
.
+

Encoder Decoder

Figure 3.6: Basic structure of a VAE; x: input vector, z: multivariate latent vector, x̂: re-
constructed input vector; µ: mean value, σ: standard deviation, and ε: sample drawn from
multivariate normal distribution.

while preserving the Gaussian probability distribution in the latent space. In general, by
utilizing a well-trained AE’s encoder, the input dimension m can be effectively reduced
to n (n < m) with minimal information loss. Thus, the latent space represents a set of
meaningful features for describing the input data, which reduces the need for manual
feature selection in other machine learning algorithms. AEs are called semi-supervised
learning algorithms, especially for anomaly detection, because they can be trained on
normal data and can reliably react to anomaly data due to the reconstructive training.

3.4.2 Generative Adversarial Network

Generative adversarial networks (GANs) have emerged as a powerful tool for generating
realistic and high-quality synthetic data in various domains, including computer vision
and natural language processing. GANs, introduced by Goodfellow et al. in 2014 [120],
consist of two neural networks: a generator and a discriminator, which compete against
each other in a "zero sum game" [120]. A "zero-sum game" is a situation in game theory
where one participant’s gain or loss is exactly balanced by the losses or gains of other
participants. In other words, the total gains and losses within the system sum to zero [90].

The basic structure of a GAN is depicted in Fig. 3.7. The generator network aims
to produce synthetic data samples that resemble the real data distribution, while the
discriminator network strives to differentiate between the real and fake samples. Dur-
ing training, the generator produces synthetic samples, and the discriminator provides
feedback by labeling each sample. The two networks are trained simultaneously in an
adversarial manner, with the goal of improving the generator in its ability to deceive the
discriminator, and the discriminator being trained to accurately discriminate between
real and fake samples.

By leveraging this adversarial training process, GANs have been successful in producing
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Figure 3.7: Basic structure of a GAN; L: latent space.

images indistinguishable from real photos by humans [121], synthesizing natural language
and generating music. However, GANs are prone to training instability. The hyperparme-
ters of the networks have to be chosen carefully since GANs suffer from convergence
oscillations and vanishing gradients [122]. Achieving a balance between the generator and
discriminator networks during training can be challenging, leading to suboptimal results
or failed convergence.

3.5 Performance Metrics

Evaluating the performance of a trained ML algorithm requires metrics that are suitable
for the task, meaning either regression or classification metrics. There are many different
performance metrics. The following section focuses on the metrics, which are used in this
work for evaluating the performance of the proposed ML frameworks.

3.5.1 Regression Metrics

Regression models aim to approximate a mapping function from input variables to a
continuous output variable. Thus, the output variable is a scalar, which can be, for
example, amounts or sizes. The results of a regression task can be evaluated regarding
their deviation to the expected or real values.

A common metric for evaluating the absolute deviation of a regression task is the mean
absolute error (MAE). The MAE is calculated as

MAE =
∑n

i=1 |yi − xi|
n

, (3.13)

where n is the number of samples, yi is the prediction, xi is the true value, and |yi − xi|,

60



3.5. Performance Metrics

thus, is the absolute error of the ith sample.

Another common metric for the quality of an estimator is the MSE. It is derived from
the square of the Euclidean distance. If yi gives the predictions of the estimator, then
the MSE is given by

MSE =
∑n

i=1(yi − xi)2

n
. (3.14)

It can be seen that this error measure decreases to 0 when yi = xi. Also, the error increases
when the Euclidean distance ||.|| between the predictions and the target increases as
shown by [90]

MSE = 1
n

||yi − xi||2. (3.15)

While the MAE is a metric in the same scale as the input data, the R2-score, also known
as the coefficient of determination, is a more intuitive performance metric with its output
being between 0 and 1, where a score of 1 is indicating a perfect prediction [123]. The
R2-score is defined as

R2(y, x) = 1 −
∑n

i=1(xi − yi)2∑n
i=1(xi − y)2 , (3.16)

where y = 1
n

∑n
i=1 yi is the mean over all predictions. It provides an indication of how

well unseen samples are likely to be predicted accurately by the model.

3.5.2 Classification Metrics

For a classification task, the classifier distinguishes between two classes, i.e., a binary
classification. The result can be either "true" or "false".
Decisions from the classifier lead to

• true positives (TPs), i.e., the number of samples classified as "true" while being
labeled "true",

• true negatives (TNs), i.e., the number of samples classified as "false" while being
labeled "false",

• false positives (FPs), i.e., the number of samples classified as "true" while being
labeled "false", and

• false negatives (FNs), i.e., the number of samples classified as "false" while being
labeled "true".
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The overall effectiveness of a classifier can be evaluated using different metrics arising
from the numbers of TP, TN, FP and FN [124]:

• Accuracy is the percentage of correct predictions:

A = TP + TN
TP + FN + FP + TN . (3.17)

• Precision is the percentage of positive predictions that are actually positive:

P = TP
TP + FP . (3.18)

• Recall is the percentage of actual positives that are predicted positive:

R = TP
TP + FN . (3.19)

• F1-score is the harmonic mean of the precision and recall defined as:

F1 = 2TP + TN
2TP + FN + FP . (3.20)

Especially the F1-score is of high interest, because it provides one concise metric that
summarizes the model’s performance, even for multi-class scenarios. Furthermore, in
situations where the classes are imbalanced (i.e., one class significantly outnumbers the
other), which might be the case for soft-failure management tasks, accuracy alone might
not be a suitable metric. The F1-score is robust in such cases because it accounts for
both false positives and false negatives through incorporating recall and precision, making
it suitable for evaluating model performance in imbalanced classification tasks. Class
imbalance is mostly present in failure datasets, since more normal data can be retrieved
than faulty data.

3.6 Complexity Analysis

The complexity of ML algorithms is crucial for their implementation in the field. The
higher the complexity, the more operations of the processing unit have to be performed
in order to use the algorithm. This means a higher power draw or a high performance
processing unit has to be used.

The computational efficiency of an algorithm is typically measured by considering the
number of basic operations it executes in relation to the length of its input [125]. This
measurement is captured by a function, denoted as T , which maps natural numbers N to
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Figure 3.8: Schematic view of number of operations for different big-O complexity orders.

themselves. Specifically, T (n) represents the maximum number of basic operations that
the algorithm performs when given inputs of length n [126]. However, it is important
to note that the definition of a basic operation can significantly influence the efficiency
function T . To overcome this dependency, the so-called "big-O" notation is used in the
literature. In [126], the big-O notation is defined as follows: If f and g are two functions
from N to N, then f = O(g) if there exists a constant c such that f(n) ≤ c · g(n) for
every sufficiently large n. Often f(n) = O(g(n)) is used as the nomenclature for this
relationship. Typical big-O functions and their complexity are depicted in Fig. 3.8. It
has to be noted, that for ML, the time complexity regarding training and prediction is
relevant as well as the auxiliary space, i.e., the temporary space used by the algorithm
during the runtime [127]. With this in mind, Table 3.1 is derived for n being the number
of training samples or rows in a dataset, m is the number of features or columns in a
dataset, i denotes the number of iterations, nsv is the number of support vectors, d the
depth and p the number of nodes in a tree. Regarding clustering algorithms k represents
the number of clusters. In FF-NNs the complexity is hard to determine, since it is
depending on the overall structure, however, there are some complexities regarding the
number of epochs e and the average number of weights per neuron w which are included
in the table.

Table 3.1: Big-O computational and space complexities of ML algorithms (adapted from [127]).
Algorithm Training Prediction Auxiliary space

Decision Tree nlog(n)d d p
Random Forest nlog(n)dntree dntree pntree

k-NN 1 nm nm
SVM n2m + n3 mnsv nsv

FF-NN enmw m w
k-means nmki mk nm + km

DBSCAN nlog(n) mn n
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Chapter 4

Quality of Transmission Estimation

Utilizing ML techniques for QoT estimation is highly valued within the scientific com-
munity. The applications for QoT estimation are diverse, such as optimizing links and
networks by reducing margins and allocating resources based on knowledge of link behav-
ior in a network.

ML techniques for QoT estimation have been shown to be effective in so-called "brownfield"
networks, where data can be collected directly from the field to train models. Typical
scenarios for "brownfield" networks include capacity upgrades by adapting modulation
formats or symbol rates [4]. In such networks the retrieval of monitoring data, which
enables accurate ML models, is difficult, especially for dense WDM systems. Hence, the
usage of OSAs as OPM devices for the use-case of QoT estimation by using the optical
spectrum is presented in this chapter.

In contrast to "brownfield" networks, field data is not available in so-called "greenfield"
networks. Hence, ML models must be trained on simulated or experimental data. The
adaptation from simulated trained data to real-world scenarios is difficult, which means
these ML models need to show a high generalization capability. Using experimental data
for ML model training can lead to better performance in the field, however, those models
are also needed to generalize well. The presented ML model in this chapter can also be
applied in a "greenfield" scenario, since simulation data is easily available and ML shows
computational speed advantages over other approaches like the GN-model.

First, the benefit of using spectral input features for QoT estimation in "brownfield" net-
works is shown using simulations. Afterwards, the ML-based QoT estimation framework
is experimentally validated and compared to other ML algorithms in order to investigate
their generalization capabilities by training on simulation data and testing on experimental
data. The robustness of the framework is then been looked at by stochastic variation of
the input features. The chapter is finished with an investigation of impact of the OSA
resolution on the QoT estimation accuracy.
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Table 4.1: Varied uncertain simulation parameters.
Parameter Symbol Mean Value Standard Deviation

Span lengths LS 80 km 5 km
EDFA output

power PE PL 0.5 dBm

EDFA noise
figure NF 5 dB 0.5 dB

Attenuation α 0.2 dB/km 0.02 dB/km
Dispersion D 17 ps/(nm·km) 0.2 ps/(nm·km)
Nonlinear
coefficient γ 1.295 (W·km)−1 0.05 (W·km)−1

4.1 Exact Component Parameter Agnostic Scenarios

Multi-vendor optical networks make accurate QoT estimation a non-trivial task, as exact
equipment parameters are often considered confidential or are not exactly known. As
a result, such a multi-vendor network can be considered a so-called "exact component
parameter agnostic" network scenario. In addition to the unknown component parameters,
parameter uncertainties and fiber nonlinearities further increase the complexity of the
QoT estimation task [5]. For such scenarios, analytical solutions for the QoT estimation
are more difficult [26]. The nonlinearities distort the channels and lead to inter-symbol
and inter-channel interference. The signal quality, as represented by different QoT metrics
like SNR, BER or GOSNR, depends not only on the linear ASE noise from the EDFAs
in the network, but also on the signal power, the power of the individual channels, and
the channel spacing. Uncertain parameters in a deployed network ("brownfield") include
fiber specifications, EDFA gain and noise figure, and transponder penalties [4, 20]. To
simulate those uncertainties, the parameters are calculated using a heuristic approach
with a certain mean and standard deviation based on realistic assumptions and margins
as shown in Tab. 4.1.

4.2 Framework Structure

For precise QoT estimation, choosing an appropriate ML algorithm is crucial, particularly
as optical networks become increasingly intricate. The primary challenge arises from the
varied nature of data obtained from links. Every link can be depicted as a sequence of
intermediate nodes, with each node signifying a spectrum captured through OSAs. The
analysis will consider the length of spans between the current and previous nodes, total
power within the spectrum, and channel powers. It is important to note that the number
of intermediate nodes present in each link has an impact on the size of input features.
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Consequently, conventional ML algorithms designed for a fixed number of features may
not be practical.

Because each link is interpreted as a series of values, this series can be processed by a
RNN, such as an LSTM or GRU, which solves the problem of varying input sizes of the
input features. By leveraging the inherent sequential dependencies within the data, RNNs
can effectively model the varying sizes of input features.

The QoT estimation framework is depicted in Fig. 4.1. It can be seen that it consists of
LSTM and FF-NN layers. Selecting the optimal size for the LSTM layers is crucial for
achieving both accuracy and computational efficiency. Our previous investigations have
highlighted the need to find the right balance between model size and accuracy, finding
that increasing the size of the layers does not guarantee a significant improvement in
performance.

During this work, an LSTM-based solution was compared to a GRU-based approach. The
results showed that the LSTM exhibited superior estimation accuracy when compared to
the GRU approach. After a grid search over the layer sizes, the best configuration for the
QoT estimation framework comprised LSTM recurrent layers with sizes of 24 and 12.

Additionally, to facilitate the learning process, a VAE is employed to extract a compact
and informative representation of the data. The VAE is composed out of an encoder
with an input layer with a size equal to the 10,000 points of the spectrum, followed
by a fully-connected layer with 100 neurons, a batch normalization layer and another
fully-connected layer with an output size of 12, i.e., the latent space size. The decoder is
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Figure 4.1: QoT estimation framework with the used layer types of LSTM and FF-NN layers [21].
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Figure 4.2: QoT estimation framework extension with the spectrum pre-processed by a VAE [21].

built to reverse the functions of the encoder.

The extended framework is depicted in Fig. 4.2. It can be seen that the latent space of
the VAE replaces the spectral input features from the framework before. This means that
each spectrum is now represented by the latent space.

4.3 Simulative Investigation

The following section covers the underlying simulation setup and the approach of vary-
ing parameters per run to simulate agnostic network scenarios according to Tab. 4.1.
Afterwards, the developed QoT estimation framework will be compared to other ML
approaches to show the benefits of using spectral information as input features. Different
ML algorithms for QoT estimation are evaluated for their performance on the COST266
European network topology [128] which is shown in Fig. 4.3 in order to evaluate their
application in a real network topology. The network is simulated using the varying
component parameters from Tab. 4.1, for the different configurations from Tab. 4.2. The
presented content is based on our research published in [20–22].

4.3.1 Simulation Setup

The simulations are done using the MATLAB-based simulation tool "Move-It" [129]. A
high-level model of the simulation setup is depicted in Fig. 4.4. The setup is used for
generating data for ML algorithm training in order to estimate the QoT and is built to
mirror the experimental setup from Section 4.4.1.

Up to 9 channels are transmitted over a coherent DP-WDM link with fixed channel
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Figure 4.3: COST266 European network topology; adapted from [128].

spacing and equal launch powers per channel. The different links with up to 15 spans are
analyzed for the configurations of parameters summarized in Table 4.2. As mentioned
before, uncertainties of transmission parameters are for example considered in the span
lengths by randomly choosing a length with a mean of 80 km and a standard deviation σ

of 5 km. The varied, uncertain parameters are summarized in Table 4.1. Therefore, the
parameters are different for each span according to the random distribution.

The nonlinearities for the propagation of the signal through the fiber are calculated using
the SSFM with a randomly chosen number of wave plates for the PMD calculation ranging
between 50 and 200 per span and a PMD coefficient of 0.03 ps/km1/2. The maximum
nonlinear rotation angle in the nonlinear step is φrot,max = 0.05◦ and the step-size of
the SSFM is chosen accordingly. The usage of the SSFM ensures exact modeling of the
transmission and gives the opportunity to extract the spectrum which would not be

Transmitter        M
U

X

EDFA

SSMF

Transmitter        

Transmitter        

OSA

DB SpectrumTransmission Parameters

Receiver         

BER, GOSNR, Q-Factor

Figure 4.4: Simulation setup with a central database (DB) containing the obtained feature
vectors; transmission parameters include modulation format, launch power, channel spacing,
symbol rate, total link length, lengths between start, intermediate, and end node [20, 21].
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Table 4.2: Simulation parameters.
Parameter Symbol Value

Modulation format MF
DP-QPSK,
DP-8-QAM,
DP-16-QAM

Symbol rate b 32, 64, 69 Gbaud
Channel spacing ∆f 37.5, 100 GHz
Launch power PL -3 to 3 dBm

Center wavelength λc 1550 nm
Number of spans NS 1 to 15
OSA resolution ROSA 13 pm

Channel assignment Neighboring pairs to COI
SSFM waveplates 50 to 200 (random)

SSFM
max. nonlinear
rotation angle

φrot,max 0.05◦

possible with other (faster) simulation methods.

To simulate more complex transmission scenarios, the number of spans is increased with
every iteration step of the simulation, i.e., one span is added for every step to a total of 15
spans. Every link can be interpreted in a different way: For example, if the link contains 4
spans, we represent a set of links with 0, 1, 2, and 3 intermediate nodes and their various
possible distance variations for the distances to and from the intermediate node. This
means, that there are 2Ni different combinations for each link with Ni intermediate nodes
considered [20].

At the receiver side, the BER, Q-factor, and GOSNR are calculated and stored in a
database. The number of channels transmitted over the fiber varies from 1 to 9, with
only neighboring pairs to the center channel are added or dropped. Additionally, the
simulation considers different scenarios for adding and dropping channels at intermediate
nodes. Up to four neighboring pairs are removed from all intermediate nodes in the
centered channel configuration. However, in the add scenario, these channels are added
to configurations that have free slots for the channels. Including only neighboring pairs
ensures worst-case scenarios while minimizing simulation effort. Additionally, a maximum
of Ni = 5 intermediate nodes are assumed to be present in a link.

4.3.2 Simulation Results

The simulation setup from the previous section is used to obtain a dataset based on
the interpreted links. It is utilized to train the QoT estimation frameworks depicted in
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Table 4.3: QoT estimation results for different ML algorithms.
ML Algorithm R2-score MAE
Regression Tree 0.814 1.93 dB

Support Vector Regressor 0.881 0.76 dB
FF-NN 0.879 0.81 dB

LSTM-FF-NN-hybrid 0.959 0.18 dB
VAE-LSTM-FF-NN-hybrid 0.996 0.16 dB

Fig. 4.1 and Fig. 4.2. To ensure the effectiveness of the training, the dataset is split
into 60% for training, 20% for validation, and 20% for testing purposes. The models
undergo training for 800 epochs utilizing the Adam optimizer [94], which is a widely-used
stochastic gradient descent algorithm for optimization.

In the following, various ML algorithms are compared for their QoT estimation perfor-
mance on the COST266 European network topology with the specified 378 transmission
links to show their performance in an optical network with agnostic component parameters.
Since conventional ML algorithms cannot handle series of values, those are only using the
transmission-based features (red inputs in Fig. 4.1). The compared algorithms include
a regression tree, a support vector regressor, which is an SVM designed for regression
tasks, the QoT estimation framework without the LSTM branch, the QoT estimation
framework itself, and the extension of the framework with the pre-processed spectrum
from the VAE. The overall performance is summarized in Tab. 4.3.

Overall the estimation performance is high with R2-scores above 0.8 across all investigated
ML algorithms. The regression tree shows the lowest performance followed by the FF-NN
using only the transmission-based features. The support vector regressor achieves slightly
better performance. Including the spectral features to the inputs for the developed
framework, the estimation gets more accurate shown by R2-scores above 0.95 and low
MAEs under 0.2 dB.

For regression tasks it is common to use so called "actual versus predicted" plots as
visualization. For this purpose, the actual values of the QoT metric are plotted against
the values predicted by the ML algorithm. A baseline, which represents the actual values,
serves as a reference. To show the impact of including spectral features in QoT estimation
tasks, for each neural network-based estimator, i.e., the FF-NN, LSTM-FF-NN-hybrid,
and the VAE-LSTM-FF-NN-hybrid, such a plot is generated and depicted in Fig. 4.5.
The predictions are represented by the blue crosses, whereas the actual values are depicted
by the red baseline. Thus, the nearer the prediction is to the baseline, the more accurate
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Figure 4.5: Actual versus predicted GOSNR for the proposed framework with (a) no spectral
features [20], (b) with spectral features [20], (c) and with spectral features extracted by a VAE [22].

the estimation.

It can be seen that the usage of no spectral features (Fig. 4.5a) leads to a wide spread
of the predictions. This mirrors the R2-score of 0.879 as well as the MAE of 0.81 dB. If
the spectral features are included, the number of outliers is reduced and the predictions
move near the baseline. The LSTM-FF-NN-hybrid shows an R2-score of 0.959 and a low
MAE of 0.18 dB (Fig. 4.5b). When the VAE is used to extract valuable features from
the spectrum, the estimation errors can be even more reduced to an MAE of 0.16 dB and
an R2-score of 0.996, which is also represented by the low deviation of the predictions
from the baseline (Fig. 4.5c).

The usage of spectral features increases the QoT estimation performance by up to 0.65
dB to a mean deviation of only 0.16 dB. Such a low deviation is well suited for margin
optimization in "brownfield" networks.
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Figure 4.6: Experimental transmission setup with a) a straight line and b) a recirculating
loop. PRMS: pseudo-random multilevel sequence, DAC: digital-to-analogue converter, ASE:
amplified-spontaneous emission, WSS: wavelength selective switch, EDFA: Erbium-doped fiber
amplifier, PS: polarization scrambler, EDC: electrical dispersion compensation, SOP: state of
polarization, CFO: carrier frequency offset, PNC: phase-noise compensation [23].

4.4 Experimental Validation

Simulations can often explore a wider variety of complex network structures compared
to experiments and can also assist in selecting the most appropriate ML algorithms and
data sets. Nevertheless, experimental data is critical for authenticating ML algorithms
and their usage in practical situations to guarantee seamless function within deployed
networks. Experimental data can be used to approximate real-world conditions in optical
transmission and to potentially train ML algorithms.

This section aims to validate the proposed LSTM-based QoT estimator experimentally
and to show its high generalization capability by training it on simulation data and
testing it on experimental data. This enables the algorithm to be trained before the
deployment in a real network. By exploiting the high generalization capability of the ML
algorithm, the QoT estimation gets more accurate and faster in "brownfield" networks and
component parameter agnostic networks compared to other QoT estimation approaches
like the GN-model. Also, the high generalization capability enables the usage of the
framework in a "greenfield" network where not monitoring data from the field is available.

To generate experimental data, the experimental setup with the recirculating loop ex-
plained in Section 4.4.1 is used. The experimental investigations presented in this section
have been published in [21, 23, 77, 130].
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Figure 4.7: Dataframe structure for the DSP; TS: training symbols; CAZAC: constant amplitude
zero auto-correlation; SOP: state of polarization; W-H: Walsh-Hadamard matrix; sync: frame
synchronization; PRMS: pseudo-random multilevel sequence; EQ: equalizer; adapted from [33].

4.4.1 Experimental Setup

The experimental setup of the used coherent DP-WDM system is depicted as a high-level
black-box model in Fig. 4.6. The primary purpose of this setup is to generate experimental
data for this work and to evaluate the possibilities of using ML algorithms in optical
communication systems.

To create the channel of interest (COI), a pseudo-random multilevel sequence (PRMS)
with a length of 217 − 1 is generated. This sequence is then mapped to DP-QPSK,
DP-8-QAM, or DP-16-QAM symbols, and training symbols are added. The dataframe
structure can be seen in Fig. 4.7. In total, 2304 training symbols are sent before the
data payload. The preamble consists of a CAZAC sequence with 192 symbols for signal
synchronization purposes, 64 symbols for estimating the Walsh-Hadamard matrix for a
SOP de-rotation [33] and 2048 4-QAM symbols for channel estimation for equalization.

Before transmission, pre-distortion techniques are applied to account for the characteristics
of electrical amplifiers and the AWG. The signal is further shaped using a root-raised
cosine filter with a roll-off factor αRRC of 0.2. The digital signal is converted to analog
using an AWG operating at 88 GSa/s, with an effective number of bits (ENOB) of 5.5.
The COI is generated by an external laser operating at 1550.004 nm, coupled with a DP-IQ
modulator which is driven by the DAC via four driver amplifiers. In addition to the COI,
other WDM channels (loaders) are generated using a programmable wavelength-shaping
filter (II-VI WS4000A) with an ASE noise source as input. The wavelength-shaping filter
ensures alignment of the channels’ spacing and equalization of all channels at the output.
This technique is called bandwidth loading as described in Section 2.6.1. This offers some
advantages over traditional channel generation. It reduces complexity on the transmitter
side, requiring only one modulator, one laser, and one DAC. Moreover, the bandwidth
loaded signal characteristics closely resemble those of a conventional WDM signal [83].

The COI and loaders are combined using a 3 dB-coupler before undergoing amplification
through an EDFA. Depending on the experimental configuration, the amplified signal is
either transmitted over three spans of 88.4 km SSMF with an EDFA per span or through
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Figure 4.8: Exemplary illustration of the GOSNR back-trace procedure for an experimental
measurement of a WDM signal with five, 37.5 GHz spaced channels with 1 dBm launch power
per channel and a QPSK modulated COI [77].

a recirculating loop. The overall functionality of a recirculating loop is described in
more detail in Section 2.6.2. The loop consists of a waveshaper as a gain-flattening filter,
followed by three spans and a polarization scrambler that randomizes the polarization
shift effects from the fibers to emulate random fibers. An additional EDFA is used for
further signal amplification, ensuring sufficient signal power for downstream processing.
After amplification, the COI is filtered and detected using a coherent receiver.

The received signal may suffer from impairments, primarily due to noise and nonlinearities.
To compensate for these impairments, various techniques are employed, including IQ-skew
and IQ-imbalance compensation from the transmitter and receiver, as well as laser phase
noise compensation from both ends. Additionally, chromatic dispersion, PMD, rotation
of the SOP, and carrier frequency offset are also compensated by offline receiver DSP.
Here, standard algorithms for coherent dual-polarization WDM systems are used [21]
which are explained in more detail in Section 2.3.3.

The computation of the GOSNR involves using pre-measured lookup tables that establish
the relationship between OSNR and Q-factor for specific configurations. Those lookup
tables are obtained using the back-trace method. An example for this technique is
depicted in Fig. 4.8. Through the definition of the GOSNR in Eq. (2.52) follows, that
the GOSNR is defined as the OSNR in the B2B case which achieves the same BER as
over the transmission. Thus, the GOSNR is always smaller than the measured OSNR of
the distorted signal.

To obtain the optical spectrum an OSA with an optical resolution of 10 pm is used before
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the extraction filter. The spectrum, other performance metrics and the transmission
configuration are stored in a database for further use, for example, in the ML algorithms.
The explained experimental setup enables to investigate and evaluate the performance
of a coherent dual-polarization WDM system under realistic conditions. Through the
recirculating loop, arbitrary transmission distances can be emulated in the lab.

The performance of the experimental setup is summarized in Fig. 4.9 as box plots over
transmission distances. The minimum and maximum values of the metrics for each
modulation format are shown by the whiskers, while the values in the range between the
first and third quartiles are shown by the boxes. The median is shown by the horizontal
line within the boxes.

Figure 4.9a shows the Q-factor distribution over length in the obtained dataset. The
dataset includes different modulation formats, number of channels, and launch powers
per channel. As expected, the lower-order modulation formats have higher Q-factors
than the higher-order modulation formats. Additionally, the Q-factor decreases for higher
lengths. It is important to note that the hard decision FEC limit is always surpassed for
QPSK for any length. For 8-QAM, only the median for 265.2 km and 530.4 km are above
the HD-FEC limit, while for 16-QAM it is not reached for any length. This is mainly
due to non-optimal precompensation of the electrical amplifiers and amplifier noise after
the ADC, as well as shot noise and thermal noise of the coherent receiver. However,
in an optical long-haul transmission system, strong FEC algorithms are used anyways.
Therefore, the soft decision FEC limit (15% overhead) is added to the graph [75]. It can
be seen that for 8-QAM, the maximum reach is increased to over 1326.0 km, while for
16-QAM, over 795.6 km transmission reach can be achieved.

The experimentally obtained Q-factors are then used to back-trace to a Q-factor graph of
a B2B configuration to obtain the GOSNR as described before. The GOSNR distribution
over length is depicted in Fig. 4.9b. In general, it can be observed that the curves
characterized by the medians decrease with higher transmission length getting more flat
at high distances, as expected. This is because the curves of the Q-factor over the OSNR
become steep below a certain low OSNR value. A similar behavior could also be observed
at high OSNR values, since the Q-factor-OSNR curve is almost flat there. Furthermore,
it is noticeable that the modulation formats QPSK and 16-QAM have smaller boxes than
8-QAM, and generally the medians of the 8-QAM values are below those of 16-QAM.
This is due to the fact that 8-QAM is more prone to nonlinearities from multi-channel
transmissions, reasoned by the non-equal symbol distances.
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Figure 4.9: Measurements of (a) Q-factor distribution over length; SD-FEC limit for 15%
overhead according to OpenROADM specifications [75]; (b) GOSNR distribution over length for
QPSK, 8-QAM and 16-QAM; HD-FEC: hard decision forward-error-correction; SD-FEC: soft
decision forward-error-correction [21].

For generating an experimental dataset, the configurations from Tab. 4.4 are swept.
The obtained dataset is then used for the experimental validation of the proposed QoT
estimation approach.

4.4.2 Machine Learning Algorithm Comparison

Precise QoT estimation enables margin reduction in deployed networks which increases
the spectral efficiency and the overall throughput of the network. ML algorithms offer
the advantage of being fast once trained correctly. However, ML algorithms need a large
amount of training data which is not available in the field due to insufficient physical layer
monitoring. Due to this, the application of an ML algorithm is desired which achieves a

Table 4.4: Experimental system parameters for QoT estimation.
Parameter Symbol Value

Modulation format MF
DP-QPSK,
DP-8-QAM,
DP-16-QAM

Symbol rate b 32 Gbaud
Channel spacing ∆f 37.5 GHz

Number of channels NCh 1, 3, 5
Launch power PL -3, -2, -1, 0 dBm

Center wavelength λc 1550.004 nm
Loop length LLoop 265.2 km

Loop iterations NLoop 1 to 6
OSA resolution ROSA 10, 20, 50, 100, 200, 500 pm

OSA points NOSA 501
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high estimation accuracy on experimental data while only trained on simulation data.
Simulation data can be obtained before the deployment of the algorithm even with varying
component parameters to ensure proper functionality in such a component parameter
agnostic networking scenario.

To investigate the application of different ML algorithms for such tasks, the performance
of several non-recurrent ML algorithms is compared based on QoT estimation in the
measure of GOSNR for experimental data, while training the algorithms with simulated
data. Additionally, a comparison of these algorithms to the developed recurrent struc-
tures that include manually and automatically selected features from the spectrum is done.

The comparison of non-spectral algorithms includes the following estimators:

• An FF-NN with 2 hidden layers and 40 neurons per layer,

• a support vector regressor (SVR) with an RBF kernel,

• a decision tree regressor (DTR),

• an XGradientBoost (XGB) regressor, and

• an LSTM-based framework without spectral features.

Additionally, algorithms using spectral features were compared including

• a one-dimensional CNN,

• an LSTM-based framework, and

• an LSTM-based framework with feature extraction by a VAE.

All algorithms are trained on simulation data and evaluated on the experimental dataset.
The hyperparameters of non-spectral estimators are optimized using a grid search with
250 configurations.

The choice of the one-dimensional CNN was due to varying spectral data input sizes based
on the number of intermediate nodes in the network topology. The LSTM structures are
built following the description in Section 4.2.

The results of the comparison are depicted in Fig. 4.10. Among the non-spectral al-
gorithms, the R2-scores are generally low, showing scores below 0.5. However, ML
solutions based on neural networks perform relatively better, with R2-scores above 0.5.
The tree structures (DTR and XGB) perform the worst, followed by the SVR. The
simple FF-NN achieved the highest R2-score among non-recursive ML algorithms, reach-
ing 0.51137. This indicates that the algorithms cannot compensate for the discrepancy
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Figure 4.10: Estimation performance of the QoT estimators regarding (a) R2-score (higher is
better) and (b) MAE (lower is better).

between simulation and experimental data, which may result in poor generalization ability.

The framework without spectral features achieved a higher R2-score of 0.71563. This
improvement was attributed to the recursive structures and the inclusion of individual
lengths between nodes.

However, algorithms that incorporated spectral features outperformed the algorithms
using non-spectral features significantly. The CNN achieved an R2-score of 0.8238, while
the LSTM framework achieved R2-scores of 0.8964 (with manually selected features) and
an even better score of 0.94826 with features extracted by the VAE.

The MAE followed a similar performance order, reinforcing the findings that spectral
information usage is beneficial for QoT estimation.

Overall, the LSTM framework without spectral feature inputs showed proficiency in
learning the dependency between lengths and nonlinearities, while the inclusion of spec-
tral features in the LSTM framework improved the GOSNR estimation further. The
experimental results show the advantages of using spectral features for QoT estimation
in optical networks. Furthermore, it shows the generalization capability of the LSTM
framework because the framework shows very good performance on experimental data
while being trained on simulation data only.

If it is assumed that monitoring data is available in the field, the accuracy of the regression
is even more increased. In such a scenario the QoT estimation framework is trained on ex-
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Figure 4.11: Actual versus predicted GOSNR for the VAE-based LSTM framework trained and
tested on experimental data.

perimental data only and the prediction performance is significantly improved. The dataset
is split into 60% training data, 20% validation data, and 20% test data. After training, the
QoT estimator is tested on the test data. The results of the prediction are shown in Fig.
4.11. It shows that the predicted values are very close to the actual values, with a small
deviation of only 0.145 dB. The R2-score of 0.9961 also indicates a high degree of accuracy.

The high density of GOSNR values in the range from 16 to 23 dB and between 25.5
and 28 dB is due to the different modulation formats used. The higher values arise
from the QPSK modulated samples, while the lower values are populated by the samples
modulated as 8-QAM and 16-QAM symbols.

In total, the experimental investigation of the QoT estimation framework showed, that
including spectral data in the information for the ML algorithm improves the accuracy of
the prediction. Also, the recurrent structure of the framework increases the generalization
capability of the QoT estimator.

4.4.3 Investigation of Generalization Capabilities

The generalization of an ML algorithm is not only shown by its performance on experi-
mental data while being trained on simulation data only. It can also be shown by varying
the input features of the algorithm and observing the variation of the output. By this
a more in-depth view of the dependency of the input features and the output of the al-
gorithm can be achieved. The results presented in this section have been published in [130].

In this section, it is shown how the LSTM-FF-NN-hybrid with manually selected features
responds to variations in its input features. This allows conclusions to be drawn about
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Figure 4.12: Impact of varying the input features with their standard deviations on the estimator
trained on spectral data and on the estimator trained without spectral data for DP-QPSK [130].

the generalizability and robustness of the framework. Such investigations are important
to provide an understanding of the importance of the component parameters and the
input parameters to enable deployment in a real-world scenario.

If an ML-based estimator possesses the ability to respond reliably to variations in input
features without significantly compromising accuracy on unseen datasets, it is considered
both generalizable and robust. To assess the effects of the QoT estimator, it becomes
crucial to identify the parameters that could potentially change when dealing with a
different dataset, particularly in scenarios where exact fiber lengths are unknown, as in
an agnostic network setup. In the following, the generalization capabilities of the LSTM-
FF-NN-hybrid are investigated, since the spectral features can be varied individually in
contrast to the VAE-based approach.

The parameters focused on for potential changes in the dataset are the total link length,
the length of each span, the total power, and the channel powers. These features may
vary, and to explore their impact, deliberate variations are introduced using Gaussian
distributed random processes with standard deviations equivalent to 10% of the assumed
accurate values. Whenever the total link length is altered, corresponding adjustments are
made to the span lengths. This procedure is repeated 1000 times for each parameter to
thoroughly investigate its specific influence on the GOSNR prediction.

Additionally, training of another estimator without incorporating the spectral features,
namely the total power and channel powers, is done for the purpose of comparison.

Figure 4.12 displays the results of the generalization investigation. The size of the error
bars indicates the impact of different factors on estimating the GOSNR. Specifically, the
span lengths and the total link length have the largest impact, as indicated by their larger
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Figure 4.13: BER over length for 5 different scenarios; grey: distribution of BER in the
experimental dataset; blue: estimation of the QoT estimation on the dataset; green: 2% change in
the standard deviation of the dataset; yellow: 5% change in the standard deviation of the dataset;
red: 10% change in the standard deviation of the dataset [130].

error bars, followed by the channel powers derived from the spectrum. On the other hand,
small fluctuations in the total power, when adjusted for its standard deviation, lead to
only minor deviations in the estimator. This is because most of the information about
the total power is already included in the channel powers.

In the lower GOSNR regime (at 10 dB), the estimator’s robustness is slightly diminished
due to the dataset containing fewer high distance transmissions. However, despite this,
no significant outliers are visible in the graphs, showcasing the overall reliability of the
estimator.

Furthermore, when comparing the estimator trained without spectral features to the
spectral data-driven estimator, it becomes evident that the former experiences much
higher deviations when varying the span lengths. This observation underscores the
significantly enhanced robustness of our spectral data-driven estimator in comparison to
an estimator trained without spectral features.

Figure 4.13 shows an overview of the estimation process, displaying the reference data
alongside four scenarios. These scenarios consist of the experiment’s measured values,
the corresponding estimated values, and estimations derived from input features with
deviations of 2 %, 5 %, and 10 % of their standard deviation. The accuracy of the
estimation is represented by the size of the error bars, with smaller error bars indicating
more accurate estimates.

Changing the standard deviation for different transmission distances reveals another
observation: Changes in the standard deviation have a greater effect at shorter distances
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than at longer distances. This distinction is due to the inherent relationship between
BER and GOSNR, where lower GOSNR values cause a significant increase in BER. As
a result, modifications to the standard deviation have a more significant impact on the
estimation accuracy for shorter distances due to the heightened sensitivity of the system.

However, as the distance surpasses the 1000 km mark, the situation changes. Deviations
in both the experimental data and estimations become more substantial. This shift can
be attributed to the presence of lower GOSNR values in the experimental dataset at
these extended distances. These lower GOSNR values contribute to larger deviations in
both the experimental data and the estimations, making accurate estimation a greater
challenge under such conditions.

In summary, the investigation into generalization provides valuable insights regarding
how the estimation process behaves in different scenarios. It showcases the impact of
changes in input features at varying distances. Additionally, it is demonstrated that the
estimation performance is generally good, even with changes in the input features. This
is largely due to the fact that certain spectral features also incorporate the transmission
distance.

4.4.4 Performance Impact of OSA Resolution

In the previous sections, the benefit of using spectral features for QoT estimation has
been shown. However, a spectral-data driven QoT estimation framework is only enabled
by the availability of OSAs in the link. To investigate how the OSAs has to be chosen
in terms of resolution, the performance of the VAE-based QoT estimator is examined
with respect to OSA resolution. With this investigation potentially low-cost OSAs can
be chosen for deployment depending on the desired QoT estimation performance. The
results have been published in our work in [21].

The QoT estimator, utilizing spectral features extracted by a VAE, undergoes extensive
training with simulation data and is subsequently put to the test using experimental
datasets acquired at various OSA resolutions. In Fig. 4.14, a detailed evaluation of the
estimator’s performance, assessed by its R2-score and MAE, is presented.

The results demonstrate that the estimator can accurately estimate GOSNR values using
simulation data, and can generalize this ability to experimental datasets. This showcases
the effectiveness and robustness of the estimator’s training process.

Another finding emerges when examining the impact of the OSA resolution on the es-
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Figure 4.14: Impact of the OSA resolution on the estimation performance represented by (a)
R2-score and (b) MAE [21].

timator’s performance. Lower resolutions yield superior estimation performance. This
observation can be attributed to the fact that the estimator is trained using simulation
spectra that were generated with an OSA resolution of 13 pm. This allows the estimator
to better handle data at comparable or lower resolutions.

Figure 4.14 provides evidence of the estimator’s accuracy, demonstrating low error rates
even up to a resolution of 50 pm. Such a level of precision further supports the estima-
tor’s reliability and highlights its potential for practical application in real-world scenarios.

The developed QoT estimator can accurately estimate GOSNR using simulation data for
training and experimental datasets for testing. Additionally, the estimator’s performance
is enhanced at lower OSA resolutions, demonstrating its ability to provide accurate
estimates even at resolutions as low as 50 pm. If smaller deviations are acceptable, then
using lower-cost OSAs with lower resolution can lead to cost savings, particularly when
integrating spectrum analyzers into key nodes across the network.
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4.5 Summary

In this chapter, the performance of various ML algorithms for QoT estimation was
analyzed. The investigation includes scenarios where these algorithms are trained on
simulation data and then tested on experimental data. In addition, the investigation
extends to evaluating the impact of spectral data and recursive ML architectures on the
overall effectiveness of these estimators.

The group of machine learning algorithms being evaluated includes various techniques,
such as feed-forward neural networks, support vector regressors, multi-layer perceptrons,
and tree structures like XGradientBoost. Additionally, LSTM networks are also part of
this list. Two different training modes were examined for the use of LSTM: one trained
with spectral data and the other without. The spectral data includes either selected
features or features extracted automatically through a VAE.

The evaluation was based on experimental data obtained through a recirculating loop
setup that included various configurations such as 32 GBaud DP-QPSK, DP-8-QAM, and
DP-16-QAM, with up to 5 channels spaced at 37.5 GHz. The findings of this in-depth
investigation were conclusive showing that algorithms based on spectral features show
excellent performance on experimental data, even when trained on simulation data. This
is highlighted by achieving R2-scores exceeding 0.9.

In addition, by utilizing VAE-based spectral feature selection it is possible to achieve
estimations with an MAE of less than 0.2 dB with only 50 pm of OSA resolution. This
novel approach highlights the potential for accurate QoT estimation, even when faced with
limited spectral information. It was observed that combining input features distributed
heuristically to encapsulate component parameters of an uncertain nature with spectral
features derived from OSAs serves to enhance the accuracy of QoT estimation.

This chapter presents an important aspect in estimating QoT, which has the potential to
provide reliable estimates in complex settings, like multi-vendor networks. Furthermore,
this advancement could accelerate the transition to fully disaggregated networks without
any need to share confidential component information.

85





Chapter 5

Soft-Failure Detection, Identification and
Localization

In optical networks, the need for uninterrupted service and quick failure recovery has
led to a focus on failure management, which includes failure detection, identification,
and localization. This has significant impact on network resilience. By detecting the
source of failures, the duration of repair efforts can be significantly reduced, which helps
to maintain optimal network performance [11]. A high-level view on potential component
failures is shown in Fig. 5.1.

This applies not only to immediate hard failures, such as service disruptions on the optical
layer, but also extends to subtle and gradual degradations that may eventually manifest
as hard failures, known as soft-failures. Predicting and addressing these issues before
they become hard failures offers significant benefits and allows for quick actions such as
traffic rerouting or equipment changes.

Aging of deployed equipment decreases the overall QoT. Commissioning tests are usually
performed on site to confirm the proper functioning of resources that support lightpaths,
like optical switching and amplification [132]. These tests often require manual interven-

Managed objects in
optical networks

Lightpath Optical fiber Optical filter Optical module Optical amplifier Optical connector

BER degradation
OSNR degradation
GSNR degradation
Power degradation
Channel crosstalk

Fiber aging
Fiber broken
Fiber bending
Fiber nonlinearity
Parameter variation

Filter shifting
Filter tightening
Filter blocking
Loss increment
WSS misconfig.

Power degradation
Bias current 
Temperature 
Laser anomaly
Signal imperfection

Gain reduction
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Pump degradation
Power anomaly
Power excursion

Disconnection
Missmatch
Connector dirty
Reflective fault
Angular fault

Figure 5.1: Failure sources in optical networks with the components and their corresponding
potential failure sources; adapted from [131].
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Figure 5.2: Overview of a general soft-failure management framework including failure detection,
identification and localization stages.

tion from technicians and specialized equipment. In cases of high BER during testing,
additional measurements may be necessary at intermediate nodes, which can increase the
complexity of the process [11].

5.1 Failure Sources in Optical Networks

For soft-failures, not only power-dependent but also frequency-dependent effects are rele-
vant. For analyzing the optical spectrum, OSAs are essential. The initial cost constraints
have been reduced with the availability of cost-effective sub-gigahertz models. Real-time
monitoring of optical spectra and SNRs has become crucial, with features characterizing
the optical spectrum itself. ML algorithms, trained on these features, are capable of
detecting and identifying faults.

Typically, failure management consists of failure detection, identification, localization
and reaction. In this work, however, the latter is not examined, since the reactions are
undertaken individually by the network operator. The overall structure of an ML-based
soft-failure management framework is depicted in Fig. 5.2. Such a framework consists of
three stages, each of which is responsible for one of the three different tasks of detection,
identification and localization. Each stage activates the next stages, so that if a failure
is detected, it can be identified and localized. Localization can be either on a per-span
level, on a per-link level or even on a per-channel level. To identify the failing component
in the network, a per-span localization is of high interest.

Typical soft-failures to investigate are

• the shifting of the center frequency of a filter, called filter shift,

• the narrowing of a filter characteristic, called filter tightening,

• the increase of ASE noise from an EDFA through a power degradation in the pump
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Figure 5.3: Spectrum shape varation behaviors of the five considered soft-failures: (a) laser
power change; (b) laser drift; (c) filter drift; (d) filter tightening; (e) ASE noise increase; adapted
from [133].

laser,

• the change of the output power of a transmission laser, called laser power change,
and

• the permanent shift of the center frequency of a laser, called laser drift.

Figure 5.3 shows schematic examples for the different failure types and their influences
on the spectrum.

In general, simulations provide a wider parameter sweep and a more comprehensive
perspective than experiments. However, simulating failures of specific components is not
straightforward, because some behaviors are hard to replicate. This includes, for example,
the behavior of an EDFA, as properties such as spectral hole burning, unpredictable gain
tilts, and rapid on/off responses are difficult to model accurately. Additionally, simulations
do not consider all factors such as component bandwidth constraints, nonlinear tendencies
of lasers and modulators at low power levels, and limitations of ADCs and DACs. Although
this work does not address the simulation of these components, it is worth noting that some
partial implementations have been done for more exact simulations. The implementations
include bandwidth limitations, transmitter and receiver skews, IQ-imbalances, PN and
some more easily simulated distortions on the signal. Our experimental investigations
showed that machine learning algorithms performed better than expected compared
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Table 5.1: Experimentally emulated soft-failures.
Soft-failure Range Steps

EDFA noise figure increase 0.2 to 2 dB 0.2 dB
Transmit laser drift -2.5 to 2.5 GHz 0.5 GHz

Transmit laser power change -2.5 to 2.5 dB 0.5 dB
Filter tightening 1 to 5 GHz 1 GHz

Filter shift -2 to 2 GHz 1 GHz

to the same algorithms running on simulation data. This difference can be attributed
to the aforementioned limitations of simulations, since identical algorithms were used
for comparison. Therefore, the following investigations will only include experimental
investigations based on datasets collected in the laboratory.

5.1.1 Experimental Soft-Failure Emulation

Since it is not feasible to physically damage laboratory equipment to simulate faults,
the faults are generated by manipulating component controls and utilizing additional
components.

Five different types of soft-failures are considered, in particular: an increase in the noise
figure of the EDFA, a shift in the transmit laser frequency, a decrease in the transmit
laser power, a tightening of the optical filter, and a shift in the filter characteristics. A
straight-line experiment is conducted to simulate these fault scenarios, as shown in Fig.
4.6(a), by using three 88.4 km long SSMFs to replicate various failure conditions. Table
5.1 summarizes these soft-failures with their magnitudes.

To emulate an increase in EDFA noise caused by degradation of the pump laser, a variable
optical attenuator (VOA) is introduced at the midstage access of the inline EDFAs. The
VOA’s attenuation ranges from 0.2 to 2 dB in increments of 0.2 dB. For the purpose of
simulating a laser drift, the transmit laser’s frequency for the center channel is adjusted
within a range of -2.5 to 2.5 GHz in increments of 0.5 GHz.

To simulate a change in laser power, it is varied by -2.5 to 2.5 dB, in increments of
0.5 dB. This procedure is also applied to several randomly selected channels within the
waveshaper, which is responsible for shaping ASE noise for generating the signal loaders.

For the case of filter tightening, the waveshaper controlling the loaders is utilized to
narrow the channels by 1 to 5 GHz, in increments of 1 GHz. Shifting the center frequency
of the waveshaper in increments of 1 GHz from -2 to 2 GHz allows to achieve the effect
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Table 5.2: Experimental system parameters for soft-failure emulation.
Parameter Symbol Value

Modulation format MF
DP-QPSK,
DP-8-QAM,
DP-16-QAM

Symbol rate b 32 Gbaud
Channel spacing ∆f 37.5 GHz

Number of channels NCh 1, 3, 5
Launch power PL -3, -2, -1, 0 dBm

Center wavelength λc 1550.004 nm
SSMF length LLoop 3 · 88.4 km

OSA resolution ROSA 10 pm

of filter shift.

With a sweep over the experimental parameters in Table 5.2 and the sweep over the
different failure scenarios, a dataset is obtained containing almost 800 spectra per failure
type. For a comparison to the non-faulty case, the dataset obtained with the recirculating
loop from Fig. 4.6b is used. To accommodate for class imbalances, the F1-score is used
as an accuracy metric and the classes are weighted within the algorithms based on their
occurrences.

5.2 Autoencoder-based Spectrum Assessment

As introduced in Section 3.4.1, AEs are trained to map high dimensional data to a lower
dimensional space, called the latent space, and to reconstruct the input data as precise
as possible from the latent space. Through the training procedure, the latent space
is a low dimensional representation of the high dimensional input data. Basically, the
encoder of the AE can thus be used for input feature reduction while preserving the most
important information. When using input feature reduction, the size of the following
algorithms is reduced, thereby decreasing training time and overall complexity. Another
advantage of autoencoders is their semi-supervised learning, which is particularly useful
for anomaly detection. The learning of autoencoders for anomaly detection purposes is
considered semi-supervised as training is performed in a supervised manner using labeled
data. However, the AE can respond to abnormal inputs because the reconstruction fails
when the input data differs significantly from the training data.

AEs have already been used for semi-supervised anomaly detection based on its recon-
struction error in previous work (e.g. [12]). In this work, an extension of conventional AEs
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Figure 5.4: Soft-failure management framework based on optical spectra with failure detection,
identification and localization stages; detection realized with Euclidean distance; L: latent space.

is used, called a VAE. A VAE utilizes stochastic variables as latent variables due to its
probabilistic encoder. This property enhances the VAE’s anomaly detection capabilities
since normal and anomalous data may exhibit similar mean values but differ in variance
meaning coming from another distribution [134]. The stochastic nature of the latent
space allows for generating outputs from the decoder by sampling latent space variables
from its known normal distribution. However, the latter will be used to generate a GAN
in the extension of the framework in Section 5.3.

The proposed framework was extensively optimized using a grid search with 80,000
configurations. The VAE encoder was configured with an input layer of size 501, one
hidden layer of size 25, batch normalization, and an output layer of size 12. Consequently,
the latent space size is also 12, which matches the input layer size of the decoder part in
the VAE. The decoder structure mirrors that of the encoder. The ReLU function serves
as the activation function for all layers.

In the following the overall framework structure will be explained on a higher level first
before going into more detail on the three different stages which also include results from
the experimental investigations. The results in this chapter have been partly published in
[23, 135].

5.2.1 Framework Structure

The proposed soft-failure management method consists of three stages: detection, iden-
tification and localization. It can be seen in Fig. 5.4. These stages work together to
effectively manage the soft-failures. The detection stage uses a VAE to detect soft-failures.
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Figure 5.5: Soft-failure detection stage with MSE-based and Euclidean distance-based detection.

This approach aims to identify deviations from the expected optical spectrum and labels
possible failures for further analysis.

Central to this approach is the VAE’s ability to detect soft-failures in the optical spectrum.
As mentioned above, the VAE is able to identify anomalies that are an indication of
underlying issues in a semi-supervised manor. The VAE enhances this detection capability
with the probabilistic distribution in the latent space, because normal and anomalous
data may exhibit similar mean values but differ in variance. These advantages make it
particularly applicable in the situation in optical networks. To examine each stage in
more detail, the following sections will delve into the particular facets of the entire process.

Once a potential fault is detected, the framework moves to the next stage. This stage
involves an ML-based classifier that determines the cause of the soft-failure event. If a
particular anomaly, such as an increase in EDFA noise figure or a decrease in channel
power, is successfully identified, the stage for failure localization is triggered. To locate the
fault precisely, another ML-based classifier is trained to accurately identify the location
of the underlying problem. This localization process applies to individual spans and
channels, providing high spatial accuracy in identifying the source of the issue. The
output of this stage will indicate either the span number of the fault location or the
specific implicated channel.

5.2.2 Soft-Failure Detection

The detection of soft-failures depends on the semi-supervised ability of the VAE, as
explained in the introduction to this section. During training, the VAE is optimized to
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reduce the reconstruction error for non-faulty data. When a fault occurs, the resulting
reconstruction MSE exceeds that of non-faulty data. This distinction permits the use of a
fault detection mechanism utilizing a threshold-centered approach, where the threshold for
the reconstruction MSE is fine-tuned for optimal performance. Another technique involves
comparing the Euclidean distance between the latent space of the encoded input spectrum
(L) and the latent space of the encoded reconstructed spectrum (L′). An anomaly is
detected if the Euclidean distance is significantly greater than zero. This method offers
an advantage over MSE threshold-based methods for comparing reconstruction errors by
eliminating the need for threshold optimisation, since the faulty spectra might be slightly
different from the non-faulty spectra. The MSE of different error spectra may deviate
only slightly from the error-free spectra, while the Euclidean distance differs significantly
in such cases. Figure 5.5 illustrates the two approaches used for failure detection. It
is clear that using the Euclidean distance method requires accessing the VAE encoder,
which takes more time to run during the detection process and adds more complexity.

The detection capabilities of the framework are assessed by partitioning the dataset into
60% training data, 20% validation data, and 20% test data. The threshold optimization
for the MSE-based detection is depicted in Fig. 5.6. The MSE-based detection achieves
an F1-score of 0.9881, while the Euclidean distance-based mechanism attains a perfect
F1-score of 1. This discrepancy can be explained as follows: During failure occurrences,
the Euclidean distance becomes notably large, often in the order of 104, whereas a
reconstructed non-faulty spectrum from the VAE typically exhibits an Euclidean distance
within the range of 102. In consequence, the utilization of a well-trained VAE under this
approach results in notably high accuracy.

Nevertheless, the threshold is set to be at 102 to cover a broader range of failures and
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Figure 5.6: MSE-threshold over F1-score with indicated optimal threshold [23].
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Figure 5.7: Variational autoencoder and neural network classifier in a two-step training ap-
proach [135].

identify minor deviations in the optical spectrum, leading to an F1-score of 0.9941. The
slight inconsistencies in the dataset are responsible for the slight deviation from perfect
detection, as it intends to encompass a broader spectrum of failure scenarios and variations.

5.2.3 Soft-Failure Identification

To evaluate the performance of the proposed framework, a comparative analysis is con-
ducted against less advanced ML algorithms and a hybrid model that integrates VAE
and NN. The ML algorithms include a linear classifier, a k-nearest neighbor classifier,
a support vector machine classifier using an RBF kernel, a decision tree, and a random
forest classifier. The architecture of the VAE-NN hybrid is illustrated in Fig. 5.7. This
design allows for a two-step training approach. First, the VAE is trained to minimize the
reconstruction error between the input and output spectra. Next, the encoder of the VAE
and the neural network-based classifier for soft-failure identification are trained. The
two-step training method creates a beneficial synergy between the encoder and the NN
classifier. This happens because it separates failure types within the latent space while
clearly distinguishing non-faulty data from faulty data. Additionally, this methodology
can lead to a reduction in the scale of the neural network since the latent space serves as
input. Consequently, this results in a less complex NN-based classifier, which speeds up
training and improves generalization capabilities thanks to the unified training approach.

To perform a comprehensive evaluation using all available training data, the dataset
is partitioned again, with 60% for training, 20% for validation, and another 20% for
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Figure 5.8: F1-scores for the identification task of different ML-algorithms on total training data;
LCLF: linear classifier, k-NN: k-nearest neighbors, SVC: support vector machine classifier, CLT:
classification tree, RFC: random forest classifier.

testing. To optimize the machine learning algorithms, an exhaustive grid search with
over 400 configurations per algorithm is conducted to get the best F1-score performance
as possible. The results of the optimization process are depicted in Fig. 5.8 and show
distinct F1-scores for different classifiers.

Apparently, the linear classifier has the worst F1-score of 0.8913. In contrast, the tree-
based models, specifically the decision tree, show a fairly improved F1-score of 0.9642,
while the random forest classifier achieves an even higher F1-score of 0.9684. The k-
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nearest neighbor approach reaches an F1-score of 0.9925, which makes it one of the
best performing approaches. However, the support vector machine with an RBF kernel
surpasses it, achieving an even higher F1-score of 0.9943. The VAE-NN hybrid achieves
an F1-score of 0.9973, making it the best performing approach in this evaluation.

As an example of the classification performance of the ML algorithms, the identification
confusion matrices for the SVM and k-NN classifiers are shown in Fig. 5.9. The overall
classification accuracy is high, with all diagonal values exceeding 0.93. The SVM-based
classifier, for example, misclassifies a filter shift as a filter tightening in 0.2% of the cases.
False classifications are highly unlikely, according to the confusion matrices. However,
the SVM exhibits false positives for the laser drift of 4.6%, which could be caused by
sub-optimal SVM parameters. This outlier is also visible for the k-NN classifier, which
incorrectly classifies laser power change as filter tightening in 3.1% of cases. This may be
due to the fact that if the laser center frequency is close to the filter slope, tightening the
filter leads to a decrease in the overall signal power.

Overall, the identification of soft-failure causes in the experimental data using the optical
spectrum yields high F1-scores with few misclassifications.

5.2.4 Soft-Failure Localization

The same machine learning algorithms mentioned earlier are used for the analysis and
comparison of the localization capabilities. The data partitioning strategy remains consis-
tent with the one used in the identification phase when examining the complete training
dataset. The details concerning optimal F1-scores can be seen in Fig. 5.10. Notably, the
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combined F1-scores are remarkably high, easily exceeding the 0.97 threshold.

Among the algorithms evaluated, the decision tree has the lowest F1-score of 0.9723. It is
closely followed by the linear classifier. Conversely, the k-nearest neighbor, SVM-based
classifier, random forest classifier, and the VAE-NN hybrid all register F1-scores above
the 0.99 mark. The VAE-NN hybrid shows good localization abilities, resulting in a
F1-score of 0.9982.

These outstanding F1-scores can be attributed to the nature of the task itself. Detecting
a change in laser power within a given channel through an in-depth analysis of the optical
spectrum is relatively straightforward. However, a challenge arises when attempting to
accurately determine an EDFA’s noise figure increase on a span-by-span basis. This
difference in difficulty can be seen in the analysis of the confusion matrix shown in Fig.
5.11, which illustrates the performance of the SVM classifier.

Within this matrix, there is a clear difference between accurately localizing the first EDFA
versus the final EDFA in the link. This variation is due to the limitations of the SVM
that has an RBF kernel, which has difficulty distinguishing between an increase in the
noise figure of an EDFA and a simple fluctuation in the noise figure. Adding to this
complexity is the fact that even a slight reduction of 0.2 dB in the mid-stage access of an
optical amplifier triggers a small increase in ASE noise. This complex interplay of factors
emphasizes the multifaceted challenges of the localization effort. The localization of the
EDFA, which causes the noise figure increase, can be physically explained as follows:
An increase in noise figure and change in gain spectrum due to pump laser degradation
leads to different non-linearities in the following span affecting the signal. This leads to
an individual distortion on the signal which is also visible in the spectrum obtained by
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Figure 5.11: Confusion matrices for EDFA failure localization by (a) the SVM-based classifier [23,
135] and (b) the k-NN classifier.
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the OSA and used by the ML algorithms. The next EDFA in the link would need to
pump more which leads to an additional increase in the ASE noise. The k-NN shows
the same behavior, however, the overall accuracy is higher. It has to be noted, that
k-NN tends to be inaccurate in generalization tasks, i.e., using the ML algorithm on
a more diverse and unseen dataset, while an SVM-classifier is more accurate in those
scenarios. Overall, the localization accuracy is high showing that the small increase in
noise can be recognized by ML algorithms while not being visible to the human eye.
It has to be noted, that for a higher number of EDFAs in the link, the localization
accuracy will be lower for the first EDFAs in the link. This may lead to a mislocal-
ization of the underlying issued span. This problem can be addressed by dividing the
link into segments, where each segment can contain multiple EDFAs. This approach
allows reducing the accuracy error in long links and to increase the precision of localization.

5.3 Extension with Generative Adversarial Network

In the field of machine learning, the effectiveness of algorithms depends on the availability
of extensive training data. Typically, a diverse and substantial dataset serves as the
basis for these algorithms to operate successfully and yield great results when used in
real-world applications.

However, when it comes to optical networks, unique challenges arise. Unlike typical
scenarios, faults are rare due to conservative network designs. Additionally, fault mea-
surement and quantification are inherently difficult. The typical approach of relying on
extensive training data may not be practical given the infrequency and complexity of
problems in optical networks. The goal is to develop a solution capable of achieving
optimal performance in detecting failures without requiring large data sets.

In this section, the soft-failure management framework is extended to work with low
amounts of training data without sacrificing on identification accuracy. Furthermore, the
new approach enables the identification of unknown failures. The results in this section
are based on our findings published in [135–137].

5.3.1 Training Data Augmentation

To achieve a good performance for soft-failure management without high amounts of
available soft-failure data, data augmentation is a promising approach. Data augmenta-
tion has two primary objectives for which it can be used: Enhanced generalization and
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improved model performance. By introducing divers data samples into a training dataset,
machine learning models become more robust and achieve higher generalization to unseen
or real-world scenarios. Furthermore the overall performance and accuracy of machine
learning models can be improved as the model is exposed with a wider range of scenarios
and variations of the input data during training. Both objectives are desired in the field
of soft-failure management in optical networks.

For the case of using the optical spectrum as the input for the machine learning framework,
i.e., for soft-failure detection, identification and localization, different spectra have to
be generated to cover a wider range of possible spectrum variations. As mentioned in
the introduction to 5.2, the stochastic nature of the latent space of a VAE allows for
generating outputs from the decoder by sampling the latent space variables from its known
normal distribution and transform it to a spectrum through the VAE’s decoder. However,
generating spectra like this will not always result in real-world optical spectra since the
sampling from the latent space is done randomly. To ensure the best possible generated
spectrum being used for the processing in further identification algorithms, the Euclidean
distance between each input and each output spectrum is calculated and the k generated
spectra with the smallest Euclidean distance to the inputs are selected, where k is the
desired augmentation size. The used VAE is of the same size as the one used in Section 5.2.

An alternative strategy involves leveraging a GAN to enhance the robustness of the
model to missing training data. The inherent generative capabilities of the VAE make
it a valuable component in the context of a GAN for producing more realistic output
spectra. As discussed in Section 3.4.2 and elaborated in the work of Goodfellow et al. on
generative models [120], GANs are rooted in game theory. The primary objective of a
GAN is to train a generator network capable of generating samples that mimic a specified
data distribution by manipulating noise vectors. In parallel, a discriminator network
is also trained to distinguish between authentic and generated inputs. This adversarial
setup allows both models to improve collectively by learning from each other.

During the training process, gradients flow through the VAE, the generator (utilizing
the VAE’s decoder), and finally, the discriminator. This approach ensures that the VAE
optimizes for both reconstruction performance and the disentanglement of the latent
space, enabling the discriminator to effectively discriminate between genuine and unknown
samples. It’s worth noting that the GAN’s discriminator comprises an input layer with
501 units, two hidden layers with 85 and 42 units, respectively, and an output layer
matching the number of failure classes, which in this case, is five.
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Figure 5.12: Data augmentation chain with a GAN and a VAE for soft-failure identification, L:
latent space [137].

To assess the effectiveness of the two data augmentation methods, a comparative evalua-
tion of their impact on soft-failure identification performance across various soft-failure
dataset sizes is conducted. In the context of the VAE-based approach, soft-failure identifi-
cation is performed using three distinct classifiers: an SVM-based classifier, a classification
tree, and an NN. This evaluation encompasses both non-augmented scenarios and cases
where data augmentation with a specified augmentation size, denoted as k, is applied.
The data augmentation chain including both methods is depicted in Fig. 5.12.

It is important to emphasize that in the augmentation process, the number of failure
samples is utilized to train both the VAE and the GAN. Subsequently, testing is carried
out on the remaining portion of the experimentally generated dataset.

The results of the investigation are presented in Fig. 5.13. To underscore the advantages
of data augmentation, both the VAE and GAN are trained using a specific number of
failure samples. Then the F1-score is calculated for soft-failure identification, comparing
scenarios with and without the utilization of augmented data.

Initially, a search for the optimal number of augmentation samples is done for each
algorithm through a systematic exploration of various augmentation sizes, as visualized
in Fig. 5.13a. This process helps in determining the minimum number of failure samples
required to achieve an F1-score of 0.9 across all three classifiers. It becomes evident
that an augmentation size of 100 necessitates a minimum of 98 failure samples to attain
an F1-score of 0.9. Furthermore, all classifiers exhibit improved performance with an
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augmentation size exceeding 1000. Among them, the SVM-based classifier stands out as
the top performer, closely followed by the classification tree, with the neural network
performs the least effectively.

To gain a more comprehensive understanding of the relationship between the number of
failure samples and achieved accuracies, the algorithms are trained on varying amounts
of available soft-failure training data and tested on the remaining experimental dataset.
Figure 5.13b shows the achieved F1-score as a function of the number of available failure
samples for both the non-augmented scenario and data augmentation involving 1000
samples.

The comparison indicates that classifiers operating without augmented data consistently
exhibit suboptimal performance. The SVM-based classifier achieves an F1-score slightly
above 0.8 with 80 failure samples, while the classification tree reaches an F1-score of
0.7521 with the same number of samples. The neural network appears to demand a
substantial amount of training data, resulting in low F1-scores across all training sample
sizes, peaking at 0.6213 with 85 training samples.

However, the scenario changes when employing VAE-based data augmentation. In this
context, all three classifiers reach F1-scores surpassing 0.8 when the available failure
samples range from 15 to 25, eventually exceeding 0.9 in all instances. The SVM-based
classifier reaches an impressive F1-score of 0.9726, while the classification tree and neural
network both achieve a maximum around 0.94. Outperforming all these algorithms is the
VAE-based GAN, which attains F1-scores above 0.9 with just 25 available failure samples
for training, corresponding to 5 failure samples per failure class. The GAN achieves a
remarkable maximum F1-score of 0.9873 with only 40 failure samples.

5.3.2 Extended Framework Structure

As previously discussed, the benefits of using a VAE make it a suitable component to
be integrated into a GAN, in order to enhance the generation of more authentic output
spectra. To achieve this, the dual branch strategy proposed in [138] is adopted. This
strategy consists of an unsupervised branch to detect unknown faults, and a supervised
branch to identify faults within the discriminator. This concept is shown in Fig. 5.14,
which illustrates the two different branches of the discriminator: the lambda layer, a
specialized activation function, and the spectrum identification component.

First, a supervised model is built using a softmax activation function for five unique
failure classes. Then, an unsupervised model with a lambda layer is used, allowing the
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Figure 5.13: (a) Required number of real failure samples to reach an F1-score of 0.9 over the
augmentation size from those samples; (b) F1-score over number of failure samples used to train
the VAE and the GAN for data augmentation with an augmentation size of 1000; SVC: Support
vector machine-based classifier, CLT: Classification tree, NN: Neural network [137].

usage of a custom activation function. The lambda layer processes the softmax output
from the supervised model and calculates a normalized sum of exponential inputs, as
described by [138]:

D(x) = Z(x)
Z(x) + 1 , with Z(x) =

K∑
k=1

exp[lk(x)], (5.1)

where D represents the discriminator, K is the number of classes, and l are the logits
of the classes. Consequently, the output of the lambda layer spans the range of 0 to 1,
enabling a clear differentiation between known and unknown samples. Both branches
share weight connections within the hidden layers, establishing a mutually beneficial
relationship where their classification performance becomes interdependent.

5.3.3 Performance Evaluation

As mentioned earlier, the proposed framework has the ability to identify previously
unknown failures through its interaction with the discriminator of the GAN. Just like in
Section 5.2.2, a failure is detected, if the Euclidean distance between the encoded output
spectrum and the encoded input spectrum is above the predefined threshold. To identify
unknown faults, this condition has to be met as well as the additional condition that the
output of Eq. (5.1), i.e., the softmax output of the lambda layer, is ≈ 1. This combination
of conditions effectively identifies spectra as potential unknown failures. To gain insight

103



Chapter 5. Soft-Failure Detection, Identification and Localization

Spectrum
Identification

Failure
Localization

Discriminator

Spectrum
Determination

Decoder

Normal
Distribution

Generator

Known Spectrum
Unknown Spectrum

Failure Identification
Unknown Spectrum

Identfication

New Failure

U
nknow

n 
Spectrum

Filter Shift
Filter Tightening
EDFA Failure
Laser Power Change
Laser Drift

Va
ri

at
io

na
l

A
ut

oe
nc

od
er Encoder

L

Decoder

E
nc

od
er

L'

Euclidean
Distance >> 0?

FailureNo Failure

Failure Detection

YesNo

EDFA Span
Channel

Figure 5.14: Soft-failure management framework with failure detection, identification, and
localization stages in combination with a GAN for unknown spectrum identification; λ: layer with
a custom activation function, L: latent space [135, 136].

into such scenarios, a random frequency misalignment of up to 0.5 GHz in all WDM
loaders is done in experiments following the swept experimental parameters from Table 5.2.

For comparison purposes, unknown failures are also detected using the k-means and
DBSCAN algorithm as outlined in detail in [10]. The algorithm’s parameters are tuned
through an exhaustive grid search to identify five different failure classes. This adjustment
ensures that any outlier data points are identified as potential unknown failures. On our
dataset, the k-means algorithm achieves only an F1-score of 0.5812, while, when calibrated
correctly, the DBSCAN algorithm achieves an F1-score of 0.8352 without supervision.

However, the full potential for unknown failure detection of the proposed framework
can be seen when it is tested against the previously mentioned algorithms. The GAN
shows an F1-score of 0.9912 for the unknown failure detection. The performance of the
framework relies on the dynamic interplay between the generator and discriminator of
the GAN. The generator produces synthetic samples, also called "fake" samples, that are
then selected to be used to train the discriminator. This cooperative approach enhances
the ability of the framework to accurately identify unknown spectra. The GAN serves as
an optimized filter, enabling the framework to distinguish between known and unknown
failure spectra with high accuracy. However, this interplay of generator and discriminator
makes the GAN in-stable during training.

The above insights are more evident when assessing the framework’s applicability in
scenarios where only a limited portion of the entire training data is available. For compar-
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Figure 5.15: Maximum F1-score for the different machine learning algorithms in the soft-failure
(a) identification and (b) localization stage over the percentage of used training data from the total
number of training data; LinearCLF: linear classifier, k-NN: k-nearest neighbors, SVC: support
vector classifier, CLT: decision tree, RFC: random forest classifier [135, 136].

ison, the algorithms are trained on subsets, ranging from 1% to 10% of the full training
data. Through repetitive training and testing, the impact of outliers is reduced; in this
case 100 repetitions were chosen. For this, 100 sub-datasets are created by drawing
random samples from the training data. Each of the (sub-) datasets incorporates the
corresponding percentage of the total training data amount and is evaluated individually.
The results, illustrated in Fig. 5.15, reveal insights to the performance of the different
algorithms when limited training data is available.

In various areas, traditional machine learning algorithms have been unable to deal with
lower percentages of available training data. Although the k-nearest neighbors, random
forest classifier, and linear classifier vary in their techniques, they perform similarly in the
end. This complexity of the classification task highlights the need for a deeper analysis,
beyond linear classifiers and simple clustering, to achieve high accuracy.

Also, it can be seen that the decision tree is able to handle limited training data quiet well.
It remains competitive with its counterparts until the SVM-based classifier surpasses it at
7% training data. Similarly, the VAE-NN hybrid consistently outperforms other machine
learning algorithms once the training data exceeds 4%. This performance is reflected in
an F1-score of 0.902 using a 10% threshold, demonstrating the adaptability and learning
efficiency of the hybrid model.

However, the proposed structure of the VAE-GAN exhibits superior performance across
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all levels of training data. This is due to the inherent generative capabilities of the
GAN architecture. The interplay between the generator and discriminator improves
classification accuracy, as the discriminator is exposed to the generated spectra. The
method peaks at about 6% of training data, beyond which additional data availability
does not lead to improved results.

When dealing with limited training data in the localization task, algorithms display similar
performance differences as in the identification case. The k-NN, due to its simplicity,
performs the worst overall, followed by the linear classifier and random forest classifier.
However, the decision tree algorithm proves to be effective in the low percentage range
and performs the best, second only to the VAE-NN hybrid after the 7% training data
threshold. The hybrid architecture achieves a very good F1-score of 0.891 using 10% of
the total training data. It is worth noting that the SVM-based classifier outperforms the
decision tree after the 9% training data threshold.

In summary, all algorithms show a consistent trend that shows a direct relation between
data abundance and F1-scores. This trend confirms previous findings and highlights
the critical role of training data in improving algorithm performance. The proposed
VAE-GAN approach exhibits exceptional adaptivity and generative power. It shows to be
a unique solution that is capable of handling identification tasks regardless of the available
training data. Furthermore, the VAE-NN hybrid shows the advantages of advanced
training methods for tolerance to limited training data in the localization tasks.

5.4 Summary

In this chapter, different machine learning algorithms were compared for identifying and
locating soft-failures, using the optical spectrum as input data. Also it was analyzed how
the limited availability of training data affects classification accuracy.

Various machine learning algorithms were considered in the comparison. These algorithms
were a linear classifier, a k-nearest neighbors classifier, a support vector machine-based
classifier utilizing a radial bias function kernel, a decision tree classifier, a random forest
classifier, and the presented hybrid approaches of VAE-NN and VAE-GAN. The hybrid
structures are contained in the proposed framework.

To evaluate these methods, actual experimental data of soft-failures were used collected
from 32 GBaud DP-QPSK, DP-8-QAM, and DP-16-QAM transmission scenarios. The
dataset encompassed up to 5 channels, each with a 37.5 GHz spacing, spanning three
segments of SSMF with a total length of 265.4 km. The emulated soft-failures encom-
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passed a variety of failure scenarios, such as EDFA noise figure increase, transmit laser
frequency drift, transmit laser power change, filter tightening, and filter shift.

The results demonstrate the ability to detect, identify, and localize soft defects using the
optical spectrum as input. Furthermore, a GAN helped in identifying unknown spectra.
The proposed VAE-GAN architecture achieved outstanding results, surpassing those of
conventional machine learning algorithms, especially when dealing with limited training
data. It achieved an F1-score of 0.9821 in identifying soft-failures at only 6% of training
data which corresponds in total to 40 failure samples.

For localization purposes, the proposed two-step training approach for the VAE-NN
hybrid showed the best results. These results can be attributed to the mutually beneficial
interplay between the autoencoder and the neural network during the training.

In conclusion, the potential of leveraging the generative capabilities of GANs combined
with VAEs was shown to establish robust soft-failure management based on the optical
spectrum, even in situations with limited training data.
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Chapter 6

Combination of QoT Estimation and
Soft-Failure Management

To date, the estimation of quality of transmission (QoT) and the management of soft-
failures have been examined separately. The goal is to identify optimal algorithms suited
to specific applications and verify the usefulness of optical spectrum data for those tasks.
However, it is important to note that these two facets, i.e., QoT estimation and soft-failure
management, are inherently interconnected. This is because soft-failures inevitably cause
a decrease in QoT.

The following chapter therefore combines the previously separate frameworks into a
unified approach. The elaborated framework is presented and experimentally validated.
The objective is to show how QoT estimation and soft-failure management are connected
and to demonstrate the effectiveness of an integrated approach. Nevertheless, it should be
pointed out that while such integration offers advantages, it also has inherent drawbacks
like instability during training and trade-offs in accuracy due to the combined approach.

This chapter contributes to the ongoing research on optical network management by
explaining the relationship between QoT estimation and soft-failure management. It
will increase the comprehension by emphasizing the synergy between these previously
separate areas. Through the use of experiental data, this chapter aims to expand the
current state of knowledge and provide a comprehensive perspective that recognizes the
benefits and limitations associated with the interplay of these two basic concepts.

6.1 Framework Extension

The proposed framework shown in Fig. 6.1 combines the two frameworks explained
in Chapters 4 and 5. To enhance clarity, the classifiers used for soft-failure detection,
identification, and localization have been replaced with SVMs. The utilization of an
SVMs as a classifier has been studied in the previous chapters, and it has been shown that
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Figure 6.1: Fault management and QoT estimation framework based on optical spectrum
interpreted by a variational autoencoder; NS : current node number, N1: starting node [23].

it can provide highly accurate results, especially when enough training data is available.

This section differs from the previous ones as it focuses on the recalibration of the QoT
estimator. The new configuration gives the QoT estimator the ability to adapt to faulty
data. This enables the framework and the QoT estimator not only to detect failures but
also to identify the effects of soft-failures on the QoT.

This integration demonstrates changes in optical network management. The framework
shows the significance of utilizing ML, specifically SVMs, to address the complexities of
soft-failures. Additionally, broadening the scope of the QoT estimator offers a detailed
perspective on identifying failures and their impact on the transmission quality. By
combining QoT estimation and soft-failure management, the framework demonstrates a
step towards automatically optimizing optical networks.

6.2 Simulative Investigation

To determine if it is possible to combine ML framework for QoT estimation and soft-failure
management, simulations are done first. It should be noted that the limits of simulating
soft-failures, as discussed in the previous chapter, are still applicable. The simulative
investigation is based on our results published in [22, 23].

6.2.1 Simulation Setup

The simulation setup used for this investigation is the same as in Section 4.3.1 in Fig. 4.4.
However, the simulation parameters are changed in a way to obtain a balanced dataset
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with regards to the overall transmission distances.

A set of nine DP-WDM channels with fixed grid spacing and equal launch power per
channel is to be transmitted over a certain link consisting of several spans. The missing
knowledge of the component parameters is, again, represented following a heuristic ap-
proach with certain mean values and standard deviations based on realistic assumptions
and margins.

The links are analyzed for various modulation formats, i.e., QPSK, 8-QAM and 16-QAM
with coherent detection. The symbol rate is changed between 32, 64 and 69 Gbaud, while
the channel spacing is set to 37.5 GHz for 32 Gbaud and 100 GHz for 64 and 69 Gbaud.
As for the launch power per channel PL, values between -3 and +3 dBm are assumed.
As for the uncertain parameters for example, the span length LS is chosen as a random
length with a mean LS of 80 km and a standard deviation σ of 5 km. The EDFA output
power PEDFA = PL,Total; σ: 0.5 dB and its noise figure NF : 5 dB; σ: 0.5 dB are chosen
for each EDFA in the link accordingly. The linear fiber parameters α and D are set to be
α: 0.2 dB/km; σ: 0.02 dB/km and D: 17 ps/(nm·km); σ: 0.2 ps/(nm·km), respectively.
The nonlinear coefficient γ is assumed to be 1.295 (W·km)−1.

Therefore, the parameters differ for each transmission, for each link and for each span.
To generate the most balanced dataset possible for training the framework, simulations
were performed over 1000 links with lengths drawn from a normal distribution with a
maximum length of 3000 km.

Each span in these links consists of an SSMF followed by an EDFA with a flat gain
characteristic in the C-band and an OSA with a resolution of 13 pm (according to the
specifications of commercially available OSAs) at each intermediate node. Also, the
number of intermediate nodes in each link is drawn from a normal distribution with up to
8 intermediate nodes. The propagation of the light through the links is calculated using
the split-step Fourier method to achieve the most accurate values for the OSNR and for
the spectrum. A total of 11 different channel scenarios are simulated, ranging from single
channel transmission over the entire 9 channels to free adjacent channels.

To extract as much information as possible from the spectra of intermediate nodes while
maintaining a reasonable size for saving, they are reduced to 10,000 sampling points.
However, this makes them only marginally usable as features, because the number of
trainable parameters in the first layer of the ANN depends directly on the number of
features. Therefore, the dimensionality of the input data is reduced using a VAE leading
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to smaller sized classifiers and QoT estimation structures. In addition, the VAE is used
for the semi-supervised anomaly detection.

Since soft-failures per definition can result in hard failures over time, laser aging dependent
failures are again the focus. For this purpose, failures of the transmit laser are emulated
by reducing the launch power of one randomly selected channel by a random distribution
with a mean value PL −1 dBm and σ: 2 dBm. Moreover, a failure in an EDFA is emulated
by increasing its noise figure artificially, since a degradation of the pump laser in output
power controlled mode would only show in higher output noise. The flawed noise figure is
drawn from a Gaussian random distribution with a mean value 6 dB and σ: 2 dB. The
failure related dataset contains around 12,600 feature sets.

Due to the increased size of the obtained spectrum, the structure of the VAE is changed.
The VAE is composed out of an encoder with an input layer with a size equal to the
10,000 points of the spectrum, followed by a fully-connected layer with 100 neurons, a
batch normalization layer and another fully-connected layer with an output size of 10.
These outputs are then processed in a sampling layer so that the output represents a
normal distribution on the one hand and the input of the encoder on the other. The
decoder is built to reverse the functions of the encoder.

Failure identification is performed by an SVM, which is able to distinguish between an
EDFA failure and a transmitter laser failure based on the latent space of the VAE. The
third stage is divided into two parts: The first classifier is able to determine in which
span the error of the EDFA occurred, while the second SVM determines which of the
channels of the WDM transmission is affected by a lower launch power. Each of the three
SVMs used in the framework has been optimized for the kernel coefficient γK and the
regularization parameter C using a grid search algorithm with 250 steps per variable. The
features of the latent space are also used for the QoT estimation. The QoT estimator is
the same as described in 4.2.

6.2.2 Simulation Results

The framework is tested on 1000 failures randomly distributed in an unseen dataset from
the COST266 European network topology (Fig. 4.3). The failure detection using the
reconstruction probability of the VAE with an optimized threshold, shows an F1-score
of 0.989 whereas an AE failure detection mechanism based on a fixed threshold reaches
only an F1-score of 0.913 [12]. The performances of the other stages are summarized in
Figs. 6.2 and 6.3. They show the confusion matrices for failure identification and failure
localization. The failure identification stage reaches an F1-score of 0.996 with a low false
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Figure 6.2: Confusion matrix of EDFA failure localization in the spans [23].

positive and false negative rate. However, since a supervised learning method is used,
only previously seen classes can be labeled leading to other failures not being classified
correctly. The framework shows to be capable of localizing the cause of the noise increase
for an EDFA failure with an F1-score of 0.871. Also, the power drop in one channel is
determined with an F1-score of 0.946. The performance of the QoT estimator is shown
in Fig. 6.4. It can be seen that the predicted values are nearly on the actual GOSNR
values. This is also represented in the R2-score of 0.998 and an MAE of only 0.17 dB,
which is about the same as a QoT estimator with manually selected features (see Section
4.3.2).
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Figure 6.3: Confusion matrix of failure localization of the transmitter laser failure [23].
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Figure 6.4: Predicted GOSNR over actual GOSNR for feature extraction with the VAE trained
on simulation data; R2-score: 0.998, MAE: 0.17 dB [22].

6.3 Experimental Validation

For experimentally validating the proposed framework, the experimental datasets for
QoT estimation and soft-failure management from the previous chapters are combined
and used. The presented results are based on our work published in [23].

6.3.1 QoT Estimation

To accurately evaluate the capabilities of the framework for estimatingt the QoT, the
dataset is divided into three separate segments: 60% for training, 20% for validation,
and the remaining 20% for testing. Following the training phase, the QoT estimator
underwent exhaustive testing not only on the designated test data but also on data
including soft-failures. The visual representation of the prediction outcomes is depicted
in Fig. 6.5.

Remarkably, the analysis reveals minimal deviations from the baseline, with an R2 score
of 0.9846 and low MAE of only 0.29 dB. The noticeable concentration of GOSNR values
between 16 to 23 dB and 25.5 to 28 dB is due to the different modulation formats used.
Specifically, the higher values are mostly associated with samples modulated with QPSK,
while the lower end of the scale is dominated by samples using 8-QAM and 16-QAM
symbols.

Invariably, due to soft-failures in failure measurements, data points on the graph may
deviate from established patterns. Detecting and understanding these data points provides
a more in-depth view of the system performance and potential weaknesses. The following
section will explore the soft-failure detection aspect in more detail, using the QoT metric.
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Figure 6.5: Predicted GOSNR by the estimator over actual GOSNR for all configurations in the
dataset trained on experimental data; R2-score: 0.9846, MAE: 0.29 dB [23].

6.3.2 Soft-Failure Detection

In this investigation, a technique that uses a QoT metric-based thresholding mechanism
to detect soft-failures is employed. Initially, an acceptable range for fluctuations in the
GOSNR is determined for the linear experiment over a distance of 265.2 km. This step is
crucial in determining the appropriate threshold for each modulation format.

By analyzing the histogram of GOSNR occurrences in Fig. 6.6, certain characteristics
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Figure 6.6: Histogram of the occurrence of GOSNR values in the dataset [23].
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can be seen. At approximately 26.2 dB, a peak in the GOSNR distribution is present, cor-
responding to the QPSK modulation. This indicates a concentration of failure instances
in this specific range. Similarly, such a peak for 8-QAM is located around 20.3 dB, while
for 16-QAM it appears at approximately 21.1 dB.

By considering these specific thresholds as signs of failure for each modulation format
an F1-score of 0.7135 can be achieved. This low score is due to the nature of emulated
soft-failures, which may not always result in a significant decrease in GOSNR levels.
Thus, the complex interplay between modulation format, fluctuations in GOSNR, and
the detection of soft-failures results in the diverse results noted in this investigation.
Comparing this approach to the detection capabilities of the VAE from the previous
chapter, it becomes clear that the usage of the spectral data driven VAE is beneficial. This
can reach nearly perfect F1-scores when relying on the Euclidean distance as mentioned
in 5.2.2. The stages of soft-failure identification and localization remain the same as
in the previous chapter, resulting in the overall framework performance summarized in
Table 6.1.

6.4 Summary

In this chapter, a comprehensive framework for the simultaneous estimation of QoT and
the detection, identification, and localization of soft-failures is presented, which is based
on the analysis of optical spectra. Additionally, the inherent benefits of a soft-failure
detection mechanism based on VAEs compared to an approach solely focused on QoT
metrics are explored.

The accuracy of the proposed framework was confirmed through extensive testing. Data
gathered from an experimental transmission setup with DP-QPSK at 32 GBaud, DP-8-
QAM, and DP-16-QAM that covered up to 5 channels separated by 37.5 GHz intervals
was used for testing purposes. The data for QoT estimation was generated using a
recirculating loop that had 6 iterations of three spans. Each span consisted of 88.4 km of
SSMF and three EDFAs. The data acquisition for soft-failures was done with a three-span

Table 6.1: Overall framework performance.
Framework Stage Max. R2/F1-score
QoT Estimation 0.9846

Soft-Failure Detection 0.9941
Soft-Failure Identification 0.9943
Soft-Failure Localization 0.9939

116



6.4. Summary

setup. The soft-failure emulations included scenarios such as an increase in noise figure
of the EDFA, frequency drift of the transmitting laser, reduction in transmit laser power,
filter tightening, and filter shifting.

The results showed the effectiveness of the proposed VAE-based approach for robust QoT
estimation. This was supported by an impressive R2-score of 0.9846 and an MAE of
0.29 dB. The significance of the optical spectrum when estimating QoT and handling
soft-failures was highlighted. The advantages and feasibility of this approach are appar-
ent and relevant to real-life scenarios for enabling accurate and autonomous network
management.

117





Chapter 7

Conclusions and Outlook

In this work, different machine learning based solutions for QoT estimation and soft-failure
management were investigated. To enable reliable operation of the ML algorithms, data
has to be obtained. Transparent OPM is desired for low-effort evaluations of the data.
This can be achieved using OSAs to obtain the optical spectrum. The optical spectrum
was used to train the novel ML-based solutions. The novel approaches were first developed
using extensive simulations before being experimentally validated using data obtained
through a comprehensive laboratory environment.

To obtain a reliable QoT estimate, the nonlinear impairments of an optical link must
be evaluated. Several approaches have been developed, including the analytical GN
model and full-fiber propagation simulation using the SSFM. While the GN model
offers low computational time, the SSFM achieves higher accuracy but suffers from high
computational complexity and thus long computation time. However, extensions of the
GN model, such as the IGN and closed-form methods, approximate nonlinear perturba-
tions to reduce computational time. Both analytical and numerical models suffer from
uncertain component and system parameters that interfere with the seamless operation
of the estimators. Properly trained ML algorithms, however, can cope with varying
input parameters. Such ML-based QoT estimation combines high accuracy with fast
computation. Training these algorithms can take time, but once trained, ML estimation
is fast and suitable for real-time applications.

Several ML algorithms were evaluated for estimating QoT in uncertain parameter envi-
ronments based on optical spectral data. The algorithms were trained on simulation data
which followed a novel approach of heuristically distributed component parameters and
tested on experimentally obtained data. It has been demonstrated that the use of spectral
data improves the overall accuracy of QoT estimation. Additionally, recursive interpreta-
tion of optical spectra specific to each node in conjunction with RNNs further improves
the estimation accuracy. Advanced ML techniques were used to reduce input features and
select optimal features for QoT estimation. The VAE-LSTM approach performed better
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than the LSTM-neural network (NN) solution with manual feature selection by reducing
estimation outliers with the influence of a VAE. The VAE-LSTM structure achieved an
MAE of only 0.147 dB with an R2-score of 0.948, based on experimental data while being
trained on simulation data. It has been demonstrated in the investigation of required
OSA resolutions that using VAE-based spectral feature selection produces estimates with
an MAE of less than 0.2 dB with 50 pm of OSA resolution. The proposed approaches
exhibited high generalization capabilities due to the heuristically distributed training
parameters and included spectral features.

Although the QoT and failures in optical networks are closely connected, designing an
QoT estimator which can reliably react to failures is hard. Thus, recent work was focused
on finding optimal solutions for detection, identifying and localizing failures in networks
which degrade the QoT, i.e., soft-failures. Such a degradation in the QoT can arise from
aging network components and can eventually lead to service disruptive hard-failures.
Recently, various solutions for detection, identification and localization of soft-failures
have been proposed including QoT metric based threshold systems, single-channel spectral
analysis or extensive analysis of SDN specific monitoring data. However, those solutions
rely on extensive monitoring data from each channel being available, which might be not
applicable in a real-world scenario.

The usage of OSAs and the optical spectrum for soft-failure management was investi-
gated based on experimentally emulated component failures. The emulated soft-failures
were an increase in noise figure of the EDFA, a shift in the transmit laser frequency, a
change in transmit laser power, tightening of the optical filter, and a shift in the filter
characteristics. It has been shown that those causes can be detected, identified and
localized using ML algorithms running on the optical spectrum. For the detection of
faults the well-established usage of AEs has been used in the extension of a VAE showing
a high accuracy. Several ML algorithms have been experimentally compared for their
identification and localization capabilities. The combination of a VAE with an NN and
their two-step training approach reached the best performance with F1-scores of 0.9973 for
identification and 0.9982 for localization. Those investigations were carried out with all
training data being available. In practice, however, data of soft-failures is very rare, which
motivates the development of a solution being able to react accurately to soft-failures
based on low amounts of training data. For this purpose, a GAN is integrated in the
soft-failure management framework enabled by the generative capabilities of the VAE.
Using advanced training mechanisms for GANs even unknown spectra were identified
by the framework. The VAE-GAN approach reached outstanding soft-failure identifica-
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tion performance on only 6% of the training data with an F1-score of 0.9912. For the
localization the aforementioned VAE-NN hybrid reaches F1-scores above 0.8 at only 6%
training data. Besides reaching a high accuracy, the proposed solutions all suffer from
high complexity compared to low-complexity ML solutions like the SVM based methods.

Low complexity methods should be the future of research in both QoT estimation and
soft-failure management. A hybrid approach combining analytical and ML solutions
without relying on high amounts of training data could be a potential option. Additionally,
a small amount of training data is crucial in this regard. Combinations of generative ML
with well-established ML algorithms offer the best opportunity to achieve this objective.
Network-wide operation of algorithms is desirable for the implementation of federated
learning or transfer learning approaches. These approaches also facilitate the utilization
of the same ML structure in multi-vendor networks, where component characteristics
vary by domain. Furthermore, accurately modeling optical components in simulations
can lead to even more precise machine learning algorithms by providing more realistic
training conditions, especially for managing soft-failures where failures are rare and data
is sparse.

Considering the growing field of ML algorithms in optical communications, the developed
frameworks and their parts can pave the way towards highly accurate zero-touch self-
management of future networks as long as the monitoring data from desirably low-cost
OSAs is available.
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